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Sublinearly Morse boundary, II:
Proper geodesic spaces

YULAN QING
KASRA RAFI
GrIuLio Tiozzo

We build an analogue of the Gromov boundary for any proper geodesic metric space, hence for any finitely
generated group. More precisely, for any proper geodesic metric space X and any sublinear function «,
we construct a boundary for X, denoted by d, X, that is quasi-isometrically invariant and metrizable. As
an application, we show that when G is the mapping class group of a finite type surface or a relatively
hyperbolic group, with minimal assumptions, the Poisson boundary of G can be realized on the k—Morse
boundary of G equipped with the word metric associated to any finite generating set.

20F65, 20F67, 57TMO07

1 Introduction

We construct an analogue of the Gromov boundary for a general proper geodesic metric space. That is,
a boundary at infinity that is invariant under quasi-isometry, has good topological properties and is as
large as possible. Our guiding principle is that, moving from the setting of Gromov hyperbolic spaces to
general metric spaces, most key arguments still go through if we replace uniform bounds with sublinear
bounds (with respect to distance to some basepoint). Examples of this philosophy have appeared in the
literature before, for example in [Arzhantseva et al. 2017; Drutu 2000; Eskin et al. 2012; 2013; 2018; Kar
2011]. In a prequel to this paper [Qing and Rafi 2022], such a boundary was constructed in the setting of
CAT(0) metric spaces. However, the definition of k—Morse given in the previous paper does not work for
general proper geodesic metric spaces. Hence, we use a new definition of k—Morse that is more flexible

and more fully embraces the above philosophy.

Statement of results

Let (X, dx) be a proper geodesic metric space with a basepoint 0. Recall that, when X is Gromov hyper-
bolic, the Gromov boundary of X is the set of equivalence classes of quasigeodesic rays emanating from o,
equipped with the cone topology. Two quasigeodesic rays are considered equivalent if they stay within
bounded distance from each other. In a Gromov hyperbolic space, every quasigeodesic ray 8 is Morse;
that is, any other quasigeodesic segment y with endpoints on 8 stays in a bounded neighborhood of S.
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Similarly, we consider quasigeodesic rays in X (rays are always assumed to be emanating from o).
Roughly speaking, we say a quasigeodesic ray S is sublinearly Morse if any other quasigeodesic segment
y with endpoints sublinearly close to 8 stays in a sublinear neighborhood of § (see Definition 3.2 for the
precise definition). We group the set of sublinearly Morse quasigeodesic rays into equivalence classes by
setting quasigeodesic rays o and B to be equivalent if they stay sublinearly close to each other. We call
the set of equivalence classes of sublinearly Morse quasigeodesic rays, equipped with a coarse version of
the cone topology, the sublinearly Morse boundary of X .

In fact, the above construction works for any given sublinear function « : [0, c0) — [1, 00), where « is a

concave, increasing function with (t)
lim — =

t—>oo

0.

Then we define the k—Morse boundary 9, X to be the space of equivalence classes of k—Morse quasi-
geodesic rays equipped with the coarse cone topology (see Definition 4.1). We obtain a possibly large
family of boundaries for X, each associated to a different sublinear function «.

We show that d, X is metrizable and invariant under quasi-isometries; moreover, k—boundaries associated
to different sublinear functions are topological subspaces of each other.

Theorem A Let X be a proper geodesic metric space, and let k be a sublinear function. Then we
construct a topological space d, X with the following properties:

(1) Metrizability The spaces d, X and X Ud, X are metrizable, and X Ud, X is a bordification of X .

(2) QlI-invariance Every (k, K)—quasi-isometry ®: X — Y between proper geodesic metric spaces
induces a homeomorphism ®*: 9, X — 0, Y.

(3) Compatibility For sublinear functions k and k' with k <c-k’ for some ¢ >0, we have 0, X C 0,r X
where the topology of 9, X is the subspace topology. Further, letting 0X :=|J,. 9, X, we obtain a
quasi-isometry invariant topological space that contains all d, X as topological subspaces. We call
0X the sublinearly Morse boundary of X .

Note that from QI-invariance it follows that d, X and d.X do not depend on the basepoint 0. Moreover, it
also implies that the k—Morse boundary of a finitely generated group G is independent of the generating
set. Thus 0,G and 0G are well defined.

We now argue that, in different settings, the k—~Morse boundary d, X is large for an appropriate choice
of k. Recall that the Poisson boundary is the maximal boundary from the measurable point of view (see
Section 6). In this paper, we let G be either a mapping class group or a relatively hyperbolic group and
X be a Cayley graph of G and show that d, X is a topological model for the Poisson boundary of (G, u),
where p is any nonelementary finitely supported measure on G.

In fact, we show the following general criterion: if almost every sample path of the random walk driven
by u sublinearly tracks a k—Morse geodesic, then the k—Morse boundary is identified with the Poisson
boundary. The following result was obtained in collaboration with Ilya Gekhtman.
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Theorem B Let G be a finitely generated group, and let (X, dx) be a Cayley graph of G. Let 1 be a
probability measure on G with finite first moment with respect to dy, such that the semigroup generated
by the support of 1 is a nonamenable group. Let k be a sublinear function, and suppose that for almost
every sample path w = (wy,), there exists a k—Morse geodesic ray y,, such that

(1) lim dyx (W, Yo) _

n—o00 n

0.

Then almost every sample path converges to a point in d, X , and moreover the space (0, X, v), where v is
the hitting measure for the random walk, is a model for the Poisson boundary of (G, [1).

Theorems A and B can be applied to a large class of groups, providing a blueprint to identify their Poisson
boundary. The k—Morse boundary is always well defined, and in different situations one just needs to
prove the above sublinear tracking result between geodesics and sample paths in order to obtain the
Poisson boundary. In this paper, we showcase their applications to mapping class groups and relatively
hyperbolic groups.

Comparison with other boundaries

Our construction provides the first example of a boundary of a general metric space which is both
QIl-invariant and has full measure with respect to a large class of measures. For comparison, recall that
the visual boundary of CAT(0) spaces is not invariant by quasi-isometries [Croke and Kleiner 2000]. The
Gromov boundary [1987], on the other hand, is QI-invariant, but only defined if the group is hyperbolic.
A natural generalization is the Morse boundary [Cordes 2017], which is always well defined and QI-
invariant, but very often it is too small; in particular, it has measure zero with respect to the hitting
measure for most random walks on relatively hyperbolic groups [Cordes et al. 2022]. This is related to
the fact that a typical sample path is expected to have unbounded excursions in the peripherals. Finally,
the Floyd boundary [1980] is well behaved for relatively hyperbolic groups, but trivial for mapping class
groups [Karlsson and Noskov 2004].

Recall also it is an open problem [Kaimanovich 1996, page 153] whether any two finitely supported
generating measures on the same group yield isomorphic Poisson boundaries. This question is the
probabilistic analogue of the quasi-isometry invariance we show in Theorem A, as two generating sets for
G give rise to both two quasi-isometric metrics on G and to two finitely supported measures.

Mapping class groups

Let .S be a surface of finite hyperbolic type and Map(.S) be the mapping class group of S. Let dy, be the
word metric on Map(.S) with respect to some finite generating set. Then letting (X, dx) = Map(S), dy)
we can consider the k—Morse boundary d, Map(S) of the mapping class group. We show the following
characterization.
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Theorem C Let u be a finitely supported, nonelementary probability measure on Map(S'). Then, for
k(1) =log(r),
(1) almost every sample path (w,) converges to a point in 9, Map(S);

(2) the k—Morse boundary (9, Map(S), v) is a model for the Poisson boundary of (Map(S), i) where
v is the hitting measure associated to the random walk driven by [1.

The proof uses the machinery of curve complexes introduced by Masur and Minsky [2000], as well as the
study of random walks in mapping class groups carried out by Maher [2010; 2012], Calegari and Maher
[2015], Sisto [2017], Maher and Tiozzo [2018] and Sisto and Taylor [2019]. In particular, by [Sisto and
Taylor 2019], a typical sample path makes logarithmic progress in each subsurface, which explains the
function log(z).

Moreover, we also obtain the following tracking result between geodesics and sample paths in the mapping
class group.

Theorem D Let i be a finitely supported, nonelementary probability measure on Map(S'). Then, for
almost every sample path, there exists a k—Morse geodesic ray y,, in Map(S) such that

d ,
fim sup w(Wn, Yo) <

+o00.
n—00 logn

Sisto [2017] showed that almost every sample path in the mapping class group lies within distance
O(W ) of a geodesic. A more robust tracking result was proven in [Mathieu and Sisto 2020,
Theorem 10.7], which gives the log(n)—tracking in this setting, but not the fact that the geodesic being
tracked is k—Morse. Sublinear tracking for random walks with respect to the Teichmiiller metric was
obtained in [Tiozzo 2015].

Relatively hyperbolic groups

Now consider a finitely generated group G equipped with a word metric dy, associated to a finite generating
set. Recall that G is relatively hyperbolic with respect to a family of subgroups Hj, ..., Hy if, after
contracting the Cayley graph of G along H;—cosets, the resulting graph equipped with the usual graph
metric is Gromov hyperbolic. Further, H;—cosets have to satisfy the technical condition of bounded coset
penetration. Similarly to above, we show:

Theorem E Let G be a nonelementary relatively hyperbolic group, and let v be a probability measure
whose support is finite and generates G as a semigroup. Then, for k(¢) = log(¢),

(1) almost every sample path (w,) converges to a point in 9, G;

(2) the k—Morse boundary (9, G, v) is a model for the Poisson boundary of (G, i) where v is the
hitting measure associated to the random walk driven by [i.
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Further applications

As mentioned above, Theorems A and B can be applied to any group with a certain degree of hyperbolicity.
For example, the proof of Theorem C already works in the setting of hierarchically hyperbolic spaces
[Behrstock et al. 2017]. Hierarchically hyperbolic spaces are a family of axiomatically defined spaces
with properties that are modeled after the mapping class groups. Hence all the tools we use, such as
subsurface projections, distance formulas and the bounded geodesic image theorem also exist in the
setting of hierarchically hyperbolic spaces [Nguyen and Qing 2024].

Other groups where the k—Morse boundary is nontrivial and these ideas can be applied to include groups
that contain an element with contracting axis; for example, the groups with statistically convex cocompact
actions as described in [ Yang 2020], as well as Out(F}). We shall discuss these applications in subsequent
papers.

Sublinearly Morse vs sublinearly contracting

In the construction of the k—Morse boundary d, X, several different definitions are possible for the notion
of a k—Morse quasigeodesic. The goal is always to emulate the behavior of quasigeodesics in a Gromov
hyperbolic space but with sublinear errors (instead of uniform additive errors).

The definition of k—Morse given in this paper (Definition 3.2) is equivalent to the definition of strongly
Morse in [Qing and Rafi 2022]. Another natural condition is to require a quasigeodesic ray § to be
k—weakly contracting (Definition 5.3): that is, that the projection of a ball disjoint from 8 to 8 has a
diameter that is bounded by a sublinear function of the distance of the center of the ball to the origin.

In the setting of CAT(0) spaces, these two notions are equivalent [Qing and Rafi 2022, Theorem 3.8], but
this is no longer true for general metric spaces. In the appendix, we prove that k—weakly contracting
quasigeodesics are always k—Morse. The converse is known not to be the case in general: for instance,
when « is the constant function, examples of Morse, but not strongly contracting geodesics arise in the
“Tarski monsters” [Olshanskii et al. 2009]; moreover, a geodesic axis of a pseudo-Anosov element in the
mapping class group is always Morse [Masur and Minsky 2000], but not always strongly contracting
[Rafi and Verberne 2021]. However, k—Morse quasigeodesics are always x’—weakly contracting for a
larger sublinear function «’:

Theorem F Let X be a proper geodesic metric space, let k be a sublinear function, and let B be a
quasigeodesic ray in X . Then

(1) if B is k—weakly contracting, it is k—Morse;

(2) there is a sublinear function k’ such that if  is k—Morse then it is k’~weakly contracting.
The definition of k—Morse we use in this paper is the one that matches our philosophical approach the

best, is the most flexible and makes the arguments simplest. Hence, we think it is the correct definition
with minimal assumptions.
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In some places, the same arguments as in [Qing and Rafi 2022] apply directly, while in others new ideas
are needed; for the sake of brevity, we shall skip the proofs when the arguments are exactly the same.

History

The notion of a Morse geodesic is classical [Morse 1924], and much progress has been made in recent
years using Morse geodesics to define boundaries of groups. Cordes [2017], inspired by the contracting
boundary for CAT(0) spaces of Charney and Sultan [2015], constructed the contracting boundary for
all proper geodesic spaces, where a quasigeodesic y is Morse if there are uniform neighborhoods, with
size depending on (q, Q), in which all (q, Q)—quasigeodesic segments with endpoints on y lie. The
Morse boundaries are equipped with a direct limit topology and are invariant under quasi-isometries.
However, this space does not have good topological properties; for example, it is not first countable.
Cashen and Mackay [2019], following the work of Arzhantseva, Cashen, Gruber and Hume [Arzhantseva
et al. 2017], defined a different topology on the Morse boundary. They showed that it is Hausdorff and
when there is a geometric action by a countable group, it is also metrizable; note that Theorem A does
not assume any geometric action. Another notion, more closely related to our definition of k—Morse
boundary, is considered by Kar [2011]: a geodesic space is asymptotically CAT(0) if balls of radius r are
coarsely CAT(0) with an error of f(r), where the function f(r) is sublinear. That is to say, a space is
asymptotically CAT(0) if it has the same x—Morse boundary as a CAT(0) space, where k = f(r).

The definition of a contracting geodesic originates from [Morse 1924] and has been brought back to
attention by [Gromov 1987]. Masur and Minsky [2000] proved that axes of pseudo-Anosov elements
are contracting, and since then various versions of this condition have been discussed, in particular the
notions of strongly contracting and weakly contracting; see eg [Algom-Kfir 2011; Arzhantseva et al. 2015;
Behrstock 2006; Bestvina and Fujiwara 2009; Rafi and Verberne 2021; Sisto 2018; Yang 2020]. Our
definition of k—weakly contracting is even weaker, and for that reason it is expected to be generic with
respect to many notions of genericity. For random walks, genericity of sublinearly contracting geodesics
in relatively hyperbolic groups follows from [Sisto 2017], in hierarchically hyperbolic groups it follows
from [Sisto and Taylor 2019] and in CAT(0) groups it follows from [Gekhtman et al. 2022]. For the
counting measure, genericity of log—weakly contracting geodesics in RAAGs has been shown in [Qing
and Tiozzo 2021].

The Poisson boundary of (G, ) is trivial for all nondegenerate measures y on abelian groups [Choquet
and Deny 1960] and nilpotent groups [Dynkin and Maljutov 1961]. Discrete subgroups of SL(d, R) are
treated in [Furstenberg 1963], where the Poisson boundary is related to the space of flags. For random
walks on Lie groups, the study and the description of the Poisson boundary was extensively developed in
the 1970s and 1980s by many authors, most notably Furstenberg. The Poisson boundary of some Fuchsian
groups has also been described by Series [1983] as being the limit set of the group. Kaimanovich [1994]
identified the Poisson boundary of hyperbolic groups with their Gromov boundaries with the associated
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hitting measures. Karlsson and Margulis [1999] proved that visual boundaries of nonpositively curved
spaces serve as models for their Poisson boundaries. Kaimanovich and Masur [1996; 1998] proved that
the Poisson boundary of the mapping class group is the boundary of Thurston’s compactification of
Teichmiiller space. Their description also applies to the Poisson boundary of the braid group; see [Farb
and Masur 1998].
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2 Preliminaries

Let (X, dx) be a proper geodesic metric space, and let 0 € X be a basepoint. Given a point p € X, we
define || p|| := dx (o, p). Let « be a quasigeodesic ray starting at 0. For r > 0, let ¢, be the first time that
le(z)]| = r and denote the point «(z,) by

Oy 1= a(tr),
while the segment from «(0) to «(z,) will be denoted by
a|r = Ol([o, tr]).

We collect here the two basic geometric properties of the space that we need:

Lemma 2.1 Let (X, dy) be a proper geodesic metric space. Then:

e For any closed set Z C X and any point x € X, there is a closed set 7 z (x) of nearest points in Z
to x. We refer to any point in 7wz (x) as a nearest point projection from x to Z.

» Any sequence of geodesics B, :[0,n] — X with B¢ = o has a subsequence that converges uniformly
on compact sets to a geodesic ray Bo: [0, 00) = X.

The following lemma about nearest point projections will be used several times.

Lemma 2.2 Let @ and B be two quasigeodesic rays starting at the basepoint 0 € X. Let x be a point
on «, and let p be a nearest point projection of x onto 8. Then

Il = 2[lx]l.
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Proof Since p is a nearest point projection of x onto 8 and o belongs to 3,

dx (x, p) = dx (0, x).
Hence, by the triangle inequality,

|pll = dx (o, p) <dx(o,x)+dx(x, p) <2dx(o,x)=2x]|. O
2.1 Sublinear functions

In this paper, a sublinear function will be a function «: [0, c0) — [1, 00) such that

Moreover, we say that «: [0, 00) — [1, 00) is a concave sublinear function if it is sublinear and moreover

it is increasing and concave.

Remark 2.3 The assumptions that k is increasing and concave make certain arguments cleaner, otherwise
they are not really needed. One can always replace any sublinear function ¥ with another sublinear
function i such that x(¢) < ik (¢) < Ck(¢) for some constant C and k is monotone increasing and concave.

For example, define

k@) :=sup{frc(@)+(1—=A2)-«(v) |0<A=<1,u,v>0, and Au + (1 —A)v =¢}.

Lemma 2.4 If «:[0,00) — [1, 00) is a concave sublinear function and A > 1, then

K(At) < Ak (t)
for anyt > 0.

Proof By concavity,
— l J— 1 . l — 1 . l
K(Z)—K(AAI+(1 A7) 0) > AK(M)—{—(I A7) -k(0) > kK()\.l),

from which the claim follows. O

3 The k—Morse boundary

We now introduce the definition of k—Morse quasigeodesic, which will be fundamental for our construction.
To set the notation, we say a quantity D is small compared to a radius r > 0 if

2

r
<_

b= 2k(r)’

We will fix once and for all a basepoint 0 € X, and all quasigeodesic rays we consider will be based at o.

Given a quasigeodesic ray « and a constant m, we define

Nielo,m) :=1{x € X | dx (x,) =m-«(||x])}.
The following observation will be useful.
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z

qg Y
Figure 1: ||y|| = ||z|| and ¢ € 74(z) as in the proof of Lemma 3.1.

Lemma 3.1 Let 8 be a quasigeodesic ray and « be a geodesic ray, both based at 0 € X . Suppose that
18 g NK ((X, m)
for some function k and some constant m. Then we also have

o gNK(ﬂvzm)

Proof Let y € o be a point and let r := || y|. Let z € B be a point such that ||z|| = r and let ¢ be a
nearest point projection of z to «. By assumption,

dx(z,q) <m-k(r).
On the other hand,
dx(y,9) = |l = llgll| (since & is geodesic)
= |llzll = liql|
<dx(z,q) (by the triangle inequality).
Therefore,
dx(y.B) =dx(y,z) =dx(y.q) +dx(q,z) =2dx(z.q) =2m-k(r). O

Definition 3.2 Let Z C X be a closed set, and let k be a concave sublinear function. We say that Z is
k—Morse if there exists a proper function 7 7 : R? — R such that for any sublinear function «’ and for any

Figure 2: Definition of k—Morse set Z: every quasigeodesic ray f has the property that there
exists R(Z,r,q,Q, k") such that if B is distance «’(R) from Z, then 8], is in the neighborhood

Ne(Z,mz(a,Q)).
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r > 0, there exists R such that for any (q, Q)—quasigeodesic ray f with m z(q, Q) small compared to r,
dx (Br. Z) =K' (R) = Blr CNe(Z,mz(q,Q)).

The function m 7z will be called a Morse gauge of Z.

Note that we can always assume without loss of generality that max{q, Q} < mz(q, Q), and we will
assume this in the following.

3.1 Equivalence classes

Definition 3.3 Given two quasigeodesic rays o and 8 based at 0, we say that 8 ~ « if they sublinearly

lim &b _

F—>00 r

track each other; ie if

By the triangle inequality, ~ is an equivalence relation on the space of quasigeodesic rays based at o,
hence also on the space of k—Morse quasigeodesic rays.

Lemma 3.4 Let a be a k—Morse quasigeodesic ray with Morse gauge my, and let § ~ « be a (q, Q)—
quasigeodesic ray. Then

(i) B is k—Morse, and moreover
B < Ne(a,mg(q,Q));

(ii) ifin addition « is a geodesic ray, then

a S Ni(B.2ma(q. Q).

Proof (i) Define «'(r) := dx (a,, B,). By definition of ~, the function «’ is sublinear, and moreover,
for any R > 0,
dy (Br.@) <«'(R).

Hence, since « is k—Morse, for any r there exists an R(r, g, O, k') such that

dx(Br.@) < «'(R).
Thus, by the definition of k—Morse,

:3|r g NK(W’ mOl(q’ Q))
and so

(3) /3 gNK(avmd(q’ Q))’

which proves the second part of (i). Let us now prove that 8 is k—Morse. Let » > 0 and let B’ be a
(q’, Q')—quasigeodesic ray that sublinearly tracks S, ie

dx (B B) <k2(R)

Geometry & Topology, Volume 28 (2024)
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o

Figure 3: The setup in the proof of Lemma 3.4(i).

where «; is an arbitrary sublinear function and R is sufficiently large. Let p g be a nearest point projection
of B% to B; by Lemma 2.2,

IprI <2l BRI =2R.
Then, by the triangle inequality and (3),
dy (Bg-@) = dx(Bg, PR) +dx (PR, @) < k2(R) + ma(q, Q) - k([ prI) = k2(R) +ma(a, Q) -k (2R).

Since k" (R) := k2 (R) +m(q, Q)-k(2R) is also a sublinear function, and since « is k—Morse, this implies
that

Blr € Ni(a, ma(d’, Q).
Let y; be any point on B’ with || y;|| = ¢ < r. By Lemma 2.2, if ¢, is a nearest point projection of y; to a,
lgell < 2[yell = 2.

Now, if ¢ is any point on « and s is a nearest point projection of ¢ to 8, by the triangle inequality and the
Morse property,

lgll = sl —dx (s.q) = lls| —ma(a, Q) -k ([l

Moreover, by Lemma 2.2, |s|| < 2||¢||; hence by concavity

dx (s.q) = me(q, Q) -« ([[s]) = 2ma(q, Q) -k (llg).
Thus, if s; is a nearest point projection of ¢; to 8, then the above estimate yields

dx(qr.s1) = 2mg(q. Q) -« (llgs ) = 4me(q. Q) -« (2).
Hence, putting everything together,

dx (v, B) = dx (ye,qr) +dx (e, 50) <ma(d’, Q) k(1) +4ma(a, Q) k(1)

which, by setting mg(q', Q') := mg(q', Q') + 4me(q, Q), proves the claim.
(i1) This follows immediately from (i) and Lemma 3.1. O
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ﬂ/

B
Figure 4: Corollary 3.5: ||z, || = r, p = mg,(z,) and ¢ = mg(p).

Corollary 3.5 If B is a (q, Q)—quasigeodesic ray, and B is a k—Morse geodesic ray such that  ~ By,
then the function
mp(-,-):=mp,(-,-)+4mp,(q, Q)

is a Morse gauge for . In particular, the Morse gauge depends only on mg,, q and Q and not on the

particular quasigeodesic .

Proof Let B’ ~ B bea(q’,Q)-quasigeodesic ray. Let z,. be a point along " with norm r, let p € 7g, (z;.)
and let q be a nearest point in 8 to p. Note that, by Lemma 2.2, || p|| < 2r. Hence, using Lemma 3.4(i)
and (i1),
dx (zy. B) < dx(z,, p) +dx (p,q)
<mp, (', Q) x(r) +2mpy(a. Q -k (llpl)
<mp,(d', Q) k() +4mp,(q, Q) - «(r)
< (mp,(d', Q) +4mp,(q. Q) -« (r). O

3.2 Surgery lemmas

We need a few technical results to splice quasigeodesic segments together. Lemma 3.6 generalizes [Qing
and Rafi 2022, Lemma 2.5]. Lemma 3.7 is new and provides a way to splice a finite quasigeodesic to a
quasigeodesic ray. Lemma 3.8 is already proven in [Qing and Rafi 2022, Lemma 4.3]; our statement here
is slightly altered but the proof is identical, hence we skip the proof.

Lemma 3.6 Consider a quasigeodesic segment [x, y]y € X that is (q, Q)—quasigeodesic, and another
(q, Q)—quasigeodesic segment 8 connecting a point z € X to a point w € X . Assume that for every point
u € a, y is a point in ug, and let y be the concatenation of the quasigeodesic segment [x, y]y and the
quasigeodesic segment [y, z]g. Then y =[x, ylo U[y, z]g is a (3q, 3Q)—quasigeodesic.

Proof Consider y: [tg,72] — X and let #; € [y, t2] be the time when y(¢;) = y; the restriction of y
to [tg, t1] is the parametrization of [x, y], given by arc length and the restriction of y to [t1, f;] is the
parametrization of [y, z]g given by . To show that y is a quasigeodesic, we need to estimate the distance
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Figure 5: For y € xg, the concatenation of the quasigeodesic segment [x, y], and the quasi-
geodesic segment [y, z]g is a quasigeodesic.

between a point in [x, y], and a pointin [y, z]g. However, it is enough to show that dx (x, z) is comparable
to |t — to| because the argument for any other points along [x, y]g and along [y, z]g is the same. We
argue in two cases.

Case 1 Suppose 2dx(x, y) > dx(z, y). Then

3dx(x.y) 2 dx(z,y) +dx(x. ).

Therefore,
1/1 1 1 2
Ay (v.2) 2 dx (v.9) 2 3y (2. ) +de () 2 5 (Gl =01 =Q+ I =0l =Q) 2 5l —1o] — 2.
Case 2 Suppose 2dy (x, y) <dx(z,y). Then
3dy (x,p) dx(z,p) +dx(x,y) = 2dx(x,») = 3(dx(z,y) + dx (x, y)).
We have
dX(X,Z) ZdX(Z,J/)—dX(X’J/)
:dX(ZvJ’)‘i‘dX(va/)—de(x’y)
> (dx(z, p) + dx (x. ) — 3(dx (z. ») + dx (x, y))
> 3(dx(z.y) +dx (x.y))
1/1 1 1 2
> g(aﬁz —4|-Q+ a|11 —1o] —Q) > 5“2 —lo| — TQ
This established the lower bound. The upper bound follows from the triangle inequality,
dx(x,z) =dx(x,y) +dx(y.z) = qlt —to| +alta — 11| +2Q < qlt2 — 10| + 2Q.
It follows that y is a (3q, 3Q)—quasigeodesic. m|

Lemma 3.7 Consider a (q, Q)—quasigeodesic ray o: [0,00) — X and a finite (q, Q)—quasigeodesic
segment §: [a, b] — X . Then there is an sq € [0, 00) such that the following holds: for s € [sg, 00), let
sy € [s,00) and t,, € [a, b] be such that [B(ty),a(sy)] is a geodesic segment that realizes the set distance
between «|s, co) and B; then

y = Bla. ty]U[B(ty), a(sy)]Ualsy, 00)
is a (4q, 3Q)—quasigeodesic.
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also) als) xy=alsy) x = o(sx)
0 t o
. Ly,
Ly =B
y=B@)
B(b) B(a)
Figure 6: The proof of Lemma 3.7.
Proof Define
ro = 2max{sup||y||,diam(,3)},
yeB
and let so be such that, for all s > s¢ we have ||a(s)| > ro (this is possible because |a(s)| = oo as

s — 00). Now fix s > 59 and let s, > s and t,, € [a, b] be such that [8(#,), a (s} )] is a geodesic segment
that realizes the set distance between «[s, co) and B. The times s, and #,, exist because the metric space
X is proper. We relabel the points

Xy :=a(sy) and y, = B(ty).
Let L, :=d(xy, yy). By the triangle inequality and from the definition of sy,

Ly =d(o,xy)+d(o,yy) =[xy + Sugllyll < Ixyll+ 1ro < 2lxy Il
yE
Therefore,

201y Il = Ly = 2llxy Il = 3y | = 3 llxy | = 370 = diam(B).
which we rearrange as
@) by Il = 3(Ly + diam(B)).

Since B(t,) is the closest point in 8 to x,, Lemma 3.6 implies that the subsegment

Pla. ty]U[B(1y), a(sy)]

of y is a (3q, 3Q)—quasigeodesic. Also, since (s, ) is the closest point in «[s, 00) to y,, Lemma 3.6
implies that the subsegment

[,B(ty)’ a(sy)] U O‘[Sy’ 00)

of y is a (3q, 3Q)—quasigeodesic. It remains to consider a pair of points y = B(#,) and x = a(sy) with
ty €la,ty] and sy € a[sy, 00). The required upper bound for d(x, y) follows from the fact that y is a
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concatenation of geodesics and quasigeodesics. We now find a lower bound for d(x, y),

d(x, y) = x| =1yl = (xll=llxy D+ xy | =570 (definition of rg)
> (I =llxy D+ 116, (since sx > 50)
> (x| =llxy )+ (Ly +diam(B)) (by (4))

> (lxy | =l1xy D+ 5 (Ly +d (v, yy))
> é(sx—sy)—Q+%LV—I—%(ZV—@)—% (o and B are (g, Q)—quasigeodesics)

- (sx—=sy)+Ly+(1y—1)) 5Q
= 4q 1

Thus y is a (4q, 3Q)—quasigeodesic ray. |

Lemma 3.8 (surgery lemma [Qing and Rafi 2022, Lemma 4.3]) For every q, Q, r > 0 there exists R > 0
such that the following holds. Let y be a geodesic ray of length at least R and « be a (q, Q)—quasigeodesic
ray. Assume that dy (yy, o) < %r. Then there exists a (9q, Q)—quasigeodesic ray y’ such that

alr/Z = y/|r/2

and the portion of y’ outside of B(0, R) is the same as .

3.3 k—-weakly Morse rays

As in [Qing and Rafi 2022], we also define a different notion of sublinearly Morse which more closely
matches the usual definition of Morse.

Definition 3.9 Let Z C X be a closed set, and let k¥ be a concave sublinear function. We say that Z is
k—weakly Morse if there exists a proper function m 7 : R? — R such that for any (q, Q)—quasigeodesic
y:[s,t] = X with endpoints on Z,

y([s.1]) CNe(Z,mz(q.Q)).

The function m z will be called a k—weakly Morse gauge of Z.
As in the setting of CAT(0) metric spaces, we show that the two notions are equivalent.

Proposition 3.10 Let «: [0,00) — X be a quasigeodesic ray. Then o is k—Morse if and only if it is
k—weakly Morse.

Proof First assume that o is k—Morse. Let 8: [fg, 13] = X be a (q, Q)—quasigeodesic with endpoints
on o. We need to check that f stays in a k—neighborhood of « (see Definition 3.2). Making q and Q larger
if necessary, we can assume « is also a (q, Q) quasigeodesic. We will find a (12q, 9Q)—quasigeodesic ray
y’ that is eventually equal to o and covers a substantial portion of §; that is, the size of what remains is
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Figure 7: The path [B(#), 0,]g U [0,, w] is a quasigeodesic. Hence the distance d(B(f), w) is a
coarse upper bound for the distance between any point in [3(t), 0, ] and c.

k—small. Since « is k—Morse, y’ is contained in N (o, m4 (129, 9Q)). Hence, the same is true for B for a
larger k—neighborhood.

Choose sg € [0, 00) as in Lemma 3.7 for 8 and «. Let B(¢,) in 8 and a(s) in «[sg, o) be points such that
[B(%2), a(s)] is a segment that realizes the distance between  and «[sg, 00). Define y as a concatenation

y = Blio. ] U [B(t2), ae(s)] U s, 00).
Then, by Lemma 3.7, y is a (4q, 3Q)—quasigeodesic.

Now we apply Lemma 3.6 to y and the basepoint o. That is, let 0, be a closest point in y to o. Taking s
large enough, we know that o, is either on the segment B[fo, ;] or the segment [B(#;), a(s)]. We define
11 € [to, t2] such that, in the first case 0, = B(¢1) and in the second case #; = f,. Let

Yy =To,0,]UJ[oy, a(s)], Uals, 00).
By Lemma 3.6, Y’ is a (12q, 9Q)—quasigeodesic.
Let w be a closest point in y’ to B(zy). By Lemma 3.4,
d(B(t0), w) = 2mq(12q,9Q) -k (B(1o)).

Note that an initial segment of y’ is contained in the union of segments [0, 0], B[to, t2] and [B(22). a(s)]
and w can be in either of these segments. But in every case, there is a (12q, 9Q)—quasigeodesic y”
connecting B(zy) to w that contains B[tg, ¢1]. Namely,

Blto. t1]U [0y, w] if we[o,0y],
"= 1[B(t0). wlp if w e Blto. 12],
Blto. 2] U [B(22). w]  if w € [B(12), a(s)].

The fact that " is a (12q, 9Q)—quasigeodesic follows again from Lemmas 3.6 and 3.7.

Then there are constants ¢y, ¢; and ¢3 depending only on q and Q such that, for any point u € y”,

d(B(to), u) = c1d(B(to), w) + ¢2 = c3ma(129,9Q) -k (B(to)).
which also implies (1) < k(B(tp)) (see [Qing and Rafi 2022, Lemma 3.2]). Since y” contains B[tg, 1],

Blto. 11] C N (@, cama(129,9Q))

for some ¢4 depending only of q and Q.
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But B[t1, 1] is a subset of ¥’ and by the definition of k—Morse,
Blt1, 2] Cy' C Nie(, ma(12q,9Q)).
Hence, B[to, 2] is contained in a k—neighborhood of «.

A similar proof shows that the segment B[z, #3] also stays in a k—neighborhood of «. This finishes the
proof of the first direction.

To see the other direction, assume « is a k—weakly Morse quasigeodesic ray with k—weakly Morse
gauge m,,. For a given r and a sublinear function «’, choose R > 0 such that

%) R > 2 (R) +.
For a (q, Q)—quasigeodesic y, let s > 0 be such that
d(yR.a(s)) < k'(R).

Then
le()| = [lyrll —«'(R) = R—«'(R).

Let y(¢) be the closest point in ¥ to «(s), By Lemma 3.6, the concatenation

B =vI[0.1]U[y (). a(s)]

is a (3q, 3Q)—quasigeodesic with end points on «. Therefore, by the definition of x—weakly Morse,
B C Ni(a,ml,(3q,3Q)). We now show that 8 contains y|,. That is, if y» = y(fo), we show that > .
Assume, for contradiction, that ¢ < ¢y which implies ||y (¢)|| < r. Then

K'(R) Z d(yr.a(s)) Zd(y(t).a(s)) = o)l =y Ol = (R—«"(R)) —r.

Solving for R, we get R < 2«’(R) + r which contradicts (5). The contradiction implies that 8 contains
v|r and hence

That is, & is k—Morse with the Morse gauge mq(q, Q) = m,,(3q, 3Q). O

4 The topology on the k—Morse boundary

We denote by d, X the set of all equivalence classes of k—Morse quasigeodesic rays. In this section
we will define a topology on d, X to make it into a topological space. Even more, we will construct a
bordification X U d, X of X. Recall that, for topological spaces X C Y, we say Y is a bordification of
X if X is a topological subspace of ¥ and X is open and dense in Y. Hence, we define a topology on
X U d, X that make it a bordification of X. We will also show that both X and X U d, X have good
topological properties.
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4.1 Bordification

Let B be a k—Morse quasigeodesic ray based at o and let mg be a Morse gauge for 8.

Definition 4.1 We define the set U(B,r) C X U d, X as follows.

e An equivalence class a € d, X belongs to AU(B, r) if, for every (q, Q)—quasigeodesic ray o € a,
where mg(q, Q) is small compared to r (in the sense of (2)), we have the inclusion

alr S N (B, mg(q, Q).

e A point p € X belongs to U(B, r) if dx (o, p) > r and, for every (q, Q)—quasigeodesic @ between
o and p where mg(q, Q) is small compared to r, we have

O‘|r gNK(ﬁ’mﬂ(q’ Q))
We denote U(B, r) N e X by dWU(B, r).

We now verify the following basic properties of WU(B, ).

Lemma 4.2 Let B be a quasigeodesic ray which belongs to the class b. Then
(1) there exists a (not necessarily unique) geodesic ray in the class b;
(2) the class b belongs to WU(B, r) for any r > 0;
B) (y=oW(B. 1) ={b};

(4) if By ~ B, are two k—Morse quasigeodesic rays, then for any r; > 0 there exists r, > 0 such that

W(B1.7r1) 2 U(B2,72).

Proof (1) Consider the geodesic segment 8, connecting o and B(n) forn = 1,2, 3, .. .; this sequence
of geodesic segments has a subsequence converging to a geodesic ray B’ by Arzeld—Ascoli. Since B is
k—Morse, it is k—weakly Morse and, for m’(-,-) as in Proposition 3.10,

Bn C N (B, m};(l, 0)).
Therefore the same is true for B’; hence B’ belongs to the class b.

(2) If B’ is a (q, Q)—quasigeodesic ray which belongs to b, then by Lemma 3.4
B S Nie(B.mp(a. Q)):

hence also
B'lr S Nie(B.mg(a,Q))

for any r > 0, as needed.
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(3) Letc € 9, X be a class which belongs to U(B, r) for any r, let (q’, Q") be the quasigeodesic constants
of B, and let y € ¢ be a (q, Q)—quasigeodesic ray. Let B’ be a geodesic ray based at o with 8’ ~ S.

Take y € y such that ||y|| = r. Then, by assumption,

Ylr S Ne(B.mp(a, Q).

for any r. Hence, if p is a nearest point projection of y onto 8, then

dx (y.B) =dx(y, p) =mp(q,Q) - k(r).
Moreover, by Lemma 2.2, we have || p|| < 2| y|| = 2r and, by Lemma 3.4(i),

dx(y.B) =dx(y.p) +dx(p.B) =mp(a. Q) -k(r) +2mp (q', Q) -k (r).
Setting
g (a,Q) :=mp(q.Q) +2mp (4", Q).
we get
Ylr gﬂx(ﬂ/vﬁ’iﬂ’(qu))
for any r > 0.

Let now p, be a nearest point projection of y, to 8. Then

|dx (0. pr) —r| = |dx (0. py) —dx (0. yr)| < dx (vr. pr) =g (q. Q) -k (r).
Since B’ is geodesic,
dx (pr, By) = ldx (0, pr) —r| <mp(q, Q) -x(r)
and
dx (yr.B,) <dx(yr. pr) +dx(pr.B;) < 2mg(q,Q)-k(r).

But «(r) is sublinear; therefore,
e A By

r—>00 r

0,

which implies ¥ € b and ¢ = b. Finally, since p € W(B,r) implies dx (o, p) > r, the intersection
(>0 W(B, r) does not contain any point of X.

(4) Let B1 be a (q1, Q1)—quasigeodesic ray, > a (qz, Q;)—quasigeodesic ray with 8; ~ 85, and let
r1 > 0. For r > 0, let a € U(B,,r), and pick o € a a (q, Q)—quasigeodesic ray such that mg, (q, Q) is
small compared to . By definition of WU(B,, r),

dx (ar, B2) <mpg,(q,Q) - k(r).
Let p, be a nearest point projection of «, to 8,. By Lemma 2.2,

lprll = 2r.
Moreover, by Lemma 3.4 (1),

dx (pr.B1) <k(lprlDmg, (a2, Q2) < 2mpg, (d2,Q2) -k (r):
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hence

(6) dX(ar, /31) = mﬂz(qv Q) 'K(r) + zmﬂl (an QZ) 'K(r)'

Now, if we take
K'(r) :=mg,(q,Q) -k (r) +2mp, (a2, Q) - k(r),

by Definition 3.2, there exists r, such that (6) for r = r, implies

alrl < NK(ﬁl’ mﬂl (q’ Q)),
hence a € U(B1, 1), as required. |

We now verify that a sequence of points of X that sublinearly tracks a quasigeodesic ray y, converges to

the class of y in d, X.

Lemma 4.3 Let y € ¢ be a k—Morse quasigeodesic ray based at 0 € X and let (x,) C X be a sequence
of points with ||x,|| — oco. Moreover, suppose that there exists a constant C > 0 such that

) dx (xXn,y) = C-«(||xnl])

for all n. Then the sequence (x,) converges to ¢ in the topology of X U d, X .

Proof In order to show the claim, we need to prove that for any quasigeodesic ray 8 € ¢ and any r > 0
there exists ng such that for all n > ny,
Xn € WU(B,r).

Equivalently, we need to show that, for any r and any (q, Q)—quasigeodesic segment « joining o and x,
with mg(q, Q) small with respect to r,

alr S Ne(B.mp(a. Q).

Let p, be a nearest point projection of x, onto y; by Lemma 2.2, || p,|l < 2||xx]||. Now, by (7) and
Lemma 3.4,

dx (xXn. B) < dx (Xn. pn) + dx (pn. B) = C k(| xn]) +2mp(d’, Q) -k (| xnl])

where (q', Q") are the quasigeodesic constants of y. Note moreover that 8 is k—Morse by Lemma 3.4.
Hence, consider the sublinear function

K'(r) = (C +2mp(q’. Q) -k (r)

and apply the definition of k—Morse to obtain R such thatif dx (x,, B) <«'(R) then |, SN (B, mg(a, Q)).
Thus, if we choose nq such that ||x,| > R for all n > nq, the definition of k—Morse implies

alr S Nie(B.mp(a. Q). m
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We now show that the sets U(B, r) and dU(B, r) can be used as a neighborhood basis to define topologies
on X Ud,X and 9, X.

Definition 4.4 Given an equivalence class b, we define the set 9B(b) as the set of subsets V" C X U d, X
such that there exists § € b and r > 0 for which U(B, r) S V. Let d%(b) be the set of subsets of d, X
of the form ¥ N 9, X where V' € B(b); equivalently, a set in d%(b) contains a set of the form dW(B, r).
Also, for x € X, define %B(x) to be the set of subsets ¥ of X such that V" contains a ball B(x,r) of
radius » centered at x.

Lemma 4.5 Forevery b € 0, X, the set B(b) satisfies the following properties:

(1) Every subset of X U d, X which contains a set belonging to B(b) itself belongs to B(b).
(ii) Every finite intersection of sets of B(b) belongs to B(b).
(iii) The element b is in every set of B(b).
(iv) IfV € B(b) then there is a W € B(b) such that V' € B(a) for every a € W.

Furthermore, the same is true for subsets of d%(b) and B(x).
Proof We prove the lemma for #B(b). The proof for dB(bh) is identical. The proof for B(x) is immediate
from the fact that the open balls in X define a neighborhood basis for X'.
(i) This is immediate from the definition of %(b).
(ii) Tt is enough to show that, for 81,...,B8r € b and rq, ..., r; > 0, the intersection

W(P1,r1) NU(B2,r2) M- NUB, Tk
belongs to B(h). By Lemma 4.2(4), for any i = 1, ..., k there exists R; such that

W(Bi, ri) 2UB1, Ri).

Thus, if we set r := max;<;<¢{R;} then

k
() w(Bi,ri) 2B 1),

i=1

and hence the intersection belongs to B(b).

(iii) Established by Lemma 4.2(2).

(iv) We need to prove the following claim.

Claim 4.6 For any AU(B, r), there exists r’ (usually larger than r) such that if a € U(B, r’) then there

exists r’”" (depending on « and r’ but not on f8) such that U(«, ") C AU(B, r) for some a representative
of a.
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Figure 8: The proof of Claim 4.6.

In particular, we will prove the claim for a geodesic representative o € @, whose existence is established
by Lemma 4.2(1). We adapt here the proof from [Qing and Rafi 2022].

Let us pick a k—Morse quasigeodesic ray 8 and r > 0. Let

M:= sup mg(9q.Q)
mg(q,Q)=r
and let 7’ be such that

(1 ' >2r,
2) M <r'/2k(),
3) "> R(B,r, Mx).

Let a be a geodesic representative of @ € A(B, r’). Choose r” such that
"

r”>2r" and sup  mg(q,Q) < ——.
mg(q,Q=r ¢ A (r')

Now consider ¢ € U(er, 7). Let y € ¢ be a (q, Q)—quasigeodesic ray, with mg(q, Q) small compared to 7.
By the choice of r” above and by Lemma 3.1,

dy (@, y) < 2ma(a, Q) -« (") < 41"

We apply Lemma 3.8, with radius being r”, to modify y to a (9q, Q)—quasigeodesic ray y’ € a. Since
r < %r”, we have y|,» = y/|,.

Also, y' € a € U(B, ') and mg(9q, Q) is small compared to 7" (by point (2) above); therefore
VIr =¥lr CNe(B.mp(9a, Q).
Hence, by the choice of r’ (point (3) above) and Definition 3.2, we obtain
Ylr S Nie(B.mp(a, Q).

This holds for every y € ¢ with mg(q, Q) small compared to r, thus ¢ € U(B, ). And this argument
holds for every ¢ € U(e, r”'); therefore WU(a, ") C U(B, r). O

These properties for B(x), B(b) and 0B(b) are characteristic of the set of neighborhoods of b, as stated
in the following proposition.
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Proposition 4.7 [Bourbaki 1989, Proposition 2] Let Y be a set. If to each element y € Y there
corresponds a set B(y) of subsets of Y such that properties (1)—(iv) from Lemma 4.5 are satisfied, then
there is a unique topological structure on Y such that for each y € Y, B(y) is the set of neighborhoods
of y in this topology.

Thus we now use the sets d%B(b) to equip d, X with a topological structure and use the sets %B(b) and B(x)
to equip X U d, X with a topological structure. Note that, since neighborhoods in d, X are intersections
of neighborhoods of X U d, X with 9, X, the inclusion d, X C X U d, X is a topological embedding and
X Ud,X is a bordification of X.

Recall that a set is open if it contains a neighborhood of each of its points. Thus, a set W < 9, X is open
if for every b € W there is B € b and r > 0 such that JU(B,r) CW. A set W C X U d, X is open if its
intersection with both X" and d, X is open.

4.2 Metrizability

We now establish the metrizability of the space d, X. To begin with, we need the following property of
the topology:

Lemma 4.8 For each k—Morse quasigeodesic ray 8 and r > 0, there exists a radius r’ > 0 such that for
any point a € 0, X there exists r”” > 0 (depending only on a and r" and not on f8) such that for every
geodesic representative og € a,

WU(ag, r"yNAUB. 1) # 2 = a € dUB,r).
Similarly, for x € X, let B(x, 1) be the ball of radius 1 centered at x. Then
B(x,1)NwUB, 1) 42 = x €UB,r1).

Proof This will be done using the surgery lemma (Lemma 3.8). Pick a k—Morse quasigeodesic ray 8
and r > 0. Let 9 := {(q, Q) | mg(q, Q) < r/2«(r)}, which is bounded by properness. Set

M := sup mp(9q9,Q+1),

(a,Q)€2
and " := R(B,r, Mk). Leta € 0, X.
By Corollary 3.5, there exists a constant # > 0 such that, for any geodesic ray » € @ and any (q, Q) € 2,
My (1,0) + 3m.(q, Q) < u.

Let R be the radius given in Lemma 3.8 associated to q, Q and 2r’, and let r” be large enough that

r” > max{2u -k ("), 2r', R}.
Let ag be a geodesic ray in a. By assumption, there is a point ¢ inside the intersection

¢ € U(ag, ")y NUB, ).
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If ¢ € 0, X, let y € ¢ be a geodesic ray in this class and if ¢ € X, let y be a geodesic ray connecting
o to ¢. In either case, y,~ is well defined since, in the second case, dy (0,¢) > r”. Let « € a be a
(g, Q)—quasigeodesic ray with mg(q, Q) small compared to . To conclude a € 9U(f, r) we need to show
that a|, C N (B.mg(q,Q)).

Since ¢ € U(ag, "),
dx (yrr, o) < mgy(1,0) -k (r").

Let p € mg,(yr7). By definition of « and r”,
Ipll < 7"+ may(1,0) - (r") < 31"
Therefore, Lemma 3.4(ii) implies

dx (p,a) < 2mgy(q, Q) -k (p) < 3mg,(q, Q) -k (r").
Hence,
dy (yrr. o) <dy (ypr, p) +dx (p.a) u-x(r") < 1"

We can now apply the surgery lemma (Lemma 3.8) to « and y with radius 2’ to obtain a (9q, Q)—
quasigeodesic ray y’ that is either in the class ¢ if ¢ € 9, X or ends in ¢ if ¢ € X where y'|,» = a|,.
Since ¢ € U(B, 1),

aly =yl C Nie(B,mg(9a, Q)).

Observing that |, is (q, Q)—quasigeodesic and letting k" = mg(9q, Q) -k, the definition of " and k—Morse
implies that

alr CNe(B,mp(q,Q));
hence a € U(B, r).

To see the second assertion, assume y € B(x, 1) NAU(B,r’). Let a be a (q, Q)—quasigeodesic ray ending
at x where mg(q, Q) is small compared to r. Let y be a quasigeodesic ray that is identical to « but at the
last point is sent to y instead of x. Then y is (q, Q+1)—quasigeodesic. The definition of r’ and x—Morse
implies that

alr =yl CNe(B,mg(a,Q));
hence x € WU(B, r). |

Our method for establishing metrizability is via the following criterion.

Theorem 4.9 [Frink 1937, Theorem 3] Assume, for every point b of a topological space, there exists a
monotonically decreasing sequence V1 (b), V> (b),...,V;(b),... of neighborhoods whose intersection
is b and such that the following holds: for every point b of the neighborhood space and every integer i,
there exists an integer j = j(b,i) > i such that if a is a point for which ¥'j (a) and V'j (b) have a point in
common then Vj(a) C V;(b). Then the space is homeomorphic to a metric space.
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We check this condition for d, X, using as neighborhoods ¥'; (b) the sets dU(B, r) previously defined.
Theorem 4.10 The space 0, X is metrizable.
Proof Our goal is to construct, for any i € N and b € d, X, neighborhoods V';(h) which satisfy the
conditions of Theorem 4.9.
Recall that, given a k—Morse quasigeodesic ray § and r > 0, we can define ' as

r'(B.r) := R(B,r, M),

as in the proof of Lemma 4.8. Let a € d, X and pick a geodesic representative g € a. Note that in both
Claim 4.6 and Lemma 4.8, r”" does not depend on § or r, but it depends on «g, r’ and

sup Mg, (g, Q).
mg(q,Q)=r

Since q,Q <m ﬂ(q, Q) <r </, the maximum value of Mg, (4, Q) can be bounded in terms of o and r,
without referring to 8 or r. Hence, we can consider the function r” (g, ") such that both Claim 4.6 and
Lemma 4.8 hold.

For i € N define
Vi(a) := 0W(cg, ri(a)) where ri(a):=max(i,r"(ag,i)).

Also, given b and i, we define p; (b) := ' (Bo, ri (b)), and
J=Jjb.i):=[r'(Bo, pi(h))1.
where B is a geodesic representative in b. Assume V' (a) and V' (b) have a point in common; that is,
U(eto, rj (@) N IU(Bo. rj (b)) # .
Then, since rj(a) > r” (e, j) and rj(b) > j, by Lemma 4.8,

a € 0U(Bo. pi(h)).
Now Claim 4.6 implies
U (ato. " (ct0. pi (b)) C IU(Bo. 1 (B))-

But rj(a) = max(j,r" (0o, j)); thus

rj(a) > r"(ao.r'(Bo. pi(b))) = r"(ao. pi (h)).
Therefore,
WU(ao, rj(a)) C IU(Bo, ri(h)),

which is to say V'j(a) C ¥V';(b). The theorem now follows from Theorem 4.9. m|
Similarly, we have:

Theorem 4.11 The space X U 0, X is metrizable.
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Proof Fori € N and a € 9, X, let r;(a) be as in the proof of Theorem 4.10 and let
Vi(a) := W, ri(a)).

For a point x € X, we define V;(x) := B(x, 1/i), the ball of radius 1/i centered around x. Since
Lemma 4.8 holds for U(wg, 1 (a)), the same proof as above works to check the conditions of Theorem 4.9
for any point b € 9, X .

For x € X, we define j(x,i) := 3i. Then, if
Vi) NV;(y) # 2.
there is a point z € B(x, 1/3i) N B(y, 1/3i) and, by the triangle inequality,
1 1
Vi(y) = B(J’, 5) C B(X, z_>
Also, if Vi (x) NV (b) # @, for x € X and b € 9, X, then B(x, 1) NU(B,7j(b)) # 2. By the definition
of j(b,i) and the second part of Lemma 4.8, this implies that

Vi(x) C B(x,1) CU(B, ri(h)).

Again, the theorem follows from Theorem 4.9. |
We are now ready to establish the quasi-isometric invariance of d, X .

Theorem 4.12 Consider proper geodesic metric spaces X and Y, let ®: X — Y be a (k, K)—quasi-
isometry and let k be a concave sublinear function. Then ® induces a homeomorphism ®*: 0, X — 0, Y
where, for b € ;X and B € b,

*(b) =[P o p],

where [ - | denotes the equivalence class of a quasigeodesic ray.

The proof is identical to the proof of Theorem 5.1 in [Qing and Rafi 2022].
4.3 The union of 9, X

We note that topologies of different sublinear boundaries are compatible.

Proposition 4.13 [Qing and Rafi 2022, Proposition 4.10] Let k and k' be sublinear functions such that,

for some M > 0,
K'(t) <M -k(t) forall t>0.

Then 0, X C 9, X as a subspace with the subspace topology.

The proof is identical to the proof of Proposition 4.10 in [Qing and Rafi 2022] and is skipped. In view of
this proposition, we can define the sublinearly Morse boundary of X as

X = UE)KX
K
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which is the space of equivalence classes (up to sublinear fellow traveling) of all sublinearly Morse
quasigeodesic rays in X .

Remark 4.14 An open neighborhood " of a point b € 0.X can be described as follows: assume b € 0, X
for some x and choose a quasigeodesic ray B € b and a radius r > 0. Let WU, (B, r) be the neighborhood
of b in (X U0d, X) and let V' be the closure of U, (B, r) in (X U dX). That is, a point in V"N 90X is a class
of k’—sublinearly Morse quasigeodesic rays for some «’ different from « that are eventually contained in
AU, (B, 7). The intersection V" N X equals X NWU (B, r).

Similar arguments as in Theorems 4.10 and 4.11 can be used to show that X and (X U dX) are also
metrizable. We skip these, for the sake of brevity.

5 General projections and weakly sublinearly contracting sets

In order to deal with several applications to proper geodesic spaces (in particular, our applications to
mapping class groups and relatively hyperbolic groups we shall see next), the usual notion of nearest
point projection may be ill-suited; for instance, it is well known that nearest point projection to a closed
subset of a general (eg not hyperbolic) metric space need not be, even coarsely, well defined.

Thus, we now introduce a more general notion of projection, which we call k—projection, where we allow
an additive error which is controlled by a sublinear function «.

Let us denote by P(Z) the set of subsets of Z, and let us use the notation «(x) := « (]| x]|).

Definition 5.1 Let (X, dy) be a proper geodesic metric space and Z € X a closed subset, and let ¥ be a
concave sublinear function. A map wz: X — P(Z) is a k—projection if there exist constants D; and D5,
depending only on Z and k, such that for any points x € X and z € Z,

diamy ({z} U z(x)) < Dy -dx(x,z) + D; -k (x).

A k—projection differs from a nearest point projection by a uniform multiplicative error and a sublinear
additive error. In particular, the nearest point projection is a k—projection. Indeed, for z € Z and

w € mz(x),
d(z,w) <d(z,x)+d(x,w) <2d(z, x).

Lemma 5.2 Given a closed set Z, forany x € X,
diamy ({x}Umz(x)) < (D1 +1)-dy(x,Z)+ Dy -k(x).

Proof Let z € Z be a point that realizes dy(x, Z). Then, by the triangle inequality and applying
Definition 5.1,

diamy ({x}Umz(x)) <dxy(x,z)+diamy({z}Unz(x)) < (D1 +1)-dx(x,Z)+ Dy -x(x). O
We now formulate a general definition of k—weakly contracting with respect to a k—projection 7 7.
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Definition 5.3 (xk—weakly contracting) For a closed subspace Z of a metric space (X, dy) and a
Kk—projection w7z onto Z, we say Z is k—weakly contracting with respect to 7z if there are constants C;
and C,, depending only on Z and «, such that, for every x, y € X,

dy(x,y) =Ci-dy(x,Z) = diamy(wz(x) Uz (y)) < Ca-k(x).

In the special case that w7 is the nearest point projection and C; = 1, this property was called k-
contracting in [Qing and Rafi 2022]. It was shown in [Qing and Rafi 2022] that, in the setting of CAT(0)
spaces, this is stronger than the k—Morse condition.

With respect to any projection we prove the following analogous statement of [Qing and Rafi 2022,
Theorem 3.14]:

Theorem 5.4 («k—weakly contracting implies sublinearly Morse) Let « be a concave sublinear function
and let Z be a closed subspace of X. Let w7z be a k—projection onto Z and suppose that Z is k—weakly
contracting with respect to 7. Then there is a function mz: R? — R such that, for every constant
r > 0 and every sublinear function ', there is an R = R(Z,r,«") > 0 for which the following holds: let
n:[0,00) — X be a (q, Q)—quasigeodesic ray such that m z(q, Q) is small compared to r, let t, be the
first time ||n(¢;)|| = r and let tg be the first time ||n(tg)|| = R; then

dx (n(tr). Z) <k'(R) = 1([0,1]) CNe(Z.mz(q, Q).

The proof of this result is similar to the one in [Qing and Rafi 2022], so we will postpone it to the appendix.
Moreover, in the appendix we shall prove the following equivalence between k—weakly contracting and
k—Morse (with a possibly different sublinear function) for any given closed set.

Theorem 5.5 Let (X, 0) be a proper geodesic metric space with a fixed basepoint and let o be a
quasigeodesic ray in X . Let w be any k—projection from X to « in the sense of Definition 5.1. Then

(1) if a is k—weakly contracting with respect to m, then it is k—Morse;
(2) the quasigeodesic « is k—Morse if an only if it is k—weakly Morse;

(3) if « is k—weakly Morse, then it is k’—weakly contracting with respect to m for some sublinear
function «’.

6 The Poisson boundary

We now show a general criterion (Theorem 6.2) for the k—Morse boundary of a group to be identified
with its Poisson boundary.

Random walks

Let G be a locally compact, second countable group, with left Haar measure m, and let 1 be a Borel
probability measure on G, which we assume to spread-out, ie such that there exists n for which p” is not
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singular with respect to m. Given p, we consider the step space (GN, /LN), whose elements we denote
by (gn). The random walk driven by 1 is the G—-valued stochastic process (wy), where for each n we
define the product

Wy = g182" " &n-

We denote by (€2, P) the path space, ie the space of sequences (wjy), where P is the measure induced by
pushing forward the measure uN from the step space. Elements of  are called sample paths and will
also be denoted by w. Finally, let T: Q2 — Q be the left shift on the path space.

Background on boundaries

Let us recall some fundamental definitions from the boundary theory of random walks. We refer to
[Kaimanovich 2000] for more details. Let (B, s{) be a measurable space on which G acts by measurable
isomorphisms; a measure v on B is u—stationary if v = [ g.v dju(g), and in that case the pair (B, v)
is called a (G, p)—space. Recall that a u—boundary is a measurable (G, p)-space (B, v) such that there
exists a T'—invariant, measurable map bnd: (2, P) — (B, v), called the boundary map.

Moreover, a function f: G — R is u—~harmonic if f(g) = fG f(gh) du(h) for any g € G. We denote
by H*(G, ) the space of bounded, u—harmonic functions. One says a p—boundary is the Poisson
boundary of (G, ) if the map

®: H*®(G, ) — L>®(B,v)

given by ®(f)(g) := [ / dg«v is a bijection. The Poisson boundary (B, v) is the maximal u—boundary,
in the sense that for any other u—boundary (B’,v’) there exists a G—equivariant, measurable map
p:(B,v) — (B',V).

Finally, a metric d on G is temperate if there exists C such that
m({geG|d(,g) < R}) < CeR
for any R > 0. A measure u has finite first moment with respect to d if fG d(1,g) du(g) < +oo.
We will use the ray approximation criterion from [Kaimanovich 2000] for the Poisson boundary (for this

precise version, see [Forghani and Tiozzo 2022]).

Theorem 6.1 Let G be a locally compact, second countable group equipped with a temperate metric d,
and let j1 be a spread-out probability measure on G with finite first moment with respect to d. Let (B, 1)
be a u—boundary, and suppose that there exist maps w,: B — G for any n € N such that for almost every
sample path w = (w,) we have

- L, T (bnd(@)) _

n—oo n

Then (B, A) is the Poisson boundary of (G, i).

0.
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If a countable group G acts by isometries on a metric space (X, dx) with a basepoint o, we define the
growth rate of the action as
v := lim sup 1 log#{g | dx (0, go) < R}
R—o00 R

and we say the action of G on X is temperate if v < 4o00.

The k—Morse boundary is the Poisson boundary

We now apply this criterion to identify the Poisson boundary with the k—Morse boundary. The following
result was obtained in collaboration with Ilya Gekhtman. It implies immediately Theorem B from the
introduction.

Theorem 6.2 Let G be a countable group of isometries of a proper geodesic metric space (X, dy), and
suppose that the action of G on X is temperate. Let | be a probability measure on G with finite first
moment with respect to dy, such that the semigroup generated by the support of | is a nonamenable
group. Let k be a concave sublinear function, and suppose that for almost every sample path w = (wy),
there exists a k—Morse geodesic ray y,, such that

9) lim dyx (W, Yw) _

n—o0o n

0.

Then almost every sample path converges to a point in d, X, and moreover the space (0, X, v), where v is
the hitting measure for the random walk, is a model for the Poisson boundary of (G, ).

Proof By the subadditive ergodic theorem and finite first moment, the limit
dx (o,
0= fim (@0
n—00 n

exists almost surely and is constant, and £ > 0 since the group generated by the support of 1 is nonamenable.

To prove the last claim, note that, by [Blachere et al. 2008, Proposition 3.4], the asymptotic entropy /
is also finite, and it satisfies # < fv. Then £ = 0 implies # = 0, which in turn implies that the Poisson
boundary is trivial. However, the Poisson boundary is never trivial for nonamenable groups; hence £ > 0.

By Lemma 4.3 and (9), almost every sequence converges to [y,] € 0, X. Thus, we can define bnd: Q2 — 9, X
as
bnd(w) := lim wy, € 0, X,
n—o0

which is 7'—invariant by definition. Moreover, bnd is measurable, since it is a pointwise limit of the
measurable functions w,, with values in the space X U d, X, which is metrizable by Theorem 4.11. Since
G is finitely generated, any word metric dy on it is temperate.

Finally, by (9), almost every sample path sublinearly tracks a k—Morse quasigeodesic ray. Hence, let us
define 7,,: ¢ X — G as m,(§) := «;,, where « is a geodesic representative of the class of & € 9, X and
ry = [dn].
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Now let w € Q2 and y = y,, and let p, be a nearest point projection of w, onto y. By (9), we have, for

almost every w € 2,
Y . dx (Wn, pn)
im —————= =

n—oo n

0:
hence also || p,||/n — £. Since p, and y,, lie on the same geodesic, this implies

(10) —-0+£—L=0

dx (wn, ¥r,) < dx (wn, pn) 4 dx (pn: Vry) < dx (Wn, pn) 4 |||Pn|| _”n}
n n n n n
as n — oo. Finally, we obtain

dx (wp, wp(bnd(w))) _ dy (W, ar,) < dx (wp, Vrn) + dX(VrnaO‘rn)

’

n n - n n
and the first term tends to 0 because of (10), while the second term tends to 0 since o ~ y. Hence, by
Theorem 6.1, (9, X, v) is a model for the Poisson boundary of (G, 1). |

7 Boundaries of mapping class groups

In this section, we show that for an appropriate choice of «, the k—Morse boundary of any mapping class
group G = Map(S) can function as a topological model for the Poisson boundary of the pair (G, ),
where p is any finitely supported nonelementary measure.

We need to show that a generic sample path of such a random walk sublinearly tracks a k—Morse
quasigeodesic ray. We will do so but showing that, in fact, the limiting quasigeodesic ray is k—weakly
contracting.

7.1 Background on mapping class groups

Let S be a surface of finite hyperbolic type, let g(S) be its genus and b(S) the number of its boundary
components. Let Map(.S) denote the mapping class group of S’ equipped with a word metric d, associated
to a finite generating set. That is, we are in the setting where (X, dy) = (Map(S), dy).

Ending laminations

Let €(S) denote the curve graph of S (see [Masur and Minsky 2000] for definition and details). The
curve graph is known to be §—hyperbolic [Masur and Minsky 2000]. By [Klarreich 2022], the Gromov
boundary of €(S) can be identified with the space of ending laminations €%£(S); that is, the space of
minimal filling laminations after forgetting the measure.

Subsurface projections

By a subsurface ¥ we always mean a connected r;—injective subsurface of S. For any subsurface Y let
% (Y) denote the curve graph of Y. Let dY denote the multicurve consisting of all boundary components
of Y. There is a projection map 7y : 6(S) — €(Y) defined on a subset of 6(.S) consisting of curves
that intersect Y. This is essentially a map that sends a curve o € €(S) to a set of curves in Y obtained
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from surgery between o and dY . (Again, see [Masur and Minsky 2000] for details). The set 7y («) has a
uniformly bounded diameter in 6(Y), independent of o or Y.

We can extend this projection to a map 7y : Map(S) — 6(Y) as follows. Consider a set 6 of curves on S
that fill S. For example, following [Masur and Minsky 2000], we can assume 6 is the union of a pants
decomposition and a set of dual curves, one transverse to each curve in the pants decomposition. Then,
for x € Map(S), define

my (x) = | 7y (x(@)).

ach
Again, the set 7y (x) has a uniformly bounded diameter in 6(Y"). For, x, y € Map(S) define
dy (x, y) := diamgy)(my (x) Uy ().
IfY =8, we define ng(x) := x if x € €(S), and wg(x) := x(0) if x € Map(S). Then we set

ds(x,y) 1= diamegs) (s (x) Ums(p)).
if x, y € Map(S) U%(S). Also, when Y is an annulus with core curve o, we often use dy (x, y) instead

of dy (x, y).

In the discussion above, x and y can be replaced with an ending lamination & € €£(S) since £ has
nontrivial projection to every subsurface and wy (§) is always well defined. That is, we define

dy (x, ) := diamgy)(wy (x) Uy (§)).
The distance formula

In [Masur and Minsky 2000], it was shown that the word metric on Map(.S) can be estimated up to
uniform additive and multiplicative constants by these subsurface projection distances. To simplify the
exposition, we adopt the following notation. We fix S and a generating set for Map(.S), and we say a
constant M is uniform if it depends only on the topology of S and the generating set. For two quantities
A and B, we write A < B if there is a uniform constant M such that

A=<M-B+ M.

We write A < B if A < B and B < A and we use the notation O(A) for a quantity that has an upper
bound of M - A. Also, recall that, for K > 0,
x ifx>K,

g = {0 if x < K.
The following inequality is useful: if K > 2C > 0, then
la+Clkx <2|a|g/, forall a=>0.

Now the Masur—Minsky distance formula can be stated as follows: for any K sufficiently large, for any
x,y € Map(S),
(11 dw(x,y) =< Y ldy(x. 9]k,
Ycs
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where the implicit constant depends on K. Given K > 0, for any x, y € Map(S) U€£(S) and « a simple
closed curve, let us define

Dok (x.y):= Y ldv(x,y)]k.

aNY =g
The hierarchy of geodesics

To every pair of points x, y € Map(S) one can associate a hierarchy of geodesics connecting x (6) to y(6)
[Masur and Minsky 2000, Theorem 4.6]. The hierarchy H = H(x, y) consists of a geodesic [x, y]s in
€(S) connecting x(6) to y(0) and other geodesics [x, y]y in various curve graphs €(Y’), where [x, y]y
is essentially a geodesic connecting wy (x) to 7wy (). Hence we write H = {[x, y]y}. Besides .S, other
subsurfaces that appear in H are described as follows: for every curve « in [x, y]g, we include every
component of S — « that is not a pair of pants and the annulus A (the annulus whose core curve is «);
also, if a subsurface Y appears in H, then for every f that appears in [x, y]y, we also include every
component of ¥ — B that is not a pair of pants and the annulus Ag. The length | H| is defined to be the
sum of the lengths |[x, y]y| of geodesics [x, y]y. By [Masur and Minsky 2000, Theorem 3.1], there
exists K, depending only on the topology of S, such that for every subsurface Y, if dy (x, y) > K then
Y is included in H. Furthermore, by [Masur and Minsky 2000, Theorems 6.10, 6.12 and 7.1],
(12) dy(x,y) < |H(x, p):= > |Ix. ylyl.

Yin H
A resolution 94(x, y) of a hierarchy H (x, y) is a uniform quasigeodesic in Map(.S) connecting x to y
where, for any subsurface Y, the projection of 4(x, y) to €(Y) is contained in a uniformly bounded
neighborhood of the geodesic segment [x, y]y.

We can also replace x or y with a point & € €. We start with a (tight) geodesic y = [x,&)s in €(S)
and build H(x, &) the same as before replacing, for every subsurface Y, wy (y(6)) with wy (§). The
resolution %(x, &) of H(x, &) is then a uniform quasigeodesic in Map(.S) starting from x; we say that y,
which is a geodesic in €(S) that converges to &, is the shadow of 4(x, &) in 6(S).

We use the hierarchy paths to show:

Proposition 7.1 Let p := 3 g(S)—3 4+ b(S) be the complexity of S. For any x, y € Map(S), assume
that dy (x,y) < E forall Y C S and some E > 1. Then

dy(x,y)<ds(x,y)-EP.
Proof This is essentially contained in [Masur and Minsky 2000]. We sketch the proof here and refer the
reader to [Masur and Minsky 2000] for definitions and details. In view of (12), we need to show

|H(x, p)| <ds(x,y)- E”.

The restriction of H(x, y) to a subsurface Y is again a hierarchy which we denote by Hy (x, y). We check
the proposition inductively. When S is Sy 1 or Sp 4, we have p = 1 and for every curve @ in S, S —«

Geometry & Topology, Volume 28 (2024)



1862 Yulan Qing, Kasra Rafi and Giulio Tiozzo

does not have any complementary component that is not a pair of pants. Also, by assumption, for every
a €[x, yls, we have |[x, y]o| < Dg, k (x, y) < E. Therefore, |H(x, y)| < E-|[x, y]s| < E-ds(x,y) < E,
as required.

Now let S be a larger surface and assume, by induction, that for every subsurface Y, the hierarchy
Hy (x, y) satisfies | Hy (x, y)| < dy(x, y)- EP~1. Then

He < Y (|[x,y]a|+ ) |Hy<x,y)|)<|[x,y1s|~(E+2dy(x,y)-El’—1>.
a€lx,yls YCS—a

But dy(x, y) < E and |[x, y]s| < ds(x, y); thus |H(x, y)| < ds(x,y)- E?. ad
Projections in mapping class groups

Here, we recall the construction of the center of a triangle in Map(.S') according to Eskin, Masur and Rafi
[Eskin et al. 2017]. For x € Map(S) and a subsurface Y, we denote 7y (x(8)) simply by xy. Also, as
before, for x, y € Map(S), the geodesic segment in €(Y) connecting xy and yy is denoted by [x, y]y.
For any subsurface Y, the curve graph 6(Y) is §—hyperbolic for some uniform constant §. Thus, for any
three points x, y, z € Map(S) and every subsurface Y, there exists a point ctry (x, y, z) in €(Y) that is
d—close to all three geodesic segments [x, y]y, [x, z]y and [y, z]y. We refer to ctry (x, y, z) as the center
of the triple xy, yy, zy € €(Y).

It was shown in [Eskin et al. 2017] that there is an element 1 € Map(.S) that projects near the center of

Xy, yy and zy for every subsurface Y. More precisely:

Lemma 7.2 [Eskin et al. 2017, Lemma 4.11] There exists a constant D such that the following holds.
For any x, y, z € Map(S), there exists a point n € Map(S') such that, for any subsurface Y C S,

dy (ny,ctry(x,y,z)) < D.

We call n the center of x, y and z and we denote it by ctr(x, y, z).

Note that, as always, we can replace each of x, y and z with an ending lamination £ € PM&. That is,
ctr(x, y, &) is a well-defined element of Map(.S'). From now on, we will denote by o the identity element
in Map(.S'), which will function as basepoint.

Definition 7.3 Let D be given from Lemma 7.2, and let £ € €& be an ending lamination on §. We
define a D—cloud of a ray in the direction of & to be

#(0,&) :={z e Map(S) | d¢y)(zy.[0.§)y) < D forall Y}.

By construction, the resolution %(o, £) of the hierarchy H (o, £) is contained in #(o, £). Fixing & € €<,
we define a projection map

ITg: Map(S) — %(0,&) where Ilg(x) :=ctr(o, x,§), x € Map(S).
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We now check that Tl¢ satisfies the usual properties of a projection; in particular, it is a k—projection
according to Definition 5.1.

Lemma 7.4 For any § € €<, the map Tl is coarsely Lipschitz with respect to dy,. Furthermore, if
x € %(0,£), then dy(x, I1g(x)) is uniformly bounded. As a consequence, Ilg is a k—projection.

Proof Consider points x, x" € Map(S) where dy (x, x’) < 1. Then x(#) and x’(#) have a uniformly
bounded intersection number, which implies that there exists a uniform constant C; > 0 such that
dy(xy,xy) <C; forall Y.

Let 5 := ctr(o, x, &) and ' := ctr(o, x’, £). Since €(Y) is hyperbolic, the dependence of ny on xy is
Lipschitz; that is, there exists a uniform constant C, > 0 such that

dy(ny.ny) <Cp, foral Y CS.
Now Proposition 7.1 implies that
duy (Mg (x), Tg(x") < (C)P T,
which means Ilg is coarsely Lipschitz. Similarly, if x € %(o,£) then for n = ctr(o, x,£) we have
dy (xy.ny) < C, for all subsurfaces Y, and hence dy (x, [Tg(x)) < (Cy)P T, |
This projection has the following desirable property as shown by Duchin and Rafi [2009].
Theorem 7.5 [Duchin and Rafi 2009, Theorem 4.2] There exist constants B; and B, depending on the
topology of the surface S and D such that, for x, y € Map(S),
dy(x,%(0,8)) =2 By -dy(x,y) = ds(lg(x), Ig(y)) = B,.
In [Duchin and Rafi 2009], the theorem is proven under the assumption that the geodesic (or cloud) is

cobounded. However, the result holds in general: we will see in Proposition 8.5 a detailed proof for
relatively hyperbolic groups, which can be easily adapted to mapping class groups.

Logarithmic projections

We now consider the set of points in €< that have logarithmically bounded projection to all subsurfaces.
Given a proper subsurface Y < S, let Y denote the multicurve of boundary components of ¥ and define

1Yls :=ds(8,9Y).
Similarly, for x € Map(S), define
Ixlls := ds (6, x(0)).

We now choose a constant K > 4 D and large enough that (11) and (12) hold.
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Figure 9: The projections of x and x’ to % are x—close.
Definition 7.6 For a constant ¢ > 0, let £, be the set of points & € € such that
(13) Dy .k (0,8) <c-logds(o,a)
for every simple closed curve « in S.

Proposition 7.7 For any £ € &, the set %(o0, £) is k—weakly contracting, where k (r) = log(r). Further-
more, any resolution %(o, £) of the hierarchy H (o0, ) is also k—Morse.

Proof In this proof, we use the notations <, and O, to mean that the implicit constants additionally
depend on ¢. Let ¥ = %(o0, £). Given x, x’ € X where

B -dy(x,x") < dy(x,%),
let y = Tg(x), y' = Ig(x"). We claim that, for every simple closed curve «,

Dok (3. 5) <c log|lx]s.
Since €(S) is hyperbolic, nearest point projection in 6(S) is coarsely distance decreasing; hence
lylls < llx|ls. Also, by Theorem 7.5,
(14) ds(y,y') < Ba;

therefore, ||)’||s < ||x||s. Which means, for every curve « in the geodesic segment [y, y’]s in €(S), we
have dg(0,®) < ||x||s. The bounded geodesic image theorem [Masur and Minsky 2000, Theorem 3.1]
implies that if dy (y, y’) is large then dig(s)([y, ¥]s, dY) < 1; hence

1Y lls < llx]s-

By the definition of ITg, yy and y} are D—close to the geodesic segment [0, £]y in €(Y). Now, by
summing over all Y disjoint from «, and using the definition of £,
Dook (3. y)= Y ldy(3.))]ak < Y ldy(0.8)]k <clogds(o, ) <log|x|s.
YNa=go YNa=go
Now we apply (12), recalling that every subsurface in the hierarchy is disjoint from some curve « in
[v,']s; hence only the curves in [y, y’]s contribute to the sum. Hence, in view of (14), there are at

Geometry & Topology, Volume 28 (2024)



Sublinearly Morse boundary, Il 1865

most B, of them, so we get

as)y  [H@ )< >, D ldvr. k= Y. Dazk(y.y) <clog|xls.

a€ly,y’]ls YNa=o a€ly,y’]s
Thus, by (11),

dw(y,y) = |H(y. y")| <c log||x]s.
Now, by Theorem 5.5, %#(0, &) is k—Morse. Let mg be the associated Morse gauge for %(o, ).
Now we show 4(o, £) is also k—Morse. Assume «’ and r > 0 be given (see Definition 3.2) and, using the

fact that #(o, £) is k—Morse, let R be a radius such that, for any (¢, Q)—quasigeodesic ray  in Map(S)
with mg (g, Q) small compared to r,

dw(BR,%(0,£)) <K' (R) = Blr CN(Z(0,§),mx(q, Q).
Also, assume

dw (ﬁRv Cg(o’ g)) S K/(R)'
We need to show that every x € B, is close to 4(o, §).

Since 4(0,&) C %(0, &), we can still conclude that there is a point y € #(o, £) with
dy(x, y) =mzx(q,Q) - k(x).

In fact, y can be taken to be ITg(x), and hence [|y|ls < [x|ls. Let z be a point in (0, &) where
ds(zs,vs) < D (such a point exists since the shadow of 4(o, £) to 6(S) is the geodesic ray [0, £)g).
Since y, z € %(0, £), we have for every curve « on [y, z]s that

Yo ldy( 2k = Y ldy(0.5) 42Dk < Y. ldy(0.8)]k <c logds(o,@) <log lx]s.
YNa=o YNa=o YNa=o

Therefore, by summing over all « as in (15),

dy(y,2) <clogllx]ls <K (x).
And, hence,
dw(x,2) < dw(x,y) +dw(y. z) <c mz(q, Q) k(x).
We have shown

Blr CN(%(0.£). Oc(max(q. Q)))-

That is, (0, &) is k—Morse with a Morse gauge mq = O (ms). |

7.2 Convergence to the k—Morse boundary

Let G be a countable group of isometries of a §—hyperbolic space X, and let i be a probability measure
on G. We say that u is nonelementary if the semigroup generated by its support contains two loxodromic
elements with disjoint fixed sets in d.X, the Gromov boundary of X . Let us recall some useful facts on
random walks on such groups.
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Theorem 7.8 Let G be a countable group of isometries of a geodesic, §—hyperbolic space X, and let |1
be a finitely supported, nonelementary probability measure on G. Then:

(1) For almost every sample path w = (wy,), the sequence (wy) converges to a point &, in the Gromov
boundary of X .

(2) Moreover, there exists £ > 0 and ¢ < 1 such that
P(dx (0, wp) = ¥€n) > 1—c"
for any n.
(3) Further, for any k > 0 there exists C > 0 such that

P (dx (wn, Ye) = Clogn) < Cn*

for any n, where y,, = [0,&y)x is any geodesic in X connecting o and &.

Note that this theorem applies to the mapping class group G = Map(S), if we take X = €(S), whose
Gromov boundary is €£(S). It also applies if G is a relatively hyperbolic group, by taking as X the
coned-off Cayley graph G (see Section 8.1).

Claim (2) is proven by Maher [2010; 2012], while (1) and (3) are proven in [Maher and Tiozzo 2018].
By adapting the proof of [Qing and Rafi 2022, Theorem A.17] (inspired by [Sisto and Taylor 2019] and
[Sisto 2017, Lemma 4.4]), we obtain for the mapping class group:

Theorem 7.9 Let p be a finitely supported, nonelementary probability measure on Map(S). Then, for
any k > 0 and for any K sufficiently large, there exists C > 0 such that for all n,

P (sup Dy, x (0, wn) = Clogn) < Cn™*,
o

where the supremum is taken over all simple closed curves « in S. As a consequence, for almost every
sample path there exists C > 0 such that for all n,

sup Dy, g (0, wy) < Clogn.
o
Proof The idea of the proof is that in order to make progress with respect to Dy g, the sample path
must project close to « in the curve graph 6(S). However, linear progress with exponential decay implies

that the sample path can stay close to the projection of o only for a time of order log 7, which completes
the proof.

Let us see the details. By the bounded geodesic image theorem, there exists B (independent of Y') such
that if [x, y] is a geodesic segment in €(S) and dY is far from it, namely

ds(dY,[x.y]) = 2,
then dy (x, y) < B is uniformly bounded.
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By linear progress with exponential decay (Theorem 7.8(2)), replacing n by A logn we obtain for any
A>0andn > eZ/KA,

(16) P (ds (0, Watogn) < 4) <nAlee,

Consider now the path of vertices (w;);<n in Map(S), and suppose that D, g (0, w,) > Clogn for a

curve «. Let
i1:=min{0 <i <n|dg(w;,a) <2},

ir:=max{0 <i <n|ds(w;,a) <2},
D :=max{dy(o,g) | g € supp u}.
Then, for any subsurface Y disjoint from ¢, we obtain dg(w;,—1,0Y) > dg(w;,—1, o) —1 > 2; hence
dy (0, wp) = dy (0, wi;—1) + dy (Wi, —1, Wir 1) + dy (Wir 1, Wn) = dy (Wi -1, Wir+1) +2B.

Therefore, for K > 4B,

|dy (0, wn) |k < |dy (Wi;—1, Wi, +1) + 2Bk = 2|dy (wi;—1, Wi, +1)] k)2

and, summing over Y and using the distance formula, there exists C; such that

Dok (0,wa) = ) |dy(o,wa)lx

anNY =9
<2 Z ldy (Wi, —1, Wi +1) k2 < 2(Crdy (Wi —1, Wiy 1) + C1).

aNY =2
Thus,
Clogn < Dy g (0, wn) <2(Cidy(wi,—1, Wiy+1) + C1) <2(C1 D(ip —iy +2) + Cy),

so, for n large enough,

Hence

P(Ela | Da,K(o,wn)ZClogn) SIP(EIil <ir<n,ip—i; >

C
Z10,D logn ‘ ds(wi,, wi,) < 4)

and by (16) this is bounded above by

n? . p~Clog(1/¢)/(4C1 D)
which tends to 0 as n — o0, as long as C > 8Cy D /log(1/c).
The second claim follows immediately from the first one for k& = 2 by Borel-Cantelli. |
We now prove that almost every sample path converges to a point in the k—Morse boundary of the mapping

class group, where k(1) = log(r).
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Theorem 7.10 Let u be a finitely supported, nonelementary probability measure on Map(S), and let
k(r) :=log(r). Then

(1) almost every sample path w = (w,) converges to a point in the k—Morse boundary with respect to

the topology of X U 0, X’;
(2) moreover, for almost every sample path there exists a k—Morse geodesic ray %, in Map(S) such
that
d(wn,%
lim sup (w,,—w) < 4o0.

n—oo  logn

Proof By Theorem 7.8, for almost every sample path, w,(8) converges to a point &, on the boundary of
€(S) (with respect to the topology on €(S) U €ZL(S)).

Let 9 = %(0, £,) be a resolution of a hierarchy towards &, and let y,, := [0, &,)s be the shadow of 4,
which is a geodesic ray in €(.S) starting from 6 and limiting to &4,. Let p, be a nearest point projection
(in 6(S)) of w,(0) to v, and

cn = ctr(o, wy, &p).

By the definition of center and the hyperbolicity of 6(S), there is a D’ > 0 depending on D and § such
that dg(cn, pn) < D’ for any n.

By Proposition 7.7, in order to prove that ¢ is k—Morse, it is sufficient to prove that there is a constant ¢
such that

(17) Dq,k (0,80) = clogds(o, )
for any simple closed curve «.

Since the drift of the random walk is positive with exponential decay (Theorem 7.8(2)), we have by the
Markov property that there exists 0 < Cy < 1 such that

(18) P(ds(wp, Wptm) < Ltm) =P (dg (0, wy) <L€m) <(Cy)" forall n,m>1

with £ > 0 a constant larger than the drift of the random walk. By setting m = A logn, we get

P(ds(Wn. Wnt A10gn) < LAlogn) < nA1eCo  for all n;
hence, if is A sufficiently large,
(19) P(ds(Wn, Wyt g10gn) < LAlogn) < n~2 forall n.
By Theorem 7.8(3), there exists C; > 0 such that
(20) P(ds(wp, pn) = Cilogn) < Cyn~2 forall n.
Finally, by Theorem 7.9, there exists C, > 0 such that
(1) P (sup Dy g /4(0, wn) = Calogn) < Con™ 2 for all n.

o

Now the complement of the union of all events expressed by (18), (19), (20) and (21) has measure at
least 1 — C3n~2 for some new C3. We will consider from now on a sample path in such a set.
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Step 1 We claim that there exists C4 > 0 such that
(22) P (du (wn, ¢n) = Cylogn) < Can™?

for all n.

Proof Let us pick a subsurface Y, and for any n, let us pick a geodesic segment y, = [wy,(0), px]
in 6(.S). By the bounded geodesic image theorem, there exists B (independent of Y') such that if dY is
far from y;, in €(S'), namely

ds(dY,yn) = 2,

then dy (wy, ¢y) < B is uniformly bounded.

On the other hand, if dg(dY,y,) < 1, let us denote by ¢; a nearest point projection of dY onto
vn = [wy(0), pn] and by ¢, a nearest point projection of Y onto Yy+m = [Wyn+m(0), Prn+m]. Then

ds Y, Yn+m) = ds (Y, q2) = ds(wn, Wntm) —ds (Y, q1) —ds(q1, wn) —ds(Wn+m, q2)
> ds(wp, Wpt+m) —ds (Y, q1) —ds(wn, pn) — ds(Wn+m: Pn+m)
and, if we set m = Alogn with A > 2Cy/{, we obtain
>fAlogn—1—C;logn—Cqlog(n+ Alogn) > 2

for n sufficiently large (independently of ¥ and w). Hence, by the bounded geodesic image theorem,
dy (Wntm, Cntm) < B.
Now, since projection in a §—hyperbolic space is coarsely distance-decreasing,
dy (¢n, cntm) = dy (Wn, Wntm) + Bi,
where the constant B is independent of Y. By putting these estimates together and by the triangle
inequality,
dy (Wn, ¢n) < dy (Wn, Wntm) + dy Wntm, Cntm) + dy (Cntm, €n) = 2dy (Wn, Wnym) + B + By;

hence,
Ldy (wn, cn) |k < [2dy (Wn, Wn+m) + B + By |k < 4|dy (Wn, Wntm)] K /4-

Thus, by the distance formula, there exists a constant Cs such that

d(wp,cn) = Cs ) |dy (wn, cn) ]k + Cs
Ycs

<4Cs Y ldy (wn, watm) ]k /s + Cs
YcsS

<4Cs5(Csdy(wp, Wptm) + Cs) + Cs
<4CZAD-logn + (4CZ + Cs). o
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Step 2 We show that there exists a constant Cg such that for any n,

(23) P(sup Dy, k/2(0.¢n) = Cslogds (0, pp) + Cg) < Cen™>.
o

Proof First note that by the triangle inequality if ds (0, w,) > ¢n and ds(wy, pn) < C;y logn then
ds(0, pn) = ds(0, wy) —ds(wn, pn) > €n—Cylogn > L3n
for n sufficiently large; hence by (18) and (20) there exists C7 for which
P(ds (o, pn) = 34n) = 1—Cyn~* forall n.
Then, since p, is the closest point projection of w, onto [0, &,) in the §—hyperbolic space €(Y),
(24) dy (0, cn) = dy (0, wn) + By.
Then, by summing over Y, for K > 4By,

Dok/2(0.cn)= Y ldy(o.ca)lkja< Y ldy(o.wn)+ Bilk)2
YNa=o YNa=o

< Z 2|dy (0, wn) k4

YNa=o
=2Dy K /4(0, wp)
=2Clogn (by (21))
<2Cylogds (o0, pn) +2C; log(2/4)
= Cglogds(o, pn) + Cs
for the appropriate choice of Cg. a

Step 3 For almost every w, there exists Cg(w) such that
(25) Da,K(Uasa)) S CS(Q)) logdS(U,(X)

for every simple closed curve o on S.

Proof By Step 2 and Borel-Cantelli, for almost every w there exists ng = ng(w) such that
(26) sup Dy g /2(0.¢cn) < Cslogds(o, pn) + Cs

o
for any n > ny.

Now observe that the random walk is finitely supported, so dg(wy, Wy+1) is uniformly bounded; hence,
since nearest point projection is coarsely distance decreasing, there exists D; > 0 such that

ds(pn, pn+1) = Dy
is also uniformly bounded.

Geometry & Topology, Volume 28 (2024)



Sublinearly Morse boundary, Il 1871

Now let  be a simple closed curve, and Y a subsurface disjoint from «. By the bounded geodesic image
theorem, dy (0, £,) < B unless 0Y lies in a 1-neighborhood of [0, &4,)s5; hence « lies in a 2-neighborhood

of [0.80)s.

Let us suppose that « lies in a 2-neighborhood of [0, &y,)s and let n = n(«, w) be the smallest integer
such that ds (o, pr) > ds(0, ) + 3 for every k > n. Note that by minimality,

ds (0, pn)— D1 <ds(0, pp—1) <dgs(0o,a) +3 <dg (0, pn);

hence dgs (0, pn) < ds(o,a) + Dy + 3. Moreover, by the bounded geodesic image theorem,
|dy (0,6w) —dy (0, cn)| = B

since the distance in €(S) between dY and [py, &) s is at least 2; hence the projection of [py, &) s tO
%(Y) is uniformly bounded. Therefore, by (26), if n > ng(w) then

dy (0,80) =dy(0,cn) + B,
so for K > 2 B we obtain
Dok (0.60)= Y ldy(0.£u)lk <2 Y ldy(o.ca)lk)2
YNa=o YNa=o
= 2D(¥,K/2(09 Cﬂ)
< 2Cqlogdg (o, pn) +2Cs
<2Cglog(ds(0,a)+ Dy + 3) + 2Cs.
On the other hand, if n < ny(w) then dg(0,a) < ds (o, pn) < Din < Ding(w), and there are at most

finitely many such curves « and subsurfaces Y disjoint from them for which the projection of [0, &,)s
onto ¢(Y') is large. Hence

sup Dy k(0,&0) < +00;

a:n(a,w)<ng

thus the claim follows by adjusting the constant to a constant Cg(w), which depends on w, to take into
account the initial part. a

Let us now prove the second claim, namely the tracking estimate between the sample path and the geodesic
ray. From that and Lemma 4.3, it follows that almost every sample path converges in the topology of
XUoX.

For a given sample path @ = (wy,), let £ € €£(S) be the ending lamination the path (w;,) is converging to,
and let ¢, := ctr(o, wy, £). Note that by construction the projection of ¢, onto €(S) is within uniformly
bounded distance of p,. By Step 1, there exists C4 > 0 such that

(27) P (dw (Wn, cn) > Cylogn) < Cqn™?
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for any n. As a consequence, the Borel-Cantelli lemma implies that for almost every @ € €2 there exists
ngo such that

(28) dw(wp, cy) < Cqlogn

for all n > ng. The claim follows by noting that dy, (wy,9) < dy(wy, cn) + O(1). |

We now complete the proof of Theorem C by identifying the k—Morse boundary with the Poisson
boundary.

Theorem 7.11 Let u be a nonelementary, finitely supported measure on G = Map(S). Then, for
k(r) :=log(r), the k—Morse boundary is a model for the Poisson boundary of (G, j1).

Proof By Theorem 7.10, almost every sample path sublinearly tracks a k—Morse geodesic ray, with
k(r) =log(r), so we can apply Theorem 6.2. |

8 Relatively hyperbolic groups

8.1 Background

Let G be a finitely generated group, and let Py, P, ..., P; be a set of subgroups of G which we call
peripheral subgroups. Fix a finite generating set S. Let (G, dg) denote the Cayley graph of G with
respect to S, equipped with the word metric. Following [Sisto 2013], we denote by (é dg) the metric
graph obtained from the Cayley graph of G by adding an edge between every pair of distinct vertices
contained in a left coset P of a peripheral subgroup. Setting up this way, G and G have the same vertex
set, so any set in G can also be considered as a set in G. However, for x, YEG,dg(x,y) =dg(x,y).
In this section, [x, y] will denote a geodesic segment between x and y in the metric dg, and [x,y] a
geodesic segment in dg.

Definition 8.1 A group G is relatively hyperbolic, relative to peripheral subgroups Py, P,, ..., P, if
the graph G is
* §-hyperbolic, and

* fine; ie for each integer n, every edge belongs to only finitely many simple cycles of length 7.

The collection of all cosets of peripheral subgroups is denoted by %. We shall denote by Np(P) the
D-neighborhood of P in the metric dg.

Moreover, we say a relatively hyperbolic group is nonelementary if it is infinite, not virtually cyclic, and
each P; is infinite and with infinite index in G. We now fix a nonelementary relatively hyperbolic group
G and a generating set. We shall use the symbols < and < as before, where the implicit constants depend
only on G and the generating set; we shall write <g if the implicit constants additionally depend on K.
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By definition of relative hyperbolicity, the graph G is d—hyperbolic for some § > 0. Moreover, for P € %
we let mp: G — P be a nearest point projection to P, and define

dp(x,y):=dg(mp(x). mp(y)).

We need some properties of relatively hyperbolic groups from [Sisto 2013; 2017]. A lift of a geodesic ray
inGisa path in G obtained by substituting edges labeled by an element of some P;, and possibly their
endpoints, with a geodesic in the corresponding left coset. Given D, R and a geodesic segment y in G,
we define the set deepp, () as the set of points p of y that belong to some subgeodesic [x1, y;] of y
with endpoints in N'p (P) for some P € P and with dg(x1, p) > R,dg(y1, p) > R. A point which does
not belong to deepp g(y) is called a transition point.

Proposition 8.2 Let G be a relatively hyperbolic group, and fix a generating set. Then:

(1) Coarse lifting property [Sisto 2013, Proposition 1.14] There exist uniform constants qo, Q¢ > 0
such that if « is a geodesic in G, then its lifts are (g0, Qo)—quasigeodesics in G.

(2) Distance formula [Sisto 2013, Theorem 0.1] There exists K such that, for any K > K and

every pair of points x,y € G,
do(x.y) =<k Y _ldp(x.»)]k +dg(x.y).
Pe®

(3) Bounded geodesic image theorem [Sisto 2013, Lemma 1.15] There exists Ly > 0 such that,
if dp(x,y) = L for some P € P, all geodesics in G connecting x to y contain an edge in P.
Moreover, for every q, Q > 0 there is a D = D(q, Q) such that every (q, Q)—quasigeodesic in G
connecting x and y intersect the balls of radius D, Bp (wp(x)) and Bp(wp(y)). Let Dy = D(1,0)
be the constant associated to geodesics.

(4) Deep components [Sisto 2017, Lemma 3.3] There exist D, t and R such that for any x, y € G,
the set deepp g([x, y]) is contained in a disjoint union of subgeodesics of [x, y], each contained
in Nyp(P) for some P € P. We call each subgeodesic a deep component of [x, y] along P.
Moreover, if dp(x,y) > Lo, then [x, y] contains a deep component along P.

Let 0 € G be the vertex representing the identity element and consider an infinite geodesic ray y in
(G, dg) starting at 0. For x € G, define | x| 5 := dg(0, x). Also, for P € P, define || P|| 5 := dg(o, P).
We will include in our k—Morse boundary the geodesic rays which have excursion in each peripheral set
bounded by a multiple of « of its G-norm. To be precise, we have the following.

Definition 8.3 Let Dg be given by Proposition 8.2(3). We say that y has k—excursion with respect to P
if there exists a constant £, such that, for each P € P,

diamg (y N Npy(P)) = Ey k(|| Pllg).

where N p, (P) is the Do—neighborhood of P in (G, dg). That is, the amount of time y stays near P
grows sublinearly with || P||5.
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P] P2 P3

Figure 10: Definition of I, (x). Suppose P;, P, and Pj are peripheral sets that are within
distance Dy of y in G, and that, out of the three, Py, P, € %, «; then we consider the union of
intersections of y with the Do—neighborhoods of P; and P,, which are the bold subsegments.

Our goal is to prove that if y has k—excursion, then it is k—Morse. In fact, we will first show that y is
k—weakly contracting (see Definition 5.3) and then use Theorem 5.4 to conclude that y is k—Morse.

Note that in general the converse inclusion is not true, as there are k—Morse rays that do not have x—
excursion. The easiest case would be the ray aca’ca’ca*c--- in the group Z2 «Z = (a, b, c | [a,b] = 1),
which is +/7-Morse but does not have k—excursion for any sublinear function x. The main reason is
that in Definition 8.3 we bound the diameter by « (|| P||5); an alternative definition would be to replace
k(|| Pllg) by k(dg (o, P)), and in that case the above ray would still have V/t—excursion. Since we shall
prove that the set of rays with x—excursion according to the stronger definition has full measure, the same

holds if we adopt the second, weaker, definition.

Another, different reason why k—Morse does not in general imply x—excursion is because excursion
is defined with respect to the peripheral subgroups. For instance, if the peripheral groups are Gromov
hyperbolic, then all geodesics are 1-Morse, while not all geodesic rays have the 1-excursion property.

Let y be a geodesic ray in G, and let us define ), : G — y to be a nearest point projection onto y in the
metric dg. Note that this is well defined up to bounded distance in G, but we will fix one such choice for
the remainder of this section.

By [Sisto 2012, Proposition 4.11], there exists a constant R; such that the set of vertices of y lies
within distance Ry from a dg-geodesic. Thus, by hyperbolicity of G, there exist L1 and R (depending
on §) such that for any x, y € G, if dg(my (x), 7y (y)) = L1, the geodesic [x, y] in G and the broken
geodesic ' =[x, my, (x)] U [y (X), 7wy (¥)] U [y (1), ] lie within a Ro—neighborhood of each other in
the metric dg (see eg [Maher 2010, Proposition 3.4]). Moreover, any geodesic segments [x, x] and [y, y],
with [X, y] a subsegment of 1), (x), 7, (»)], belongs to an Ry—neighborhood of y’.

We denote by %,  the set of P € % such that P (which has diameter 1 in @) lies within d @—distance
R :=144Rj of my(x). Now define a projection I1,,: G — y by

M,x):= [ (rNNpy(P)).
Pe®y «

As usual, the image of IT,, is a subset of y that could have a large diameter.
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Figure 11: A thin quadrilateral in G.

Finally, given x, y € G, consider the subsegment 1 = [}, (x), 77, (¥)] of y; we define ¢, ,(x) to be the
point of 7 closest to 7, (x) such that the subsegment [cy, ,(x), 7, ()] S n does not intersect any deep
component of any P in %y, .

Lemma 8.4 There exists an L > 0 such that, for any x, y € G and any geodesic ray y based at o, if
dg(my(x), 7wy (y)) = L, then

(1) dg(x,xy) =dg(x,y)+ L, where xy := ¢y,y(X);
(2) forany P e ®,if dp(x,xy) > L, then dp(x,x,) <dp(x,y)+ L.

Proof Let y, :=my(p).
(1) By the choice of Ly and Ry, if dg(my (x), 7y (y)) = Ly, the geodesic y; := [x, y] in G and the

broken geodesic
v2 i= [x, 71y ()] U [y (%), 71 ()] U [ (). V]

lie in a Ro—neighborhood of each other for the metric dg. Let 1 be the segment of y with endpoints
my(x) and my, (y); by [Sisto 2012, Proposition 4.11], every point of 7 lies within distance R; of the
segment [y, (x), 7y, (¥)]. Let p; and p, be nearest point projections (in G), respectively, of x,, and y,,
onto [x, y]. This implies

(29) d@(X’J/)Zd@(x’pl)Zd@(x’xy)_RO—Rh
which proves (1), as long as L > Ry + R;.

(2) To prove (2), suppose that dp(x, x,) > 2L is large, where L is given by Proposition 8.2(3). First,
we claim that dp(xy, y,) < L¢. By the triangle inequality,

dp(x.xy) < dp(x, 1y (x)) + dp (y (x). x):
hence there are two cases: either dp(x, 7y (x)) = Lo or dp(my(x),xy) > Ly.

If dp(my(x),xy) > Ly, then by Proposition 8.2(4), the geodesic segment [, (x), x, ] in G contains
a deep component along P. Then, since x, is a transition point and deep components are disjoint,
the segment [x,, y,] in G has no deep component along P. This implies by Proposition 8.2(4) that
dp(xy,yy) < Ly, as claimed.

Otherwise, we can assume that dp(my,(x),x,) < Lo and dp(x,m,(x)) = L¢. First, by the bounded
geodesic image theorem, the geodesic segment [x, 1, (x)] in G contains an edge in P; let p € P be
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a vertex of this edge. Now, by contradiction, suppose that dp(x,, yy) > Lo; then, by the bounded
geodesic image theorem, [x,,, y, ] also contains an edge in P. Thus, there exists p’ € [x,,, y,] N P with
dg(p, p’) < 1. Thus, using that y; and y» lie in a Ry—neighborhood of each other,

dg(p,my(x)) <dg(p, p') +4Ro <1 +4Ro = R;.
Hence, P belongs to %y, x, which, as above, implies dp(xy, y) < Ly.

We now claim that
d@([xvxyL oy =2,

which again by Proposition 8.2(3) implies dp(y, yy) < L¢. Indeed, let ¢; be a point in [x, x},] and g, be
a point in [y, yy]; by hyperbolicity, dg (g1, [x. p1]) = Ro and also dz (g2, [, p2]) = Ro; hence,

dg(q1.q2) Z dg(pr. p2) —2Ro = dg(mwy (x), my (y)) —2Ry 2 L —2R, = 2
where R, = 2Ry + Do + Ry, provided that we choose L > 2R, + 2.
Finally, by the triangle inequality,
dp(x.y) 2 dp(x,xy) —dp(xy.yy) —dp(yy.y) Z dp(x,xy) = 2Lo.
Thus, if we choose L := max{L{, Rg,2R, + 2,2Lg}, both (1) and (2) hold. ]
Proposition 8.5 Given any geodesic ray y, there exist D1 < 1 and D, > 1 such that for any two points

x,y€q,
dg(x,y) < Dy -dG(x,y) = dg(y(x), 7y (») < Ds.

Proof We now fix L as given by Lemma 8.4, and we start by contradiction, by assuming that
dg(my(x), my(y)) = L. By Lemma 8.4, d5(x, xy) < dg(x,y), and dp(x,xy) < dp(x,y) whenever
dp(x, xy) is large enough. Now, applying the distance formula (Proposition 8.2(2)) to the pair of points

(x,y), we have

dg(x,y) =< Y ldp(x. y)|L +dg(x. )
Pe»

= Y ldp(x.xy) L +dg(x.x,) — O@F)  (by (29))
PeP»

= dg(x,xy).

That is to say, there exists D1 = D (L, §) such that
dg(x,y) =z D1 -dg(x, xy),
which is a contradiction since x,, € y. Therefore, setting D, = L yields
dg(x,y) = Dy -dg(x,y) = dg((my(x),my(y)) = Ds. m
We now show that every k—excursion geodesic ray is k—weakly contracting.
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Proposition 8.6 Every k—excursion geodesic ray y € (G, dg) is k—weakly contracting. That is to say,
there exists Dy < 1 and D, > 1 such that for any two points x, y € G,

dg(x.y) = Dy-dg(x,y) = diamg(IL, (x) Uy (p)) < D3 -k (x).
As a consequence, every Kk—excursion geodesic ray is k—Morse.
Proof By Proposition 8.5, dg (7 (x), 7wy (¥)) < D2, so there are only boundedly many P intersecting

[y (x), ()] in G; let %, denote the set of such P. By definition of k—excursion, for each P € P,
dp(y (x), 7wy () is bounded above by « (|| Pl 5)-

We claim that for all P € ¢ we have || P[5 < |lx|[|; hence also k(|| P|lg) < k(x). Indeed, since P
intersects [y, (x), 7wy (¥)] and dg (7ry (x), 7wy () is bounded,

| Pllg = dg(o, P) < dg (0, 7, (x)).

Then, since nearest point projection in the §—hyperbolic space G is coarsely distance decreasing,
dg (o, 7y (x)) < dg(0,x), and finally

dg(0,x) < dg (o, x)
since the inclusion G — G is Lipschitz.

Thus, the claim together with the previous estimates and the distance formula yields

dg (my (), 7y () = Y Ldp(y (), 1y (W)L < Y, k(I Pllg) < Dy k().

Pe» Pepg

Finally, by Theorem 5.4, a k—weakly contracting geodesic ray is k—Morse. a
We now show that the map IT,, is a k—projection.

Proposition 8.7 Let y be a geodesic ray with k—excursion. Then the map I1, defined above is a
k—projection map.

Proof Letx € X and z € y, and let xy := ¢y z(x). Then, if dg(xy,z) = L, we have, as in the proof of
Lemma 8.4, that d(xy,2) < dgz(x,z) and dp(xy, z) < dp(x,z) for any P € P; hence by the distance
formula (Proposition 8.2(2)),

dg(xy,z) <dg(x,z).

On the other hand, if d e (xy,z) < L, then, as in the proof of Proposition 8.6,
dg(xy.z) <k(Ixylig) < «(lxllg)-
Moreover, since y has k—excursion, diamg (I1y (x)) < Ey -k ([ xy[g) < Ey -k (||x[|g). Thus,
diamg(IT) (x) U{z}) = Ci -dg(x,z) + Cy -k (x),
where C; and C;, depend only on y. a
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The following is our main result on relatively hyperbolic groups.

Theorem 8.8 Let y be a finitely supported probability measure on a relatively hyperbolic group G, and
let S be a finite generating set. Let k(r) :=logr, and let 0, X be the k—Morse boundary of the Cayley
graph X of G with respect to S. Then

(1) almost every sample path (wy) converges to a point in 9, X;

(2) the pair (0, X, v), where v is the hitting measure of the random walk on 9, X, is a model for the
Poisson boundary of (G, [t).

Proof The proof is fairly similar to that of Theorem 7.10 for the mapping class group, after replacing
subsurfaces Y by peripherals P € P, dy by dp, and the curve complex 6(S) by G. Note, however, that
one difference is that there need not be a hyperbolic space analogous to 6(Y) for each P € P; moreover,
the concept of center is not well defined. Essentially, the only step where the proof as written does not
immediately generalize is the proof of (24), where we do not know that nearest point projections are
distance decreasing (not even coarsely). We shall give an alternative proof of this point, not using the
hyperbolicity of ¢(Y").

By Theorem 7.8, almost every sample path w = (wy) converges to a point &, in the Gromov boundary
of G. Consider a geodesic ray in G joining the basepoint o and &, and let y = y,, be a lift to G.

Let ¢, := ¢y,w,, (W), following the notation before Lemma 8.4. We replace Step 1 in the proof of
Theorem 7.10 with the following.

Step 1 We claim that there exists C > 0 such that

(30) P (sup dp(wy, cn) = Clogn) < Cn?
P
for all n.

Proof Since the drift of the random walk is positive with exponential decay (Theorem 7.8(2)), by the
Markov property there exists 0 < Cy < 1 such that

31 IP’(dé(wn, Wo,) < 4n) = ]P’(da(o, wy) < Ln) < (Co)" forall n,

where £ > 0 is the drift of the random walk. By Theorem 7.8(3), and recalling that ¢, projects close to
my (wy), there exists C; > 0 such that

(32) IP’(dG(wn, cn) > Cylog n) <Cyn~% forall n.

If a sample path lies in the complement of the union of the events expressed by (31) and (32), then
dg(cn. c2n) = dg (W w3n) —dg (W, cn) — dg(Wan. c20) = n — Cy logn — C3 log(2n) = L,

where L is given by Lemma 8.4; hence, by Lemma 8.4,

(33) dp(Wn, cn) = dp(Wn, w2n) + L
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for any P € %. Moreover, by [Sisto 2017, Lemma 4.4], there exists C, > 0 for which
(34) IP’(sup dp(wy, way) > C; log n) = P(sup dy (0, wy) > C, log n) <Cyn~% forall n.
P P

Hence, by combining (33) and (34) we obtain (30). O

Then we proceed exactly as in Theorem 7.10 (Steps 2 and 3), proving that for almost every w € €2, there
is a constant ¢ such that
(35) sup diamg (y N N'py(P)) < clogdg(o, P).
Pe»
Hence, by Proposition 8.6, the geodesic ray y,, has k—excursion; hence it is k—Morse. This shows (1).

Finally, (2) follows by Theorem 6.1 using Theorem 6.2. a

Appendix General projection and the weakly x—contracting property

We begin this appendix by proving the following, announced in Section 5.

Theorem 5.4 (x—weakly contracting implies sublinearly Morse) Let « be a concave sublinear function
and let Z be a closed subspace of X. Let w7z be a k—projection onto Z and suppose that Z is k—weakly
contracting with respect to 7. Then there is a function m_z: R? — R such that, for every constant
r > 0 and every sublinear function «’, there is an R = R(Z, r,«") > 0 for which the following holds: let
n:[0,00) = X be a (q, Q)—quasigeodesic ray such that m z (q, Q) is small compared to r, let t, be the
first time ||n(¢,)|| = r and let tg be the first time ||n(tg)|| = R; then

dx (n(tr). Z) =k'(R) = 1([0,1]) CNe(Z.mz(q, Q).

Proof Let C;, C,, D; and D, be the constants which appear in the definitions of k—projection and
k—weakly contracting (Definitions 5.1 and 5.3). Note that the condition of being k—weakly contracting
becomes weaker as C; gets smaller; hence we can assume that C; < % We first set

a(@C+q+1)+Q 2C (D +1)
Cl ’ q—l

(36) mg 1= max{ ,Q}, my = q(Cy +1)(Dy +1).

Claim A.1 Consider a time interval [s, s'] during which n is outside of N (Z,mq). Then there exists a
constant 2 depending only on {Cy, C,, D, D,,q, Q} such that
(37 |s"—s| < my(dx (n(s), Z) + dx (n(s), Z)) + Ak (n(s)).

Proof Let
S=to<ti<th<---<tp=3s

be a sequence of times such that, fori = 0,...,¢ —2, we have ¢; is a first time after ¢; where
(38)  dx (i), n(ti+1)) = Crdx(n(t:), Z) and  dx (n(te—1),n(te)) = Crdx (n(tg—1), Z).
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To simplify the notation, we define

ni=n), ri:=|n@l,
and moreover, we pick some 1; € w7 (7;) and let
df ==dx i, ni), di=dxi, Z).
Note that, by assumption

(39) di* zdi =dx (i, Z) = mo -k (ri).
Claim A.2 diy =2(Dy+ Ddf + Dy -k(ne—1).

Proof By the triangle inequality and (38),

dx(me—1.2Z) <dx(me—1.n¢) +dx (g, Z) < Crdx (ne—1. Z) +dx (¢, Z):

hence, using C; < % .
dx(ne-1,Z2) = =

Thus, by Lemma 5.2 and the above equation,
diy = (D1 + Ddx(g—1, Z) + D2k (ng—1)
<2(Dy+ Ddx (g, Z) + Dz -k (ng—1)
<2(D; +1)d£[+D2-K(7M_1). O

c dx (g, Z) <2dx(ne, Z).

Now, since Z is k—weakly contracting, by Definition 5.3 we get
{—1 £—1
dy (o, 7¢) < Y dx (mi.mix1) <Y Coer(ri).
i=0 i=0
But 7 is (g, Q)—quasigeodesic; hence,
£—1
(40) |s"—s| < adx (n0.1¢) + Q < q(df +dx (7. ) +d] ) + Q=< qC; ( Z K(l’i)) +a(dg +d])+Q.
i=0

On the other hand,
-1 -1

’ 1
|8 = sl = D Vi —til = ¢ 3 (i Onio i) = Q).

i=0 i=0
Meanwhile, fori = 0,...,¢—2, we have dx (n;, n;+1) = Ci1dx (n;, Z). Furthermore, by the triangle
inequality,
dx (g1, n¢) +dj +dx(mg—1.7¢) Zdi” | = dx(g—1. Z),
which gives
dx (Mg—1,n¢) = dx (g1, Z) —df — Ca-k(rg—1).
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Hence, together with (39) and using C; <1,

E 1
[ +Cok(rg—1)
s —s| = = Z(Cldx(n,,m Q- %
i=0
k(re_
>~ Z(Clmo k(ri) — Q)——— SUUEY (by (39))
i=0 q
-1 Z(Clmo ()= @) = = D )2 1 forait
q
i=0
{—1
Cymg — dy _
> (M) ZK(ri) _t _CZK(LI).
q - q q
i=0
Combining the above inequality with (40), we get
dr (ro Cymg—Q £—1 {—1
@n a@+dp+a+ o l)z( e —qcz)Zx(r,-)z(qH)ZK(ri),
i=0 i=0
where in the last step we plugged in the definition of #2¢ from (36).
By (39), we also have
ar w(ro_ dr ar
q(d6’+df)+Q+?ﬁ+Cz (2 v SQ(d3+df)+Q+?e+Czﬁ-
0

By the expression of mg in (36), Q < mg and by (39), my < d(’)’. Thus we have Q < d(’)’ and again by
plugging in m( and using Claim A.2, we obtain

ay ay C,D
q(d”+dg)+Q+—+C ;<(q+1)(d”+dé’)+ qz'K(ng_l).
Mo
Plugging this inequality into (41), we get
£—1 C, D,
k() <d¥ +df + ——=— -k(ny_
i:zo (r) < df +df + s ()
C,D,
= (D +1)(d0+de)+Dz(K(U0)+K(77e))+ﬁ K(ne—1),

where we recall d; = dx (n;, Z), and the last inequality comes from Lemma 5.2 (note the difference
between d; and d* = dx (n;, ;)).

Finally, we claim that since 7 is a quasigeodesic ray, there is a constant Cj3, related to q and Q, such that
Inill < Cs-|In(s")|| + C3 fori =0,...,¢; hence also k(n;) <2C3-k(n(s")) + «(2C3). Thus, to shorten
the preceding expression, let 2 be a constant, depending on {C;, C,, D1, D3, q, Q, k}, such that

2

C D,
Q(C2+1)Dz(K(’70)+K(W))+Q+ﬁ k(ne—1) < A-k(n(s")).
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Figure 12: The proof of Theorem 5.4.

By (40) and the definition m{ = q(Cy + 1)(D; + 1) from (36),

|s"—s| <= my(do +dy) + 2%k ((s")).
This proves Claim A.1. |

Now let 1, be the last time 7 is in N (Z, mq) and consider the quasigeodesic path 1([fast, £g]). Since
this path is outside of N (Z, mg), we can use (37) to get

|tR — tiast) < my (dx (N(tas). Z) + dx (n(1R), Z)) + A -k (R).

But
dX (n(tlast), Z) =mg- K(n(tlast)) (by the choice of tlast)

<mgy-k(R) (since k is monotone)
and we have by assumption dy (7(tg), Z) < k’(R). Therefore,
ltR — tast| < momy-k(R) +my-k'(R) +2A-k(R).
Since 1 is (q, Q)—quasigeodesic, we obtain R = dx (1(0), n(tg)) < qtg + Q; hence

l‘Rzﬂ-

Since mq and m are given and « and «’ are sublinear, there is a value of R depending on mg, my, r, A,

R-Q
q

« and «’ such that
mo-my-k(R)+my -k (R)+2A-k(R) <

—7r.

For any such R, we then have

R-Q

ZlastZZR_T+VZV-

We show that n([0, #1o]) stays in a larger k—neighborhood of Z. Consider any other subinterval
[s,8'] C [0, tast] Where n exits Ny (Z,mg). By taking [s,s’] as large as possible, we can assume
n(s),n(s’") € Ne(Z, mg). In this case,

dx (1(s). Z) <mo-k(n(s)) and dx(n(s'). Z) <mo-k(n(s)).
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Again applying (37), we get

(42) |s"— s < momy - (k(n(s)) +k(1(s"))) +2A -k (1(s)),

and thus
dx (n(s"). n(s)) < qmomy - (K(n(s)) +x(1(s")) + A -k (n(s") + Q

< (2gmom + a2 + Q) - max(k (n(s)). k (1(s))).
Applying the sublinear estimation lemma [Qing and Rafi 2022, Lemma 3.2], we obtain
k(n(s")) < ma -k (n(s))
for some m, depending on q, Q and k. Therefore, by plugging this inequality back into (42), we have for
any 7 € [s, 5],
(43) |t — 5] = (momy (14 mz) +Amy) -k (n(s)) = m3 -k (1(s))

with m3 = (momy(1 4+ my) + 2Am;). As before, this implies

dx (n(1).n(s)) = am3-k(n(s)) +Q = (gm3 + Q) -k (n(s)).
Applying [Qing and Rafi 2022, Lemma 3.2] again, we have

(44) K(1(s)) = my -k (n(t))
for some m4 depending on g, Q and «.
Now, for any ¢ € [s, s'],
dx (1), Z) = dx (n(t).n(s)) + ro
<qlt —s|+Q+mq-k(n(s))
= (am3 +Q+mo)-«(n(s))  (by (43))

< (gm3 + Q-+ mo)my-k(n(t)) (by (44)).
Setting

(45) mz(q,Q) = (qm3z + Q +mg)my,

we have the inclusion

n(ls.s'D CNe(Z.mz(q.Q) andhence ([0, fras)) C Nie(Z,m7(a, Q).

The R we have chosen depends on the value of q and Q. However, the assumption that m 7 (q, Q) is small
compared to r (see (2)) gives an upper bound for the values of q and Q. Hence, we can choose R to be
the radius associated to the largest possible value for q and the largest possible value for Q. This finishes
the proof.

Note that, the assumption that m1 7 (q, Q) is small compared to r is not really needed here and any upper
bound on the values of q and Q would suffice. But this is the assumption we will have later on and hence
it is natural to state the theorem this way. a
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Figure 13: A 1-Morse geodesic ray which is +/7—contracting.

Next, we show that being k—Morse implies being x’—weakly contracting, with respect to k—projection
maps, for a sublinear function . Note that «” is not assumed to be the same function as k. This is parallel
to [Qing and Rafi 2022, Theorem 3.8], where we show that in a CAT(0) space being k—contracting is
equivalent to being k—Morse (with the same «); an identical statement cannot hold in general for proper
geodesic spaces, as evidenced by the following example.

Example A.3 We give here a folklore example of a geodesic ray in proper metric space which is 1-Morse
but not 1—contracting (see also the related [Arzhantseva et al. 2017, Example 3.4]). The points x; form
loops with the geodesic ray y such that each path going through x; represents a detour that is locally an
(i, 0) quasigeodesic segment. This geodesic is

e 1-Morse, as any (q, Q)—quasigeodesic ray must lie in a g—neighborhood of y (in particular, it only
goes through finitely many loops);

e not I—contracting, but is v/7—contracting, as |x;|| = i? and, if 7, is the nearest point projection
to y, we have diam(my, (x;)) =1i.

Thus it makes sense for us to prove in general that a k—Morse set is k'—weakly contracting for some
sublinear function «’.

To begin with, a set Z is Morse if it is k—Morse for x = 1, and its Morse gauge is denoted by m 7 (q, Q).
We say that a closed set Z is p—radius-contracting if there exists a function p such that, for each ball B
that is disjoint from Z, the nearest point projection of B to Z is a set whose diameter is bounded above
by p(dx (x, Z)). We present [Arzhantseva et al. 2017, Proposition 4.2] here with notation adapted to that
of this paper. Furthermore, we take into account that in the setting of this paper, nearest point projection
is nonempty:

Proposition A.4 [Arzhantseva et al. 2017, Proposition 4.2] Let Z be a closed subspace of a geodesic
metric space X, with o € Z. Suppose Z is Morse with Morse gauge m z(q, Q). Let B(x, r) denote a ball
centered at x with radius r and disjoint from Z. Moreover, let r; = dx (x, Z). Then there is a sublinear
function p, depending on m 7z (q, Q), such that the nearest-point projection of the ball B(x,r) onto Z is
bounded above by p(r;). Specifically, p is obtained as

12
p(rg) = sup{s§4rd and s < 18mz( rd,O)}.
s s
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Given a point x € X and a sublinearly Morse set Z C X, first we note that
rg =dx(x,Z) <dx(x,0) = [x||.

We call a set Z sublinearly weakly contracting if it is k—weakly contracting for some sublinear function «.

Proposition A.5 Let o be a quasigeodesic ray in a proper geodesic space X that is k—weakly Morse.
Then there exists a sublinear function k' such that « is k’—~weakly contracting.

Proof It suffices to prove the statement for nearest point projections, since by Lemma 5.2, the uniform
multiplicative error and the sublinear additive error will not contradict the conclusion. Consider a ball
B(x,r), disjoint from o, and centered at x with radius . Observe first of all that B(x, r) is inside the ball
of radius ||x|| + rg < 2||x||. Thus the distance between any point y € B(x,r) and a point in its nearest
point projection y; € nénw) (») is also bounded above by 2||x||. We have by triangle inequality

1yell = 4llxl.

That is to say, given a ball B(x,r), we only have to consider its projection to o N B(o,4||x||). By
Proposition 3.10, since « is k—Morse, it is also k—weakly Morse in the sense of Definition 3.9. Let
my, be the k—weakly Morse gauge of «. Thus the set & N B(o,4||x||) is Morse with its Morse gauge
my (g, Q) -k (4x). Now let s denote the function that measures the diameter of the projection of disjoint
ball B(x,r) to «. By Proposition A.4,

12ry4

s =< 18ma( , 0) -k(4x) by definition of k—Morse.

12
s < 18ma( ||x||’0) -k (4x).
s

Suppose s is not a sublinear function of ||x||; that is to say, as ||x| — oo, there exists a sequence of

Since rg < ||x|,

disjoint balls { B;} with centers {x;} and projections {s;} such that there exists a positive number ¢ such
that

Si .
i—o0 ||| —

Then, for every e, there exists NV such that forall j > N,
12]|; |

§j < 18ma( T
J

,o) Kk(4x)) < 18ma(12(% - e), 0) -k (4x)).

That is to say, s is bounded above by a sublinear function of | x||, which means s itself is a sublinear
function of ||x||, which is contrary to our assumption. Therefore, there does not exist such a sequence of
balls, and thus s is a sublinear function of ||x||, which we denote by «’(x).

Finally, by Lemma 5.2, the same claim holds for all xk—projection maps. a

To summarize, we have proven the equivalence between k—weakly contracting, k—weakly Morse and
k—Morse (for a possibly different «) for any quasigeodesic:

Geometry & Topology, Volume 28 (2024)



1886 Yulan Qing, Kasra Rafi and Giulio Tiozzo

Theorem 5.5 Let (X, 0) be a proper geodesic metric space with a fixed basepoint and let o be a
quasigeodesic ray in X . Let w be any k—projection from X to « in the sense of Definition 5.1. Then

(1) if «a is k—weakly contracting with respect to m, then it is k—Morse;
(2) the quasigeodesic « is k—Morse if an only if it is k—weakly Morse;

(3) if a is k—weakly Morse, then it is k'~weakly contracting with respect to w for some sublinear
function «’.

Proof If o is k—weakly contracting, then by Theorem 5.4 it is k—Morse. The second assertion is the
statement of Proposition 3.10. Finally, if o is k—Morse, by Proposition A.5 there exists a sublinear
function k’ for which « is k’~weakly contracting. O
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