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Preface

This monograph could serve as the textbook for a graduate course on symplectic
geometry. It has been used for this purpose in graduate courses taught in the
Mathematics Department at the University of Toronto. This book evolved from the
lecture notes for the graduate course on symplectic geometry taught in fall 2016.
Three of the coauthors (Shubham Dwivedi, Jonathan Herman and Theo van den
Hurk) were students in this course.

Alternatively, it could be used for independent study. A course on differential
topology is an essential prerequisite for this course (at the level of the texts by
Boothby [1] or Lee [2]). Some of the later material will be more accessible to
readers who have had a basic course on algebraic topology, at the level of the book
by Hatcher [3]. For some of the later chapters (such as the chapter on geometric
quantization and the chapter on flat connections on 2-manifolds), it would be
helpful to have some background on representation theory (such as the book by
Bröcker and tom Dieck [4]) and complex geometry (such as the first chapter of the
book by Griffiths and Harris [5]).

The layout of this monograph is as follows. The first chapter introduces sym-
plectic vector spaces, followed by symplectic manifolds. The second chapter treats
Hamiltonian group actions. The Darboux theorem comes in Chap. 3. Chapter 4
treats moment maps. Orbits of the coadjoint action are introduced in Chap. 5.

Chapter 6 treats symplectic quotients.
The convexity theorem (Chap. 7) and toric manifolds (Chap. 8) come next.

Equivariant cohomology is introduced in Chap. 9.
The Duistermaat–Heckman theorem follows in Chap. 10, geometric quantiza-

tion in Chap. 11 and flat connections on 2-manifolds in Chap. 12. Finally, the
appendix provides the background material on Lie groups.

v
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Exercises related to the material presented here may be found at

Chaps. 1–5
http://www.math.toronto.edu/*jeffrey/mat1312/exerc1.pdf

Chaps. 6–8, 11
http://www.math.toronto.edu/*jeffrey/mat1312/exerc2rev.pdf

Chaps. 9, 10, 12
http://www.math.toronto.edu/*jeffrey/mat1312/exerc3rev.pdf

The authors thank Yucong Jiang and Caleb Jonker for carefully reading and
commenting on several chapters of the manuscript.

Waterloo, Canada Shubham Dwivedi
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References

1. W. Boothby, An Introduction to Differentiable Manifolds and Riemannian Geometry. Pure
and Applied Mathematics, vol. 120 (Academic Press, New York, 1986)

2. J. Lee, Introduction to Smooth Manifolds. GTM (Springer, New York, 2006)
3. A. Hatcher, Algebraic Topology (Cambridge University Press, Cambridge, 2001)
4. T. Bröcker, T. tom Dieck, Representations of Compact Lie Groups. GTM (Springer, New

York, 1985)
5. P. Griffiths, J. Harris, Principles of Algebraic Geometry (Wiley, New Jersey, 1994)

vi Preface

jeffrey@math.toronto.edu

http://www.math.toronto.edu/~jeffrey/mat1312/exerc1.pdf
http://www.math.toronto.edu/~jeffrey/mat1312/exerc2rev.pdf
http://www.math.toronto.edu/~jeffrey/mat1312/exerc3rev.pdf


Contents

1 Symplectic Vector Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Properties of Symplectic Vector Spaces . . . . . . . . . . . . . . . . . . 1
1.2 Review of Results From Differential Topology . . . . . . . . . . . . . 4
1.3 Symplectic Manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Hamiltonian Group Actions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1 Hamilton’s Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Hamiltonian Flow of a Function . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Poisson Bracket . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Uniqueness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3 The Darboux–Weinstein Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . 17
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

4 Elementary Properties of Moment Maps . . . . . . . . . . . . . . . . . . . . . 21
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.2 Examples of Moment Maps . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.3 The Normal Form Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

5 The Symplectic Structure on Coadjoint Orbits . . . . . . . . . . . . . . . . 27
Reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

6 Symplectic Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
6.2 Symplectic Quotients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
6.3 Reduction at Coadjoint Orbits and the Shifting Trick . . . . . . . . 37

vii

jeffrey@math.toronto.edu



6.4 Reduction in Stages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
6.5 Symplectic Cutting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

7 Convexity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
7.2 Digression on Morse Theory . . . . . . . . . . . . . . . . . . . . . . . . . . 49
7.3 Almost Periodic Hamiltonians . . . . . . . . . . . . . . . . . . . . . . . . . 51
7.4 Proof of the Convexity Theorem . . . . . . . . . . . . . . . . . . . . . . . 54
7.5 Applications and Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

8 Toric Manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
8.2 Integrable Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
8.3 Primitive Polytopes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
8.4 Delzant Correspondence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

9 Equivariant Cohomology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
9.2 Homotopy Quotients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
9.3 The Cartan Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
9.4 Characteristic Classes of Bundles over BUð1Þ and BT . . . . . . . 76
9.5 Characteristic Classes in Terms of the Cartan Model . . . . . . . . . 78
9.6 Equivariant First Chern Class of a Prequantum Line Bundle . . . 79
9.7 Euler Classes and Equivariant Euler Classes . . . . . . . . . . . . . . . 80
9.8 Localization Formula for Torus Actions . . . . . . . . . . . . . . . . . . 81
9.9 Equivariant Characteristic Classes . . . . . . . . . . . . . . . . . . . . . . 84
9.10 The Localization Theorem in Equivariant Cohomology . . . . . . . 86
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

10 The Duistermaat–Heckman Theorem . . . . . . . . . . . . . . . . . . . . . . . 89
10.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
10.2 Normal Form Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
10.3 Duistermaat–Heckman Theorem, Version I . . . . . . . . . . . . . . . . 92
10.4 Computation of Pushforward of Liouville Measure

on a Symplectic Vector Space . . . . . . . . . . . . . . . . . . . . . . . . . 94
10.5 Stationary Phase Approximation . . . . . . . . . . . . . . . . . . . . . . . 97
10.6 The Kirwan Map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
10.7 Nonabelian Localization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
10.8 The Residue Formula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
10.9 The Residue Formula by Induction . . . . . . . . . . . . . . . . . . . . . 101
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

viii Contents

jeffrey@math.toronto.edu



11 Geometric Quantization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
11.1 Holomorphic Line Bundle over a Complex Manifold . . . . . . . . 104
11.2 Quantization of CP1 ffi S2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

11.2.1 Global Holomorphic Sections . . . . . . . . . . . . . . . . . . . 107
11.3 Link to Representation Theory . . . . . . . . . . . . . . . . . . . . . . . . . 107
11.4 Holomorphic Bundles over G=T : The Bott–Borel–Weil

Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
11.5 Representations of SUð2Þ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

12 Flat Connections on 2-Manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
12.1 Background Material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
12.2 Cohomology of Uð1Þ Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . 114
12.3 Cohomology: The General Case . . . . . . . . . . . . . . . . . . . . . . . 115

12.3.1 The Case Mð2; 1Þ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
12.4 Witten’s Formulas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
12.5 Mathematical Proof of Witten’s Formulas . . . . . . . . . . . . . . . . 118
12.6 Hamiltonian Flows on the Space of Flat Connections

on 2-Manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
12.7 Geometric Quantization of the SU(2) Moduli Space . . . . . . . . . 119
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

Appendix: Lie Groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

Contents ix

jeffrey@math.toronto.edu



Notations

x Symplectic form
d Exterior derivative
LX Lie derivative with respect to X
J Almost complex structure
CðTMÞ Sections of tangent bundle
CðEÞ Sections of the bundle E
iX Interior product with respect to X
U Moment map
l Moment map
C1ðMÞ Smooth real-valued functions on M
D Differential in the Cartan model

xi

jeffrey@math.toronto.edu



Chapter 1
Symplectic Vector Spaces

This chapter is a brief introduction to symplectic manifolds.Wewill start this chapter
by defining a symplectic vector space (Sect. 1.1). After briefly reviewing the notion
of an almost complex structure on a vector space, we will see how the compatibility
condition between the symplectic form and an almost complex structure gives rise to
an inner product. In Sect. 1.3, we will discuss the definition of symplectic manifolds,
describe some of their basic properties andwill finally see some examples in Sect. 1.4.
Section1.2 contains a review of results from differential topology which are essential
material for what follows.

1.1 Properties of Symplectic Vector Spaces

Definition 1.1 Let V be a n-dimensional vector space over R and let ω :
V × V → R be a bilinear map. The map ω is called skew-symmetric if ω(u, v) =
−ω(v, u), for all u, v ∈ V .

From a bilinear form ω on V , we get a linear map ω̃ : V → V ∗, where V ∗ is the
dual space to V , by

ω̃(u)(v) = ω(u, v) for all u, v ∈ V

Definition 1.2 A bilinear map ω is called non-degenerate if ω̃ is a bijection.

We have the following theorem about skew-symmetric bilinearmaps, whose proof
can be found in [1]

Theorem 1.3 Let ω be a skew-symmetric bilinear map on V . There exists a basis
{u1, ..., uk, e1, ..., em, f1, ..., fm} of V such that

© The Author(s), under exclusive licence to Springer Nature Switzerland AG 2019
S. Dwivedi et al., Hamiltonian Group Actions and Equivariant Cohomology,
SpringerBriefs in Mathematics,
https://doi.org/10.1007/978-3-030-27227-2_1
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2 1 Symplectic Vector Spaces

ω(ui , v) = 0 f or all i and all v ∈ V

ω(ei , e j ) = 0 f or all i, j

ω( fi , f j ) = 0 f or all i, j

ω(ei , f j ) = δi j f or all i, j

where δ is the Kronecker delta.

We can now define a symplectic form on a vector space.

Definition 1.4 A skew-symmetric and non-degenerate bilinear form ω :
V × V → R is called a symplectic form on V and (V, ω) is called a symplectic
vector space.

Note that since ω is skew-symmetric and non-degenerate, ω̃ must be a bijection
and hence

ker ω̃ = {u ∈ V | ω(u, v) = 0, for all v ∈ V }

must be {0} and thus k in Theorem 1.3 must be zero. Thus we see from Theorem
1.3 that V must be even-dimensional. A basis of the form in Theorem 1.3 is called
a symplectic basis.

Remark 1.5 Wemay formωn : �2nV → R.Now�2nV is a one-dimensional vector
space, so ωn uniquely determines a real number (a multiple of the top exterior power
of the elements of a symplectic basis).

Let us now make some definitions which will be used later.
Let (V, ω) be a symplectic vector space.

Definition 1.6 An almost complex structure J : V → V is a linear map such that
J 2 = −I .

This is what we mean by multiplication by i ; in other words, we can make
a R vector space into a C vector space by defining (a + ib)x = ax + bJ (x) for
a, b ∈ R, x ∈ V . We can use this to identify V ∼= R

2n with Cn .

Definition 1.7 An almost complex structure on V is said to be compatible with the
symplectic structure if

ω(J X, JY ) = ω(X,Y )

for all X,Y ∈ V .

The compatibility condition on the almost complex structure J allows us to define
a symmetric bilinear form < ·, · > on the vector space. However, this symmetric
bilinear form is only an inner product if the almost complex structure satisfies an
additional condition, positivity.

jeffrey@math.toronto.edu



1.1 Properties of Symplectic Vector Spaces 3

Definition 1.8 An almost complex structure J which is compatible with the sym-
plectic form ω is positive if for all X �= 0,

ω(X, J X) > 0.

The reason for calling this positive is evident from the following proposition:

Proposition 1.9 A symplectic formω on a vector space V togetherwith a compatible
positive almost complex structure J determines an inner product

< ·, · >

on V , by
< X,Y >= ω(X, JY ).

Proof Since J is a compatible almost complex structure, we have

ω(Y, J X) = −ω(J X,Y ) = ω(J X, J 2Y ) = ω(X, JY )

which gives that < ·, · > is symmetric. The positive definiteness of < ·, · > follows
from the fact that J is positive. �

Let us see the prototype example of a symplectic vector space.

Example 1.10 Let
V = R

2n.

Then V has a symplectic basis {e1, . . . , en, f1, . . . , fn}; in other words, if ω is the
symplectic form, then we have ω(ei , e j ) = 0, ω( fi , f j ) = 0 and ω(ei , f j ) = δi j ,

for all i, j . A suitable almost complex structure compatible with this symplectic form
is

Jei = fi , J fi = −ei

or

J =
[
0 −I
I 0

]
.

The compatible inner product has {e1, . . . , en, f1, . . . , fn} as an orthonormal basis.
The group of transformations preserving the symplectic form is

Sp(V ) =
{[

A B
C D

]
∈ GL(2n,R)|ATC, BT D are symmetric, AT D − CT B = I

}

where AT denotes the transpose of A.
To see this, note that the condition for R ∈ Sp(2n,R) is

jeffrey@math.toronto.edu



4 1 Symplectic Vector Spaces

ω(RX, RY ) = ω(X,Y ) for all X,Y

which is equivalent to
〈J RX, RY 〉 = 〈J X,Y 〉

or

〈
Rt J RX,Y

〉 = 〈J X,Y 〉

in other words
RT J R = J

or [
AT CT

BT DT

] [
0 −I
I 0

] [
A B
C D

]
=

[
0 −I
I 0

]
.

The subgroup

{ [
A −B
B A

]
| A∗A + B∗B = I, BT A = AT B

}

where A∗ is the conjugate transpose of A is isomorphic to U (n) under

(A, B) 	→ A + i B

This subgroup consists of all linear transformations preserving ω and commuting

with

[
0 −I
I 0

]
.

1.2 Review of Results From Differential Topology

We will assume familiarity with the following concepts. Excellent sources for these
materials are [2] and [3]

1. differential manifolds,
2. tangent spaces TmM ,
3. tangent bundles T M and cotangent bundles T ∗M ,
4. line bundles,
5. vector fields (sections of the tangent bundle), and
6. differential forms (sections of exterior powers of the cotangent bundle),

a. wedge product,
b. exterior derivative d, d ◦ d = 0,
c. interior product iX with vector field X , and

jeffrey@math.toronto.edu



1.2 Review of Results From Differential Topology 5

d. Lie derivative with respect to a vector field and Cartan’s formula

LX = diX + iXd

1.3 Symplectic Manifolds

Let Mn be a n-dimensional manifold and ω be a 2-form on M , that is, for every
p ∈ M , ωp : TpM × TpM → R is a skew-symmetric bilinear map from the tangent
space to M at the point p to R, and ωp varies smoothly in p.

We say that a 2-form ω is closed if dω = 0 where d is the exterior derivative
on M .

Definition 1.11 A 2-form ω on M is called symplectic if dω = 0 and ωp is a
symplectic for every p ∈ M .

Definition 1.12 A symplecticmanifold is amanifoldM equippedwith a symplectic
form ω.

From the discussion following Definition1.14, we see that a symplectic manifold is
even-dimensional.

We defined an almost complex structure on a vector space V . In the same way,
we can give the following definition.

Definition 1.13 An almost complex structure on M is a section J of End(T M) such
that J 2 = −I , which is to say that for every p ∈ M , Jp : TpM → TpM is a linear
map with Jp2 = −I on TpM and Jp varies smoothly in p.

Definition 1.14 The symplectic volume on M is the form ωn/n! of top
dimension n.

Since the symplectic form is non-degenerate,
ωn

n! is a nowhere vanishing form on

M and its existence means that symplectic manifolds are oriented.

Remark 1.15 An almost complex structure J on a symplectic manifold M is inte-
grable if it comes from a structure of complex manifold on M (in other words the
transition functions between charts on M are holomorphic functions). The almost
complex structure J represents multiplication by i on the holomorphic tangent space.

See for example Chap.0 of Griffiths–Harris [4].

Definition 1.16 If (M, ω) is a symplectic manifold with a compatible positive
almost complex structure J and the almost complex structure is a complex structure
(i.e. integrable), then M is called a Kähler manifold.

jeffrey@math.toronto.edu



6 1 Symplectic Vector Spaces

Suppose (M, ω) is a symplectic manifold with an almost complex structure J
(a section of End(T M) satisfying J 2 = −Id). Then, a Riemannian metric on M is
obtained by

g(X,Y ) = ω(X, JY )

for all X,Y ∈ �(T M) (here the symbol �(T M) means a section of the tangent
bundle, i.e., a vector field). In fact, any twoof {ω, J, g}which are compatible uniquely
determine the third.

ω(X,Y ) = ω(J X, JY ) = g(J X,Y )

and so on.

1.4 Examples

Let us see some examples of symplectic manifolds.

1. Let M = R
2n with coordinates x1, ..., xn, y1, ..., yn . The 2-form

ω0 =
∑n

i=1
dxi ∧ dyi

is a symplectic form. Thus (R2n, ω0) is a symplectic manifold. In fact, we will
later see (Darboux’s theorem, in Chap.3) that any 2n-dimensional symplectic
manifold locally looks like (R2n, ω0).

2. Consider Cn with coordinates z1, ..., zn . The 2-form

ω =
√−1

2

∑n

i=0
dzi ∧ dz̄i

is a symplectic form.
3. Consider the 2-sphere S2 as a subset of unit vectors in R

3. For any point s ∈ S2,
Ts S2 is the set of vectors which are orthogonal to the unit vector s. The standard
symplectic form on S2 is given as

ωs(u, v) = 〈s, u × v〉 for all u, v ∈ Ts S
2

where× is the cross product onR3. Sinceω is a 2-form and S2 is two-dimensional,
it follows that ω is closed.
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Chapter 2
Hamiltonian Group Actions

In this chapter, we will define Hamiltonian flows, Hamiltonian actions and moment
maps.

The layout of the chapter is as follows. In Sect. 2.1 we recall the original example
of a Hamiltonian flow, namely, Hamilton’s equations. In Sect. 2.2, we will start by
understanding what Hamiltonian vector fields and Hamiltonian functions are. In
Sect. 2.3, we will introduce a bracket on the set of smooth functions on a symplectic
manifold which will satisfy the Jacobi identity and will make the former into a Lie
algebra.Wewill see some examples of such vector fields on S2 and the 2-torus. In the
final section (Sect. 2.4), we will define a moment map and will list some conditions
which will guarantee the existence of moment maps and other conditions which
guarantee their uniqueness.

2.1 Hamilton’s Equations

The basic example of aHamiltonian flowgives rise toHamilton’s equations. Consider
R

2 with coordinates (p, q). In physics, q denotes the position of an object and p
denotes the momentum (in other words p = mdq/dt , where t denotes time and m
is the mass of the object).

Let the Hamiltonian H be defined by

H(p, q) = p2

2m
+ V (q)

where
p2

2m
is the kinetic energy and V (q) is the potential energy (which depends

only on q, not on p). The Hamiltonian is the sum of kinetic and potential energy.
The symplectic form on R2 is

ω = dq ∧ dp.

© The Author(s), under exclusive licence to Springer Nature Switzerland AG 2019
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10 2 Hamiltonian Group Actions

Then, the Hamiltonian vector field XH is defined by the property that its contrac-
tion with the symplectic form equals the differential of H :

iXH ω = dH

which tells us that

XH = Hp
∂

∂q
− Hq

∂

∂p
.

If (q(t), p(t)) is a path in R2 which integrates this vector field, we find that it obeys
the following equations:

dq

dt
= Hp = p

m
(2.1)

dp

dt
= −Hq = −dV

dq
(2.2)

The first equation above tells us only the definition of momentum (as the product
of mass times the velocity dq

dt ). The second equation is Newton’s law of motion (that
the force on the object, namely,− dV

dt , is equal to the first derivative of themomentum;
in other words, the mass times the acceleration).

2.2 Hamiltonian Flow of a Function

Let (M, ω) be a symplectic manifold, and H : M → R a C∞ function. Then dH ∈
�1(M). Recall that if we have a symplectic form on a vector space V then it induces a
bijection between V and its dual V ∗. The symplectic formω onM is non-degenerate,
so for all m ∈ M there exists a unique vector field XH such that

(dH)m = i(XH )mωm

and hence

dH = iXH ω (2.3)

We have the following.

Definition 2.1 A vector field XH as above is called the Hamiltonian vector field
and H is called its Hamiltonian function.

Conversely, if we are given a vector field ξ on M , ω determines a 1-form α on M
by iξω = α.

jeffrey@math.toronto.edu



2.2 Hamiltonian Flow of a Function 11

Suppose the Lie derivative of ω with respect to the vector field ζ is 0. (This means
the transformation M → M obtained by integrating the vector field preserves ω.)
Then Cartan’s formula tells us that

0 = Lζω = diζ ω + iζdω

and the last term is zero because ω is closed. So iζ ω is closed. We shall see that iζω
is exact if and only if the vector field ζ arises as the Hamiltonian vector field of a
smooth function H : M → R. We get the following proposition from (2.3).

Proposition 2.2 Suppose (M, ω) is a symplectic manifold and XH is a Hamiltonian
vector field with Hamiltonian function H. Then for m ∈ M,

dHm = 0

(m is a critical point of H) if and only if (XH )m = 0.

2.3 Poisson Bracket

We are going to define the Poisson Bracket of two functions. A good reference for
this section is the book [1, Chap. 2] by Audin.

Suppose
f, g : M → R

are smooth functions. We define

{ f, g} := ω(X f , Xg)

where X f and Xg are Hamiltonian vector fields corresponding to f and g, respec-
tively. The pairing { f, g} is called the Poisson bracket of f, g. The reason for
calling this a “bracket” is evident in the following theorem.

Theorem 2.3 Let f, g ∈ C∞(M). Then

X{ f,g} = −[X f , Xg]

where [·, ·] is the Lie bracket of vector fields.
Proof For X,Y ∈ �(T M)

i[X,Y ]ω = LXiYω − iY L Xω

= (diX + iXd)iYω − iY (diX + iXd)ω

jeffrey@math.toronto.edu



12 2 Hamiltonian Group Actions

The first line in the above equation follows from [2, V.8, Exercise 8], which reduces
(in the case of a 2-form ω and vector fields X,U, V ) to

(LXω)(U, V ) = LX (ω(U, V )) − ω(LXU, V ) − ω(U, LXV ).

The second line follows from Cartan’s formula for the Lie derivative.
However. if X = X f ,Y = Xg are Hamiltonian vector fields for f and g, then

iX f ω = d f , iXgω = dg so using d ◦ d = 0 we have

i[X f ,Xg]ω = d(iX iYω) − d(iY iXω)

= −d(ω(X f , Xg))

= −d{ f, g}. �

Proposition 2.4 The Poisson bracket satisfies the Jacobi identity, i.e.

{ f1, { f2, f3}} + { f2, { f3, f1}} + { f3, { f1, f2}} = 0

for all f1, f2, f3 ∈ C∞(M).

Proof If Xi denotes the Hamiltonian vector field for fi , then

0 = dω(X1, X2, X3)

= X1ω(X2, X3) − X2ω(X1, X3) + X3ω(X1, X2) − ω([X1, X2], X3)

+ ω([X1, X3], X2) − ω([X2, X3], X1)

Now X1ω(X2, X3) = X1 · { f2, f3} and X1 · { f2, f3} = {{ f2, f3}, f1}. The last iden-
tity follows because the Poisson bracket is defined by

{ f1, f2} = ω(X1, X2)

where X1 (resp. X2) is the Hamiltonian vector field of the function f1 (resp. f2). The
proof then follows. �

From Theorem 2.3 and Proposition 2.4, we get the following.

Proposition 2.5 C∞(M) is a Lie algebra under {·, ·} and the map f �→ X f is a Lie
algebra homomorphism.

Proof The only nontrivial task is to check that the map takes Poisson bracket of
functions to Lie brackets of their images, but that is obvious from Theorem 2.3 and
Proposition 2.4. �
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2.3 Poisson Bracket 13

Vector Fields Arising From Group Actions:
We study two vector fields on two-dimensional manifolds whose flows are area-
preserving.

Example 2.6 The group U (1) acts on S2 by rotation around the vertical axis.
Coordinates on S2 \ {N , S} are (z, φ) where z is the height function and φ is the

angle relative to the x-axis (normally called the azimuthal angle) and the symplectic
form is

ω = dz ∧ dφ.

We restrict to z ∈ (−1, 1) and φ ∈ [0, 2π).
The vector field generated by the U (1) action is ∂

∂φ
and

i ∂
∂φ

ω = −dz.

In this case, H = z : S2 → R is a smooth function and XH = ∂
∂φ

. This is the

interior product of the symplectic form with ∂
∂φ

so this is a Hamiltonian action
(see Definition2.9).

Example 2.7 The group U (1) acts on the 2-torus {(eiθ , eiφ)} by rotation in the φ

direction. Again ω = dθ ∧ dφ.

The 1-forms generated by these vector fields are as follows. Note that

i ∂
∂φ

ω = −dθ.

But θ : S1 × S1 → [0, 2π ] is not a continuous R-valued function (rather a R/2πZ-
valued function). The form dθ is closed but not exact. In fact

H 1(S1 × S1) = R ⊕ R

and the de Rham cohomology class of the form [−dθ ] is one of the generators (the
other is [dφ]). So in this case the vector field does not come from the Hamiltonian
flow of a smooth real-valued function.

Example 2.8 Introduce polar coordinates (r, φ) on R
2 \ {0}. The vector field ∂

∂φ

preserves the symplectic form. The vector field ∂
∂r does not preserve the symplectic

form. In these coordinates the symplectic form is

ω = rdr ∧ dφ = 1

2
d(r2) ∧ dφ.

Suppose G is a Lie group. Recall that a Lie group action on a manifold M means
a smooth map F : G × M → M (define also the diffeomorphisms Fg : M → M by
Fg(m) = F(g,m)) so that the maps Fg satisfy

jeffrey@math.toronto.edu



14 2 Hamiltonian Group Actions

Fgh = Fg ◦ Fh

and that the identity element e of G acts by the identity map, and the inverse g−1 acts
by Fg−1 = (Fg)

−1. Examples include the rotation action of the circle group U (1) on
the complex plane (by multiplication). For more information about Lie groups, see
Appendix.

Definition 2.9 Let G be a Lie group with Lie algebra g. Suppose G acts on a sym-
plectic manifold M and that the action preserves the symplectic form. This means
L X̃ω = 0 where X̃ is the vector field associated to the action of any X ∈ g.

The action is called Hamiltonian if there is a collection of smooth functions
�η : M → R for all η ∈ g satisfying

1. X�η
= η� (in other words the Hamiltonian vector field associated to �η is the

vector field η� generated by the action of η ∈ g).
2. The �η are derived from a function � : M → g∗ via �η(m) = �(m)(η) for all

m ∈ M , η ∈ g.
3. The map � is G-equivariant, where G acts on g∗ via the coadjoint action.1

Remark 2.10 If G is abelian, then� being equivariant just means that� is invariant
under the G action.

Remark 2.11 The map � defined above is called a moment map for the action of
G on M .

Remark 2.12 We shall consider only actions of compact connected Lie groups,
although the definition of Hamiltonian actions may be extended to actions by non-
compact groups. In particular, the term “torus” refers to the compact connected
abelian group T ∼= U (1)n .

2.4 Uniqueness

The moment map is defined as
d�X = iX#ω.

In other words, �X is the Hamiltonian function generating the vector field X#.
We also require that � : M → g∗ is equivariant (where G acts on g∗ by the

coadjoint action).
As we have seen, moment maps for group actions preserving the symplectic struc-

ture do not always exist. Some conditions which guarantee their existence include

1If 〈, 〉 : g∗ × g → R is the natural pairing then for anyψ ∈ g∗ we define Adg∗ψ by 〈Adg∗ψ, X〉 =
〈ψ, Adg−1 X〉 for any X ∈ g. Hence, we get a map Ad∗ : G → GL(g∗), known as the coadjoint
action of G on g∗.
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2.4 Uniqueness 15

1. M is simply connected (because H 1(M,R) = 0, closed 1-forms are necessarily
exact).

2. Lie(G) is semisimple (for example G = SU (n)).

If G is abelian, the moment map is never unique, because it is always possible to
replace the moment map by an equivalent moment map by adding a constant to it,
and the new moment map is still equivariant. On the other hand, if G is semisimple,
adding a constant to the moment map produces a map that is no longer equivariant,
so in this case the moment map is unique.

For more details on conditions guaranteeing the existence of moment maps, and
other conditions guaranteeing uniqueness of moment maps, see [3, Chaps. 24–26].

We denote the set of Hamiltonian vector fields byH . There is an exact sequence

0 → R → C∞(M) → H → 0.

Here, the third arrow sends a function f to X f , theHamiltonian vector field associated
to f . A second exact sequence is

0 → H → S → H 1(M,R) → 0.

Here, S denote the set of symplectic vector fields (in other words X ∈ �(T M) is in
S if LXω = 0). They are associated with closed 1-forms, and Hamiltonian vector
fields are associated with exact 1-forms; hence, the quotient of the two is the first de
Rham cohomology group of M .
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Chapter 3
The Darboux–Weinstein Theorem

Informally, theDarboux–Weinstein theorem says that given any two symplecticman-
ifolds of the same finite dimension, they look alike locally. It states that around any
point of a symplectic manifold, there is a chart for which the symplectic form has a
particularly nice form. In this section, we give a proof of an equivariant version of
the theorem and look at some corollaries. We direct the reader to [1] or Sect. 22 of
[2] for more details.

Theorem 3.1 (Darboux–Weinstein) Suppose ω is a symplectic form on a manifold
M2n. Then for any x ∈ M there is a neighbourhood U of x and a diffeomorphism
φ : U → R

2n such that

φ∗
(∑

i

dqi ∧ dpi

)
= ω,

where q1, · · · , qn, p1, · · · , pn are the standard coordinates on R
2n.

An equivariant version of the Darboux–Weinstein theorem is as follows.

Theorem 3.2 (Equivariant Darboux–Weinstein) Suppose N ⊂ M is a submanifold
and ω0, ω1 are two closed 2-forms on M for which (ω0)|N = (ω1)|N . Then there is
a neighbourhood U of N and a diffeomorphism f : U → U such that

• f (n) = n for all n ∈ N ,

• f ∗ω1 = ω0.

Moreover, if � : G × M → M is an action on M by a compact group preserving
N and the symplectic forms ω0 and ω1, then f can be chosen to be equivariant with
respect to G. This means that f ◦ �g = �g ◦ f for all g ∈ G.

Before giving the proof of the theorem, we state an important example and a
corollary.
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18 3 The Darboux–Weinstein Theorem

Example 3.3 Let (M, ω1) be a symplectic manifold. Fix coordinates identifying a
neighbourhood of 0 in TmM with a neighbourhood of m in M . Since TmM is just a
vector space, it has a canonical symplectic form ω0.

Now consider a symplectic action by a compact group G on M . The fixed point
set of G is a symplectic submanifold of M .

If G fixes the point m, then the action of G on TmM is linear. The equivariant
Darboux theorem says that

• There is a coordinate system on a neighbourhood of m with respect to which ω0

is the standard antisymmetric form on a symplectic vector space and the action of
G is linear.

• φ∗ω1 = ω0.

In other words, there exist Darboux coordinates around m with respect to which
the action of G is linear.

Generalizing this example, we have the following.

Corollary 3.4 Suppose F ⊂ M is a submanifold that is fixed by an acting group G.
By the tubular neighbourhood theorem, there exists an open subset U of the normal
bundle ν(F) of F in M, containing the zero section of F, that embeds in M, and for
which G acts linearly on the fibres of ν(F). That is, Darboux coordinates may be
chosen near F for which the action of G is linear on the fibres of the normal bundle
to F.

We now give the proof of the equivariant Darboux–Weinstein theorem.

Proof This proof uses Moser’s method. Consider

ωt = (1 − t)ω0 + tω1.

For all t , ωt is closed since both ω0 and ω1 are. Since d(ω0 − ω1) = 0, we can find a
1-form β such that dβ = ω0 − ω1, in a neighbourhood of N . If N is a point, then we
can choose a contractible neighbourhood of N and the result is obvious. Otherwise,
we choose an equivariant family of maps φt : U → U such that

(a) φt fixes N
(b) φ0 : U → N , φ1 = id.
If X is a tubular neighbourhood of N identified with the normal bundle ν(N ),

then for x = (y, ν), y ∈ N , ν ∈ ν(N ), we have φt (y, ν) = tν.

Then for any form σ on M ,

φ∗
1σ − φ∗

0σ =
∫ 1

0

d

dt

(
φ∗
t σ

)
dt

=
∫ 1

0
φ∗
t (Lξtσ)dt

=
∫ 1

0
φ∗
t

(
diξtσ + iξt dσ

)
dt
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3 The Darboux–Weinstein Theorem 19

= I dσ + d Iσ

where we have defined a chain homotopy

I : 	∗(M) → 	∗−1(M)

with

Iσ =
∫ 1

0
φ∗
t

(
iξtσ

)
dt.

Choosing σ = ω0 − ω1, we see that dσ = 0 in some neighbourhood Y ⊂ N and

β = Iσ, σ = dβ.

It follows that β|Y = 0.
Since ωt |Y is non-degenerate for all t ∈ [0, 1], it follows that this is also true on

some suitably small neighbourhood of N . Then we can find a time-dependent vector
field ηt such that

iηtωt = β.

Note thatβ maybe chosen to be invariant underG and thus somay the time-dependent
vector field ηt .

Integrating the vector fields ηt gives a family of local diffeomorphisms ft with
f0 = id and

d

dt
ft (m) = ηt ( ft (m)).

Since the vector field ηt commutes with the action of G, the maps ft are G-
equivariant. Also (ηt )|Y = 0 and so ( ft )|Y = id. We then have

( f1)
∗ω1 − ω0 =

∫ 1

0

d

dt
( f ∗

t ωt )dt

=
∫

f ∗
t d(iηtωt )dt +

∫
f ∗
t (ω0 − ω1)dt

=
∫

f ∗
t d(−β)dt +

∫
f ∗
t (ω0 − ω1)dt

=
∫

f ∗
t (ω1 − ω0)dt +

∫
f ∗
t (ω0 − ω1)dt

= 0

Thus f1 is the desired equivariant diffeomorphism. �
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Chapter 4
Elementary Properties of Moment Maps

If a Lie group acts on a symplectic manifold preserving the symplectic form, it
is possible that each fundamental vector field is the Hamiltonian vector field of a
Hamiltonian function called the moment map which was defined in Definition2.9.

In this chapter, we describe elementary properties of moment maps. The layout
of the chapter is as follows. The first section (Sect. 4.1) outlines basic properties of
moment maps. The second section (Sect. 4.2) gives examples of moment maps. The
final section (Sect. 4.3) gives the normal form for a moment map.

4.1 Introduction

The following Proposition is immediate from the definition of a moment map.

Proposition 4.1 1. Let H
p→ G be a homomorphism of Lie groups, and let

p∗ : g∗ → h∗

be the obvious projection. Suppose G acts on M in a Hamiltonian fashion.
Then the induced action of H on M is also Hamiltonian, with moment map
�H = p∗ ◦ �G .

2. In particular, this applies if H is a Lie subgroup of G and p is the inclusion map.
3. If M1 and M2 are two symplectic manifolds equipped with Hamiltonian actions

of G, with moment maps �1 : M1 → g∗ and �2 : M2 → g∗, then the induced
action on M1 × M2 is also Hamiltonian with moment map �1 + �2.

4. If G and H both act on M in a Hamiltonian fashion with moment maps �G and
�H and these actions commute, then G × H acts on M and the moment map is
�G ⊕ �H : M → g∗ ⊕ h∗.

Remark 4.2 Two flows (coming from group actions) commute if and only if the
vector fields commute. This happens if and only if the Hamiltonian functions Poisson
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22 4 Elementary Properties of Moment Maps

commute. So two flows each generating U (1) actions fit together to form a U (1) ×
U (1) action if and only if their moment maps Poisson commute.

Proposition 4.3 ([1]) Let � : M → g∗ be a moment map so d�m : TmM → g∗,
f or all m ∈ M. Then Im(d�m)⊥ = Lie(Stab(m)) where ⊥ denotes the annihilator
under the pairing g∗ ⊗ g → R.

Proof We have
iY #ω = d�Y .

Thus Y annihilates all ξ ∈ Im(d�m) if and only if Y ∈ Lie(Stab(m)). �

Corollary 4.4 Zero is a regular value of � if and only if Stab(m) is finite for all
m ∈ �−1(0). In this situation, �−1(0) is a manifold and the action of G on it is
locally free.

Example 4.5 Let T be a torus acting on M , and let F ⊂ MT be a component of the
fixed point set. Then for any f ∈ F we have d� f = 0 so �(F) is a point.

Proposition 4.6

• If H ⊂ G are two groups acting in aHamiltonian fashion on a symplecticmanifold
M, then�H = π ◦ �G where π : g∗ → h∗ is the projection map. In other words if
X ∈ h then�H (m)(X) = �G(m)(X) for anym ∈ M.One example that frequently
arises is the case when H = T is a maximal torus of a compact Lie group G.

• More generally, if f : H → G is a Lie group homomorphism, and the two groups
G and H act in a Hamiltonian fashion on a symplectic manifold M, in such a
way that the action is compatible with the homomorphism f , then μH = f ∗ ◦ μG

where f ∗ : g∗ → h∗ is induced from the homomorphism f . (The previous case is
the special case where f is the inclusion map.)

• If two symplectic manifolds M1 and M2 are acted on in a Hamiltonian fashion by
a group G with moment maps �1 and �2, then the moment map for the diagonal
action of G on M1 × M2 with the product symplectic structure is �1 + �2.

4.2 Examples of Moment Maps

Example 4.7 Consider the space M = R
2 = {(p, x)}. A symplectic form is defined

on M by
ω = dx ∧ dp.

This space is phase space for one degree of freedom. The variables x and p denote
position and momentum, respectively.

The additive group R acts on R
2 by t.(p, x) �→ (p, x + t). where t ∈ R. This

action preserves ω. The vector field generated by it is X := ∂
∂x . So
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4.2 Examples of Moment Maps 23

iX (dx ∧ dp) = dp

and the moment map for the action of R on phase space is

�(x, p) = p.

Ageneral principle in physics—Noether’s theorem—specifies that for any symmetry
group of a physical system, there is a conserved quantity. The conserved quantity
corresponding to symmetry under translation is linear momentum. The conserved
quantity corresponding to symmetry under rotation is angular momentum.

Example 4.8 Consider the space

M = R
6 = {(p1, p2, p3, x1, x2, x3)}.

Define p̄ = (p1, p2, p3) and x̄ = (x1, x2, x3). We will examine the Hamiltonian
flow of the function

�(x̄, p̄) = x̄ × p̄

where x̄ × p̄ is the cross product

x̄ × p̄ =
∑

i, j,k

εi jk x j pk êi

where {ê j | j = 1, 2, 3} is the standard basis of R3. Here ε123 = 1, ε213 = −1 (and
cyclic permutations) and εi jk = 0 if any two of i, j , k are equal. So

d�êi =
∑

i, j,k

εi jk(dx j pk + x jdpk)

Then
i ∂

∂xi
ω = dpi ,

i ∂
∂pi

ω = −dxi .

So

Xêi =
∑

j,k

εi jk

(
p j

∂

∂pk
+ x j

∂

∂xk

)

This is the vector field generated by the action of êi ∈ so(3) on R
6.

Example 4.9 Let U (n) act on C
n by component-wise multiplication of complex

numbers. Since u(n) ∼= R
n , φ : Cn → R

n . For X ∈ Lie(U (n)) and

z = (z1, . . . , zn) ∈ C
n,
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24 4 Elementary Properties of Moment Maps

the moment map for this action is

�(z)(X) = 1

2π
zT Xz

= 1

2π

n∑

i, j=1

zi Xi j z j .

Example 4.10 LetU (n) act onCPn−1 via its action onCn . The moment map is then

�(z1, . . . , zn)(X) = 1

2π |z|2
(
zT Xz

)
.

This will follow from the previous example once we have introduced symplectic
quotients in Chap. 6. This tells you themomentmap for any linear action of a compact
group G on C

n or CPn−1.

Example 4.11 Let V be a complex vector space with an action of a torus T . Recall
the weight lattice 	W = Hom(T,U (1)). (For more information see Chap.11 and
Appendix.) Decompose

V = Cλ1 ⊕ . . . ⊕ Cλn

where T acts on Cλ j via the weight exp(2π iλ j ) : T → U (1), where λ j : t → R

sends the kernel of the exponential map to Z.

Example 4.12 (a) The moment map �λ for action of T on Cλ:

p j : u(1)∗ → t∗.

The map �λ(z) is the composition of �U (1) : C → R, defined by

�U (1)(z) = |z|2
2

with p j : R → t∗ given by
p j (s) = sλ j .

So

� j (z) = −1

2
|z|2λ j .

(b) The moment map for the action of T on ⊕ jCλ j is

� =
∑

j

�λ j
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�(z1, . . . , zn) = −1

2

∑

j

|z j |2λ j

(c) The moment map for action of U (1) on C
n is

�(z1, . . . , zn) = −1

2

∑

j

|z j |2.

Example 4.13 SU (2) action on (CP1)N

For SU (2) acting on CP1 = S2 ⊂ R
3, the moment map is the inclusion map

� = i : S2 → R
3.

For SU (2) action on (CP1)N , the moment map is

�(z1, . . . , zN ) = z1 + . . . + zN .

4.3 The Normal Form Theorem

We denote by Mred the reduced space (or the symplectic quotient) φ−1(0)/G and
by ωred, the symplectic form on Mred. (The symplectic quotient and its symplectic
form will be defined in Chap.6.) There is a neighbourhood of �−1(0) on which
the symplectic form is given in a standard way related to the symplectic form ωred

on Mred (see, for instance, Sects. 39–41 of [2]). Before stating the theorem, recall
that a connection on a principal G-bundle is a Lie algebra-valued 1-form, i.e., if θ

is a connection on a principal G-bundle P , then θ ∈ �1(P) ⊗ g. Also, denote by
i : Mred → M the inclusion map. We now state the follows.

Proposition 4.14 ([2, Proposition 40.1] (Normal form theorem)) Assume 0 is a
regular value of � (so that �−1(0) is a smooth manifold and G acts on �−1(0)
with finite stabilizer). Then there is a neighbourhood O ∼= �−1(0) × {z ∈ g∗, |z| ≤
ε} ⊂ �−1(0) × g∗ of �−1(0) on which the symplectic form is given as follows. Let

P
de f= �−1(0)

q→ Mred be the orbifold principal G-bundle given by the projection
map q : �−1(0) → �−1(0)/G, and let θ ∈ �1(P) ⊗ g be a connection for it. Let
ω0 denote the induced symplectic form on Mred, in other words q∗ω0 = i∗0ω. Then
if we define a 1-form τ on O ⊂ P × g∗ by τp,z = z(θ) (for p ∈ P and z ∈ g∗), the
symplectic form on O is given by

ω = q∗ω0 + dτ.

Further, the moment map on O is given by �(p, z) = z.
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26 4 Elementary Properties of Moment Maps

Corollary 4.15 Suppose that t is a regular value for the moment map for the Hamil-
tonian action of a torus T on a symplectic manifold M. Then in a neighbourhood of
g, all symplectic quotients Mt are diffeomorphic to Mt0 by a diffeomorphism under
which

ωt = ωt0 + (t − t0, dθ)

where θ ∈ �1
(
�−1(t0)

) ⊗ t is a connection for the action of T on �−1(t0).

Corollary 4.16 Suppose G acts in a Hamiltonian fashion on a symplectic manifold
M, and suppose 0 is a regular value for the moment map �. Then the reduced space
Mλ = �−1(Oλ)/G at the orbit Oλ fibres over M0 = �−1(0)/G with fibre the orbit
Oλ. Furthermore, if π : Mλ → M0 is the projection map, then the symplectic form
ωλ on �−1(Oλ)/G is given as ωλ = π∗ω0 + �λ where ω is the symplectic form on
M0 and �λ restricts to the standard Kirillov–Kostant–Souriau symplectic form on
the fibre. (See Chap.5.)
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Chapter 5
The Symplectic Structure on Coadjoint
Orbits

In this chapter, we explain why the orbit of the adjoint action on the Lie algebra
of a Lie group is symplectic, and define its symplectic form (the Kirillov–Kostant–
Souriau form). An example of an orbit of the adjoint action is the two-sphere, which
is an orbit of the action of the rotation group SO(3) on its Lie algebraR3. Background
information on Lie groups may be found in Appendix.

A Lie group G acts smoothly on its dual Lie algebra g∗ through the coadjoint
action. Given an element X ∈ g, it generates a vector field X � on g∗ whose value
at λ ∈ g∗ is X �

λ = [λ, X ], where by definition (X �)λ(Y ) = λ([X, Y ]) for Y ∈ g. It
follows that the tangent space to Oλ at λ is {[λ, X ] : X ∈ g}. We can give the
coadjoint orbit a symplectic structure by introducing the Kirillov–Kostant–Souriau
2-form, defined on Oλ by

ωλ(X �
λ, Y �

λ ) = −λ([X, Y ]).

This 2-form is indeed symplectic.

Theorem 5.1 Suppose λ ∈ g∗ and Oλ is the coadjoint orbit through λ. Then Oλ

carries a symplectic structure, ωλ, called the Kirillov–Kostant–Souriau form. This
was defined above. It satisfies

1. ωλ is preserved by the action of G.
2. ωλ is closed.
3. ωλ restricts to a non-degenerate form on the coadjoint orbit Oλ.
4. The moment map for the action of G on the orbit is given by the inclusion map

Oλ → g∗.

Proof We prove the four items in order:

1. Recall that for X ∈ g and g ∈ G we have that Adg−1,∗(X �) = (Adg(X))�. It fol-
lows that
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28 5 The Symplectic Structure on Coadjoint Orbits

(Ad∗
g−1ω)λ(X �, Y �) = ωAd∗

g−1λ
(Adg−1,∗(X �),Adg−1,∗(Y �))

= −Ad∗
g−1λ

([
Adg,∗(X),Adg,∗(Y )

])

= −Ad∗
g−1λ(Adg,∗[X, Y ])

= −λ([X, Y ])
= ωλ(X, Y ).

2. We have that
dωλ(X �, Y �, Z �) =

1

3

{
X �(ωλ(Y

�, Z �)) − Y �(ωλ(X �, Z �)) + Z �(ωλ(X �, Y �))
}
+

1

3

{
−ω([X �, Y �], Z �) + ω([X �, Z �], Y �) − ω([Y �, Z �], X �)

}
.

For the first bracket, by (1) it follows that (L X �ω)(Y �, Z �) = 0. Hence, by defi-
nition of the Lie derivative,

X �(ω(Y �, Z �)) = ω([X �, Y �], Z �) + ω(Y �, [X �, Z �]).

Applying the same argument to Y �(ω(X �, Z �)) and Z �(ω(X �, Y �)), and adding
shows that the first bracket vanishes. For the second bracket notice that

ωλ([X �, Y �], Z �) = ωλ([X, Y ]�, Z �) = −λ(
[[X, Y ], Z

]
).

Hence the second bracket becomes

λ([[X, Y ], Z ] + [[Z , X ], Y ] + [[Y, Z ], X ])

which vanishes by the Jacobi identity.
3. To show that ωλ is non-degenerate, consider an arbitrary element [X, λ] ∈ TλOλ

satisfying
λ([X, ·]) = 0.

Now, the elements of g whose infinitesimal generator vanishes at λ are precisely
the elements in gλ, the Lie algebra of the stabilizer of λ. Hence, we see that the
kernel of ωλ is gλ, the Lie algebra of the stabilizer of λ. But since TλOλ can be
identified with g/gλ it follows that ωλ is non-degenerate on TλOλ.

4. Let ι : Oλ → g∗ be the inclusion mapping. Then for Y ∈ g we have

ι∗([X, λ])(Y ) = [X, λ](Y )

= −λ([X, Y ])
= ωλ([X, λ], [Y, λ]).
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5 The Symplectic Structure on Coadjoint Orbits 29

Hence, by definition, the inclusion map is the moment map. �

If we write the above 2-form in terms of λ ∈ g∗, it is canonical; in other words,
it does not depend on a choice of inner product on g. However, it is often more
convenient to choose an inner product 〈·, ·〉 on g, to identify g∗ with g. Then, we
can work with the adjoint action rather than the coadjoint action. Once such an inner
product has been chosen, we can write the 2-form as

ωλ(X̂ , Ŷ ) = −〈λ, [X, Y ]〉.

This 2-form depends on the choice of inner product.

Remark 5.2 There is an inner product on G which is invariant under both left and
right multiplication. This inner product gives rise to an inner product on g which is
invariant under the adjoint action ofG. For simple Lie algebras, such an inner product
on g is unique up to multiplication by a constant. For semisimple Lie algebras, the
inner product is unique up tomultiplication by constants on all the simple factors.One
example of such an inner product is called the Killing form. For more information,
see [1].

Remark 5.3 Each Oλ is isomorphic to G/Z(λ) where Z(λ) is the centralizer of λ.
The centralizer will always include some maximal torus; however, for most λ, the
centralizer Z(λ) is just one maximal torus. For instance, if G = U (n) and λ is a
diagonal matrix with no equal eigenvalues, then the subgroup of G commuting with
λ is just T , the diagonal matrices U (1)n . For some λ, Z(λ) is larger, for instance, if
there are some equal eigenvalues.
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Chapter 6
Symplectic Reduction

6.1 Introduction

In the presence of a Hamiltonian action on a symplectic manifold, we may reduce
the size of the symplectic structure by quotienting out by the symmetries. When
and how we can do this is the primary subject of this chapter. Sufficient conditions
are described by the theorem of Marsden–Weinstein and Meyer. The rest of the
chapter is devoted to studying various equivalent definitions of symplectic quotients
(Sect. 6.2), the shifting trick (Sect. 6.3), the structure of symplectic quotients by
subgroups (Sect. 6.4) and finally constructing symplectic cuts (Sect. 6.5), which will
be a useful tool in later chapters. Many of the results and proofs found in this chapter
rely on Ana Cannas da Silva’s book [1].

Let us start by recalling some standard definitions and results on smoothmanifolds
which are covered for instance in Lee’s book on smooth manifolds [2].

Definition 6.1 A smooth map f : M → N is said to be transverse to a submanifold
S ⊂ N when for every x ∈ f −1(S) the tangent space T f (x)N is spanned by the
subspaces T f (x)S and d fx (TxM).

Theorem 6.2 If f : M → N is a smooth map which is transverse to an embedded
submanifold S ⊂ N, then f −1(S) is an embedded submanifold of M with codimen-
sion in M equal to that of S in N. In particular, if S = {y} for a regular value y
of f then f −1(S) is an embedded submanifold of M with codimension equal to the
dimension of N .

Regular level sets provide a wealth of examples of embedded submanifolds and we
might hope that by considering certain functions on a symplectic manifold (M, ω)

the regular levels with inherit a natural symplectic structure. If (M, ω) comes with a
HamiltonianG-action, then the regular levels of the moment map are a useful subject
of study. However, because the moment map is constant on the orbits it follows that
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32 6 Symplectic Reduction

the restriction of ω to a regular level will be degenerate along any direction which is
also tangent to the orbit,

ιX# i∗ω = −i∗(dμX ) ≡ 0 ∀ X# ∈ Tx (G · x)
⋂

Tx
(
μ−1(ξ)

)
.

On each tangent space Txμ−1(ξ), we can remove the degeneracies of the linear
form i∗ωx by quotienting out the infinitesimal symmetries. Then we hope that i∗ωx

will push forward to a non-degenerate linear form on this quotient space. As the
infinitesimal symmetries are the tangent vectors to the G-orbits, we can hope that
the action of G will extend this fibrewise notion to a global one. To pursue this
approach, we must first recall some definitions and results surrounding principal
bundles [3].

Definition 6.3 An action G
ψ−→ Diff(M) by a Lie group G on a smooth manifold

M is said to be free if the stabilizer of every point is trivial and is said to be locally
free if the stabilizer of every point is finite. The action is said to be proper when the
map G × M → M × M by (g, x) �→ (ψg(x), x) is a proper map. Note that if G is
assumed to be compact then the action is automatically proper.

Definition 6.4 (Fibre Bundles) A fibre bundle is a map p : M → B of smooth man-
ifolds which is locally a projection, that is, there is an open covering of B by sets
Ui and diffeomorphisms φi : p−1(Ui ) → Ui × E so that p : p−1(Ui ) → Ui is the
composition of φi with the projection onto the first factor. The spacesM , B and E are
called the total space, base space and typical fibre of the fibre bundle (p : M → B),
respectively, and we refer to the preimages of points p−1(y) as the fibres. On any
fibre bundle, there is a natural short exact sequence of vector bundles obtained by
differentiating the map p, and the kernel of T p is the canonically defined vertical
bundle which we denote by V M = ker T p,

0 V M TM
Tp

p∗T B 0 .

Definition 6.5 (Principal Bundles) A principal G-bundle with structure group G is
a fibre bundle p : M → B with a right action of G on the total space which is also
free and transitive on the fibres, that is

∀x ∈ M g ∈ G g · x ∈ p−1(p(x))

∀x ∈ M g · x = x ⇒ g = 1

∀x, y ∈ M p(x) = p(y) ⇒ ∃g ∈ G g · x = y.

The fibres of the bundle are therefore diffeomorphic to G and so the base B may be
identified with the orbit space M/G.

Proposition 6.6 If a Lie group G acts freely and properly on a manifold M, then
the orbit space M/G is a smooth manifold and the orbit map p : M → M/G is a
principal G-bundle.
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6.1 Introduction 33

Definition 6.7 (Horizontal and basic forms) A horizontal form on a fibre bundle is a
differential form on the total space such that the contraction with any vertical vector
field vanishes. A basic form on a principal bundle is an invariant horizontal form.

�k
hor(p : M → B) =

{
α ∈ �k(M)

∣∣∣ιXα ≡ 0 ∀X ∈ V M
}

�k
bas(p : M → B,G) =

{
α ∈ �k

hor(p : M → B)

∣∣∣ψ∗
gα = α ∀g ∈ G

}
.

The reason for considering basic forms on principal bundles is that they are precisely
those forms on the total space that can be pushed forward to the base.

Proposition 6.8 Every basic k-formα ∈ �k
bas(P)onaprincipal G-bundle p : M →

B determines a unique k-form p∗α ∈ �k(B)which is a pushforward of α in the sense
that p∗ p∗α = α. Moreover, if α is closed then so is the pushforward p∗α.

Wenowhave all the tools tomake precise our vague description of quotienting regular
levels to obtain a symplectic structure. Before doing so in generality we exhibit the
basic idea through the example of the usual U (1) action on C

n+1.

Example 6.9 (Fubini–Study structure on complex projective space) Consider the
complex vector space C

n+1 with coordinates (z0, . . . , zn) along with the standard
symplectic structure and the usual Hamiltonian action ofU (1)with associated vector
field ∂θ and moment map μ,

ω = 1

2i

n∑

j=0

dz j ∧ dz̄ j , ∂θ =
n∑

j=0

i
(
z j∂z j − z j∂z j

)
μ(z) = 1

2
‖z‖2.

Any nonzero level of μ is a codimension 1 sphere and we denote by

i : S2n+1 ↪→ C
n+1

the inclusion of the unit sphere μ−1(1/2). We can represent the restriction of ω to
S2n+1 explicitly as a 2-formwhich vanishes on the normal bundle NS2n+1 and agrees
with ω on vectors tangent to S2n+1; to this end consider the 2-form ω + dμ ∧ dθ .
Showing that this 2-form vanishes on the normal bundle amounts to checking that it
vanishes on the global Euler vector field ∂e which generates NS2n+1. See (6.1) for
the definition of this vector field.

ι∂edμ ≡ 1 � ∂e =
n∑

j=0

(z j∂z j + z j∂z j ) ι∂eω =
n∑

j=0

z j d z̄ j − z̄ j dz j
2i

(6.1)

= −‖z‖2dθ = −dθ.

Since dθ vanishes on ∂e, it follows that ι∂e(dμ ∧ dθ) = −dθ = −ι∂eω and so
ι∂e(ω + dμ ∧ dθ) = 0 as desired. On the other hand ω + dμ ∧ dθ agrees with ω
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34 6 Symplectic Reduction

whenever contracted with a vector field tangent to S2n+1. Indeed ι∂θ
ω = ιX#ω =

−dμX = −Xdμ = −dθ(∂θ )dμ = dμ ∧ dθ . Locally complete ∂e, ∂θ to a basis so
that the dμ ∧ dθ vanishes for tangent vectors orthogonal to the orbits.

The 2-form ω + dμ ∧ dθ is certainly closed but fails to be symplectic when
restricted to S2n+1 since ∂θ is tangent to S2n+1 but as we have already seen ι∂θ

(ω +
dμ ∧ dθ) = 2dμ and dμ vanishes on T S2n+1 = ker dμ by definition. This makes
ω + dμ ∧ dθ a horizontal form for the principal U (1)-bundle

p : S2n+1 → CPn,

and since both ω and dμ ∧ dθ are U (1)-invariant ω + dμ ∧ dθ is in fact basic. We
therefore have a well-defined pushforward of ω + dμ ∧ dθ to the base CPn which
we denote by ωFS .

The closed 2-formωFS is in fact symplectic since by definitionwehave ιp∗XωFS =
ιX (ω + dμ ∧ dθ) and the latter vanishes if and only if X is a multiple of ∂θ in which
case p∗X is zero. The resulting symplectic structure (CPn, ωFS) is called the Fubini–
Study structure on complex projective space and realizing it as above allows us to
express it in coordinates as below:

Example 6.10

p∗ωFS = 1
1
2‖z‖2

(ω + dμ ∧ dθ) = 1

i‖z‖2
( n∑

j=0

dz j ∧ dz̄ j
)

(6.2)

− 1

4i‖z‖4
(( n∑

j=0

z jd z̄ j + z̄ j dz j
) ∧ ( n∑

k=0

z̄kdzk − zkdz̄k
))

= 1

i‖z‖4
n∑

k=0

∑

j =k

(
z j z̄ j dzk ∧ dzk − z j z̄kdzk ∧ dz̄ j

)
.

6.2 Symplectic Quotients

For this section, let us fix a connected symplectic manifold (M, ω) equipped with a
Hamiltonian action of a compact and connected Lie group G having moment mapμ.
As in our example in the previous section we will want to consider the restriction of
ω to a regular level of μ and then remove the degeneracies by pushing forward to the
space ofG-orbits. The latter step is essentially a fibrewise notion and it will be useful
to isolate the linear version of this process after recalling some basic definitions from
linear symplectic spaces.

Definition 6.11 Let (V,�) be a symplectic vector space and F ⊂ V a subspace.
The symplectic orthogonal or symplectic annihilator of F is the subspace
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F� = {v ∈ V : �(v, u) = 0 ∀u ∈ F} .

The subspace F is said to be isotropic if F ⊂ F� and coisotropic if F� ⊂ F . Lastly,
we say that F is a Lagrangian subspace if it is both isotropic and coisotropic; in
other words, if it is equal to its symplectic orthogonal F = F�.

Lemma 6.12 (Linear reduction) Suppose F is a subspace of a symplectic vector
space (V,�) with inclusion I : F → V . Denote by P the projection of F onto the
quotient F = F/(F ∩ F�). Then there exists a unique linear symplectic form �F

on F satisfying P∗�F = I ∗�.

Proof The pullback relation forces us to define �F as follows and, in particular,
uniqueness is immediate,

�F ([u], [v]) = �(u, v) u, v ∈ F.

We can check that �F is well-defined one argument at a time in which case this
follows from the universal property of the kernel since �F is defined on equivalence
classes modulo ker I ∗� = F� ∩ F . It is clear that �F is bilinear. The fact that �F

is symplectic is again a result of the universal property of the kernel but we can also
see this explicitly; for any [u] ∈ F we have

�F ([u], F) = 0 ⇒ �(u, F) = 0 ⇒ u ∈ F� ⇒ [u] = 0. �

Unlike in our example, it is possible that the action ofGmaynot preserve the levels
ofμ; so to obtain our principal bundle, we therefore consider the action of subgroups
which do preserveμ−1(ξ). Equivariance ofμ implies that those elements ofG which
do preserve μ−1(ξ) are precisely those that fix ξ under the coadjoint action. So the
largest possible subgroup which acts on the level μ−1(ξ) is the coadjoint stabilizer
Gξ of ξ . This means that we can at best remove the degenerate directions which are
tangent to the orbit of Gξ . Thankfully the following lemma ensures that this will be
enough to recover a non-degenerate form from i∗ω.

Lemma 6.13 For any point x ∈ μ−1(ξ), the symplectic orthogonal of the tangent
space toμ−1(ξ) at any x ∈ μ−1(ξ) is the tangent space to the entire G-orbit through
x. Moreover, the intersection of these subspaces in Txμ−1(ξ) is precisely the tangent
space to the Gξ orbit through x:

(
Txμ

−1(ξ)
)ωx = Tx (G · x) Tx

(
μ−1(ξ)

)⋂
Tx (G · x) = Tx

(
Gξ · x) .

It follows from Lemma6.12 that there is a family of uniquely determined (linear)
symplectic forms ω

ξ
x on the quotients Txμ−1(ξ)/Tx (Gξ · x).

Proof The statement of the lemma amounts to the following equalities:
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ker(i∗ωx ) =Tx
(
μ−1(ξ)

) ∩ (
Txμ

−1(ξ)
)ωx

=Tx
(
μ−1(ξ)

) ∩ Tx (G · x)
=Tx (Gξ · x).

The first is straight from the definition and the second can be verified by showing
that ker(Txμ) = (TxG · x)ωx . Indeed, since μ is a moment map, we have for any
Yx ∈ TxM

〈(Txμ)Yx , X〉 = ιY dμX
x = ωx (X

#
x ,Yx ) ∀X ∈ g.

So (Txμ)Yx vanishes if and only if Yx is ωx -orthogonal to the span of the X#
x , which

is to say that Tx (μ−1(ξ)) = (TxG · x)ωx and taking the symplectic orthogonal of
both sides yields the equality. The last equality can be checked by writing out the
intersection in terms of the infinitesimal action and using equivariance of Txμ,

Txμ
−1(ξ) ∩ Tx (G · x) = {

X#
x | 0 = Txμ(X#) = ad∗

Xξ
}

(6.3)

=
{
X#

x | Ad∗
exp Xξ = ξ

}
(6.4)

= {
X#

x | X ∈ gξ

}
. (6.5)

�

Now we are ready to present the main result of this chapter.

Theorem 6.14 (Symplectic reduction at a regular level) Let (M, ω) be a connected
symplectic manifold endowed with a Hamiltonian action of a connected Lie group G
having moment map μ. For a point ξ ∈ g∗ let i : μ−1(ξ) → M denote the inclusion,
and Mξ the orbit space μ−1(ξ)/Gξ with corresponding projection p : μ−1(ξ) →
Mξ . If ξ is a regular value of μ and Gξ acts freely and properly on μ−1(ξ), then
there is a unique symplectic structure ωξ on Mξ satisfying p∗ωξ = i∗ω.

Proof Since ξ is assumed to be a regular value, the levelμ−1(ξ) is a smooth subman-
ifold of M with codimension k = dimG and requiring the action of Gξ onμ−1(ξ) to
be free and proper ensures the orbit mapping is a principal Gξ -bundle. Then for any
x ∈ μ−1(ξ), we have short exact sequences induced by the inclusion and projection:

0 Tx (Gξ · x) Txμ−1(ξ)
Tx p

Tp(x)Mξ 0

0 Txμ−1(ξ)
Tx i

TxM
Txμ

Tμ(x)g
∗ 0.

Now the pullback i∗ω is a smooth closed 2-form on μ−1(ξ) and by our lemma on
linear reduction, (i∗ω)x vanishes precisely on Tx (Gξ · x). So i∗ω is a closed basic 2-
form onμ−1(ξ) since it vanishes on the vertical bundle and Gξ -equivariance follows
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from G-equivariance of ω and i . Therefore, there exists a unique pushforward to a
closed 2-form ωξ on the base,

ωξ ∈ �2(Mξ ) p∗ωξ = i∗ω.

This proves the uniqueness claim since any symplectic form on Mξ satisfying the
pullback relation is necessarily the pushforward of i∗ω. For existence, it remains only
to verify that ωξ is in fact symplectic which amounts to verifying non-degeneracy
in the fibres. This too follows from the linear reduction lemma since (ωξ )p(x) is
the pushforward of the linear form (i∗ω)x to the quotient of Tx

(
μ−1(ξ)

)
by its

kernel. �

6.3 Reduction at Coadjoint Orbits and the Shifting Trick

Equivariance of the moment map led us to consider the action of the coadjoint
stabilizer on a regular level instead of the action of the entire group G. On the other
hand, it follows from the equivariance ofμ that we can consider an action of the entire
group G if we are willing to enlarge the level ξ to the preimage of its entire coadjoint
orbit Oξ . The following lemma shows us that the sufficient conditions to form the
symplectic quotient (Mξ , ωξ ) as in the previous section are enough to ensure the
action of G on μ−1(Oξ ) defines a principal G-bundle pOξ

: μ−1(Oξ ) → MOξ .

Lemma 6.15 If the coadjoint orbit Oξ contains a single regular value of μ, then
every point in Oξ must be a regular value of μ. In this case, the moment map is
transverse to the coadjoint orbit and hence μ−1(Oξ ) is a smooth submanifold of M
of codimension equal to the codimension of Gξ in G.

Proof Assume a point ξ ∈ Oξ is a regular value of μ so that Txμ is surjective for
all x ∈ μ−1(ξ). By definition TxμX = ωx (X#, ·) for any X in the Lie algebra and
x ∈ M . This means that since we are assuming Txμ is surjective, X# = 0 for all X .
This implies that for x ∈ μ−1(ξ) the stabilizer must be discrete:

Ann(gx ) = ImTxμ = g∗ ⇔ gx = {0}.

Now for any η ∈ Oξ we have some g ∈ G with η = Ad∗
gξ . Then the stabilizer for any

point y ∈ μ−1(η) is conjugate to the stabilizer of g−1 · y ∈ μ−1(ξ) which we know
to be discrete. Therefore, the stabilizers Stab(y) are discrete for every y ∈ μ−1(η)

and so their Lie algebras are trivial in g. It follows that Tyμ is surjective for every
y ∈ μ−1(η), and hence η is also a regular value. Since η was arbitrary we conclude
that the entire coadjoint orbit must consist of regular values of the moment map. �

Lemma 6.16 The action of Gξ on μ−1(ξ) is free if and only if the action of G on
μ−1(Oξ ) is free.
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Proof (⇒) Given x ∈ μ−1(Oξ ) let η = μ(x) and take any g ∈ G so that η = Ad∗
gξ .

If some h ∈ G fixes x then by applying μ we see right away that h must belong to
the coadjoint stabilizer of η which is necessarily conjugate to that of ξ :

η = μ(x) = μ(h · x) = Ad∗
hη h ∈ Gη = gGξg

−1.

So we may write h = gh0g−1 for some h0 ∈ Gξ which must fix g−1 · x . Now from
the equivariance ofμwe see that g−1 · x ∈ μ−1(ξ) and because the action of Gξ was
assume to be free it follows that h0 and therefore also h must be the identity element
in G.

The other direction (⇐) is trivial. �

So under the assumptions of Theorem6.14, the action of G on the preimage of
the coadjoint orbit defines a principal G-bundle which we denote along with the
inclusion of the preimage as below:

iOξ
: μ−1(Oξ ) ↪→ M pOξ

: μ−1(Oξ ) → MOξ .

We might hope that i∗Oξ
ω is a basic form so that we may push it forward to a

symplectic form MOξ ; however, this is not the case since it fails to vanish on the
vertical bundle. Indeed for any point x ∈ μ−1(Oξ ) and vertical vectorw ∈ ker Tx pOξ

we want to consider ωx (w, v) for an arbitrary v tangent to μ−1(Oξ ) at x . The tangent
vectors v and w are described as follows. Let x ∈ M for which μ(x) = η. Then

Tx

(
μ−1(Oξ )

)

x

= (Txμ)−1(TηOξ )

= (Txμ)−1
{
XAd∗

η = ad∗
Xη, X ∈ g

}

= {
v ∈ TxM | ∃Xv ∈ g s.t. Txμ(v) = ad∗

Xv
μ(x)

}

ker Tx pOξ
= Tx (G · x)
= {

w ∈ TxM | ∃Xw ∈ g s.t. w = (Xw)#x
}
.

We see then that while ιwωx need not vanish on Txμ−1(Oξ ) it is controlled by the
canonical 2-form ωKK S ∈ �2(g∗). Let 〈·, ·〉 be the canonical pairing of T ∗M and
T M , where 〈α, X〉 = α(X) for α ∈ T ∗

x M and X ∈ TxM .

ωx (w, v) = − 〈Txμ(v) | Xw〉
= − 〈ad∗

Xv
η | Xw〉

= 〈η | adXv Xw〉
= 〈η | [Xv, Xw]〉
= ωKK S

η (ad∗
Xv

η, ad∗
Xw

η)

= (μ∗ωKK S)x (v,w).
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Now μ∗ωKK S is G-invariant as μ is equivariant and ωKK S is invariant under the
coadjoint action. Therefore, the difference ω − μ∗ωKK S is a closed invariant 2-
form and we have shown that by restricting to μ−1(Oξ ) we obtain a basic 2-form
i∗Oξ

(
ω − μ∗ωKK S

)
. Define ωOξ to be the pushforward of this basic 2-form to MOξ ,

so that
p∗
Oξ

ωOξ = i∗Oξ

(
ω − μ∗ωKK S

)
.

The pushforward ωOξ vanishes only on (pOξ
)∗X for which ιXω = ιXμ∗ωKK S and

this holds only for those X tangent to theG-orbits, that is, when X is a vertical vector
field and hence (pOξ

)∗X = 0. Thus ωOξ is non-degenerate and therefore defines a
symplectic structure (MOξ , ωOξ ) which we could also call a symplectic quotient.
There is a natural diffeomorphism from MOξ onto Mξ , and we should hope that this
is also an isomorphism of the symplectic structures. Before investigating this, we
construct a third possible candidate for the symplectic quotient.

Consider M × Oξ with the skewed-product symplectic structure ν = ω ⊕
(−ωKK S) so that the component-wise action of G is Hamiltonian with moment
map �(x, η) = μ(x) − η. Then �−1(0) = {

(x, η) ∈ M × Oξ |μ(x) = η
}
is equiv-

ariantly diffeomorphic toμ−1(Oξ ); we refer to� as the shifted moment map since it
is effectively shiftingμ so as to vanish onμ−1(Oξ ). The conditions to form the sym-
plectic quotient (Mξ , ωξ ) as in Theorem6.14 are sufficient to form the symplectic
quotient at the zero level of � as the following lemma shows.

Lemma 6.17 (“Shifting trick”) If ξ is a regular value for μ and Gξ acts freely and
properly onμ−1(ξ), then zero is a regular value for� and G acts freely and properly
on �−1(0).

Proof If Gξ acts freely on μ−1(ξ), then Gη must act freely on the level μ−1(η) for
any η ∈ Oξ since the stabilizers are conjugate. Now for any point p ∈ �−1(0) we
may write p = (x, μ(x)) for η = μ(x) ∈ Oξ . Suppose some g ∈ G fixes p so that

(g · x,Ad∗
gη) = g · p = p = (x, η).

It follows from equality in the second component that g ∈ Gη but then since the
action of Gη on μ−1(η) is free the equality in the second component must force g
to be the identity element. We conclude that G acts freely on �−1(0) and zero is
therefore also a regular value of �. �

So under the hypothesis of Theorem6.14, we have three candidates for the sym-
plectic quotient to consider:

(
Mξ , ωξ

) (
MOξ , ωOξ

) (
(M × Oξ )

0, ν0
)
.

and the following proposition ensures that these are all naturally isomorphic to one
another.
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Proposition 6.18 There are canonical symplectomorphisms between the three sym-
plectic quotients constructed above.

Proof The natural inclusion of μ−1(ξ) into μ−1(Oξ ) descends to a smooth map φ :
Mξ → MOξ . The graph of the moment map provides an equivariant diffeomorphism
of μ−1(Oξ ) onto �−1(0). Consider the graph of μ when restricted to μ−1(Oξ ) and
denote it by Gr(i∗Oξ

μ) = i∗Oξ
(IdM × μ). This is necessarily an injection since it is

injective in the first component and equivariant since both the inclusion and moment
map are. Therefore, Gr(i∗Oξ

μ) factors through an equivariant diffeomorphism γξ onto
its image which we see below is the zero level of the shifted moment map �:

Im
(
Gr(i∗Oξ

μ)
)

= {
(x, μ(x)) ∈ M × Oξ | x ∈ μ−1(Oξ )

}

= {
(x, η) ∈ M × Oξ | μ(x) = η ∈ Oξ

}

= �−1(0)

Gr(i∗Oξ
μ) = i0 ◦ γξ

An equivariant diffeomorphism between principal G-bundles γξ descends to a dif-
feomorphism ψ on the orbit spaces. Similarly, the natural inclusion on μ−1(ξ) into
μ−1(Oξ ) descends to an injective immersion φ on the orbit spaces. All of this is
summarized in the following commutative diagram:

M M × Oξ

μ−1(ξ)

pξ

jξ

iξ

μ−1(Oξ )

pOξ

Gr(i∗Oξ
μ)

iOξ

∼
γξ

�−1(0)

p0

i0

Mξ
∼
φ

MOξ ∼
ψ

(M × Oξ )
0.

It is straightforward to verify that φ is surjective and hence a diffeomorphism. To see
that φ is a symplectomorphism, we establish the following:

p∗
ξ φ

∗ωOξ = j∗ξ p
∗
Oξ

ωOξ

= j∗ξ i
∗
Oξ

(
ω − μ∗ωKK S

)

= i∗ξ ω − (μ ◦ iξ )
∗ωKK S.

The first equality follows from commutativity of the diagram, the second uses the
pushforward property defining ωOξ and the third is just a composition of inclusions.
Moreover, the pullback (μ ◦ iξ )∗ωKK S must vanish becauseμ is constant onμ−1(ξ).
Hence, the pullback φ∗ωOξ satisfies the universal property defining ωξ and so by
uniqueness they must coincide:
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p∗
ξ φ

∗ωOξ = i∗ξ ω ⇒ φ∗ωOξ = ωξ .

We similarly verify that ψ is a symplectomorphism by showing that ψ∗ν0 satisfies
the universal property defining ωOξ . This is established by the following string of
equalities using commutativity of the diagram, the factorization Gr(i∗Oξ

μ) = i0 ◦ γξ

and the definition of ν,

p∗
Oξ

ψ∗ν0 = γ ∗
ξ p∗

0ν
0

= γ ∗
ξ i

∗
0ν

= (iOξ
⊕ μ ◦ iOξ

)∗(ω ⊕ −ωKK S)

= i∗Oξ
ω − (μ ◦ iOξ

)∗ωKK S

= i∗Oξ

(
ω − μ∗ωKK S

)
. �

Corollary 6.19 For any two points ξ and η in the same coadjoint orbit, there is a
natural isomorphism of the symplectic quotients (Mξ , ωξ ) ∼= (Mη, ωη).

Proof Both are isomorphic to (MOξ =Oη , ωOξ =Oη ). �

Remark 6.20 Whenever we can form the symplectic quotient μ−1(ξ)/Gξ , we may
choose instead to work with the symplectic quotient at the zero level of the shifted
moment map �. We may always assume that our symplectic quotients are formed
at the zero level of the moment map, and in particular are G-orbit spaces. Unless
specified otherwise, the symplectic quotients in the rest of the section are assumed
to be taken at the zero level of the given moment map.

6.4 Reduction in Stages

Assume that in addition to the Hamiltonian action of a connected compact Lie group
G on the connected symplectic manifold (M, ω) with moment map μG we have a
Lie subgroup H of G. Then there is an induced Hamiltonian action of H on M with
moment map given by projecting μG onto h∗. If we form the symplectic quotient at
a regular level of this projected moment map, it may carry some residual symmetry
from the original G-action.

Consider the natural short exact sequence associated with the inclusion j : H →
G of a normal Lie subgroup H of G. Differentiating and then dualizing, this gives
two more short exact sequences as below:
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0 H
j

G
q

G/H 0

0 h
J

g
Q

(g/h) 0

0 h∗ g∗J ∗
(g/h)∗

Q∗
0

The action of H on M has moment map μH = J ∗ ◦ μG and if we assume that zero
is a regular level for μH on which H acts freely then we may form the symplectic
quotient which wewill denote by (MH = μ−1

H (0)/H, ωH ). The kernel of J ∗ consists
of those ξ ∈ g∗ such that for every X ∈ h the pairing 〈J ∗ξ, X〉 = 〈ξ, J X〉 vanishes.
Identifyingh as a subspace ofgvia the linearmap J , thismeans that ker J ∗ = Ann(h).
Now conjugation by G preserves the normal subgroup H , and therefore the adjoint
action of G preserves the Lie subalgebra h ⊂ g. If follows that G preserves the
annihilator of h and therefore also the zero level of μH

μ−1
H (0) = μ−1

G (ker J ∗) = μ−1
G (Ann

(
h)

)
.

Normality of H implies furthermore thatG preserves the H -orbits and therefore acts
on the orbit space MH in such a way that pH is equivariant. Finally, this action on
MH clearly reduces to an action of the quotient group G�H which we will see is
Hamiltonian.

Proposition 6.21 Let MH be the symplectic quotient with principal H-bundle de-
noted by pH : μ−1

H (0) → MH and the inclusion of the zero level by

iH : μ−1
H (0) → M.

There is a naturalHamiltonian action of the quotient groupG/H on MH withmoment
map μG/H satisfying Q∗ ◦ (p∗

HμG/H ) = i∗HμG.

Remark 6.22 If we use Q∗ to identify (g/h)∗ with its image in g∗, then the relation
between the moment maps becomes the same as the relation between the symplectic
form on M and the reduced form ω0,

p∗
HμG/H = i∗HμG ↔ p∗

Hωξ = i∗Hω.

Proof Having already seen that the quotient G�H acts on the orbit space MH , it
remains to verify that this action is Hamiltonian and the moment map satisfies the
given relation. Because H acts trivially on Ann(h), the equivariance of μG makes
the restriction of μG to μ−1

H (0) constant on H -orbits and it therefore descends to
a smooth map from the orbit space MH → Ann

(
h
)
. Furthermore, since Ann

(
h
) =

ker J ∗ = ImQ∗, this map factors uniquely through Q∗. We summarize this in the
diagram below:
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0 (g/h)∗
Q∗

g∗ J ∗
h∗ 0

MH

∃!μG/H

μ−1
H (0)

i∗HμG

pH

It follows from equivariance ofμG thatμG/H is equivariant with respect to the action
of G/H . Indeed, let gH ∈ G�H and H · x ∈ MH ; to show

μG/H (gH · (H · x)) = Ad∗
gHμG/H (H · x)

it suffices to check this equality holds when paired with any element of g/h which
may be written as QX for some X ∈ g. This is verified by the following string of
equalities where we use the commutativity of the diagram above and the equivariance
of both μG and Q:

〈μG/H (gH · (H · x)), QX〉 = 〈Q∗μG/H (pH (g · x)), X〉
= 〈μG(g · x), X〉
= 〈Ad∗

gμG(x), X〉
= 〈Ad∗

gQ
∗μG/H (H · x), X〉

= 〈Ad∗
gHμG/H (H · x), QX〉.

This establishes equivariance of μG/H , and it remains only to verify the moment
map property. Wemust check that at every point H · x ∈ MH and for every v ∈ g�h
and w ∈ TH ·x MH we have

ιv#ω
H
H ·x (w) = −〈TH ·xμG�H (w), v〉.

Choose X ∈ g and Y ∈ Txμ
−1
H (0) so that QX = v and Tx pH (Y ) = w. Using the

fact that the projection pH pushes forward the fundamental vector fields (QX)#x =
Tx pH (X#

x ), the commutativity of the diagram, and the moment map property for μG

we arrive at the desired equality

ιv#ω
H
H ·x (w) = ωH

pH (x)(Tx pH (X#
x ), Tx pH (Y ))

= (p∗
HωH )x (X

#
x ,Y )

= (i∗Hω)x (X
#
x ,Y )

= − 〈TxμG(Y ), X〉
= − 〈Q∗TpH (x)μG/HTx pHY, X〉
= − 〈TpH (x)μG/H (w), v〉. �
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Reduction by a normal subgroup is simplified in the case of a product group
G = G1 × G2 with H = G1. In this situation, the reducedmomentmap is essentially
the moment map for the action of the G2 component.

Corollary 6.23 Suppose (M, ω) carries aHamiltonianactionofG = G1 × G2with
moment map μ and M1 is the symplectic quotient at the zero level of the moment
map μ1 for G1. Then the moment map μG/G1 for the action of G/G1 on M1 satisfies
p∗
G1

μG/G1 = i∗G1
μ2 where p1 and i1 are the G1-bundle and μ−1

1 (0) inclusion maps,
respectively.

Proof The splitting G = G1 × G2 induces the identifications g = g1 ⊕ g2 and g∗ =
g∗
1 ⊕ g∗

2 so that Q is the projection onto the second factor and Q∗ is the inclusion
ξ �→ (0, ξ). Then the composition QQ∗ is just the identity on g∗

2 and Qμ = μ2

where μ = μ1 ⊕ μ2. Applying Q to the relation defining the moment map μG/G1

for the G2 = G/G1 action on M1 produces the result

QQ∗(p∗
G1

μG/G1) = Qi∗G1
μ ⇒ p∗

G1
μG/G1 = i∗G1

μ2. �

If G acts freely on μ−1
G (0) and H acts freely on μ−1

H (0), then G�H acts freely on
μ−1
G/H (0) and we can form the symplectic quotient (MH )G/H = μ−1

G/H (0)/(G/H).

This space is clearly diffeomorphic toMG = μ−1
G (0)�G andwe should hope that the

symplectic structures (ωH )G/H and ωG are also isomorphic. The following theorem
verifies this and effectively allows us to perform symplectic reduction in multiple
stages given a tower of normal subgroups.

Theorem 6.24 (Reduction in stages) Whenever the iterated symplectic quotient(
(MH )G/H , (ωH )G/H

)
can be formed as above, there is a natural symplectomor-

phism with the symplectic quotient
(
MG, ωG

)
.

Proof From the definition of μG/H , we see that

μ−1
G (0) = (Q∗ ◦ μG/H ◦ pH )−1(0) = p−1

H (μ−1
G/H (0))

and so it follows that μ−1
G/H (0) = pH (μ−1

G (0)) = μ−1
G (0)�H . Now consider that the

sub-bundle map pG,G/H : μ−1
G (0) → μ−1

G/H (0) is equivariant with respect to the G-
action in the sense that pG,G/H (g · x) = gH · pG,G/H (x) and so induces a smooth
map ψ on the base spaces. It is straightforward to check that ψ is a diffeomor-
phism. In order to see that ψ is in fact a symplectomorphism, consider the following
commutative diagram incorporating the various bundle projections and inclusions,
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μ−1
G (0)

iG

iG,H

pG

pG,G/H

μ−1
H (0)

iH

pH

M

μ−1
G/H (0)

pG/H

iG/H
MH

μ−1
G (0)
G

∼=
ψ

μ−1
G/H (0)

G/H

Using the universal properties defining ωG/H and ωH as well as the commutativity
of the above diagram shows that p∗

G(ψ∗ωG/H ) = i∗Gω and so uniqueness for the
reduced symplectic form ωG on MG implies that ψ∗ωG/H = ωG as desired. �

6.5 Symplectic Cutting

In this section, we introduce a construction due to Eugene Lerman called symplectic
cutting [4]. This will not only provide some new examples of symplectic structures
but also prove a useful theoretical tool in the following chapters. In particular, wewill
use symplectic cuts in the proof of the Delzant correspondence for toric manifolds.
Symplectic cuts are also used to prove a nonabelian version of the convexity theorem
appearing in the next chapter [5].

Supposewe have a connected symplecticmanifold (M, ω)which is endowedwith
a HamiltonianU (1) action having moment map H : M → R. If we give M × C the
twisted product symplectic structure, then the component-wiseU (1) action will also
be Hamiltonian with moment map given by the difference of H and half the norm
squared. Any level set of this map is therefore a disjoint union of twoU (1)-invariant
subsets as described below:

� : M × C → R � : (x,w) �→ H(x) − 1

2
|w|2

�−1(ξ) = H−1(ξ) × {0}︸ ︷︷ ︸
∼=H−1(ξ)

�
⊔

r>0

H−1(ξ + r) ×
{
1

2
|w|2 = r

}

︸ ︷︷ ︸
∼={H>ξ}×S1

.

Any regular value ξ of H is also a regular value for � and whenever U (1) acts
freely on H−1(ξ), so too is the action on �−1(ξ). Indeed, the action is always free
on the interior since it is free on the second component and the action is free on the
boundary since it is assumed to be free on thefirst component.Under these conditions,
we may therefore form the symplectic quotient at the level �−1(ξ) which we denote
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by (M≥ξ , ω≥ξ ). Since the boundary and interior are invariant, the reduced space is
diffeomorphic to the disjoint union of the orbit spaces as below:

M≥ξ
∼= H−1(ξ)

U (1)

⊔ {H > ξ} × S1

U (1)
∼= Mξ

⊔
{H > ξ}.

Definition 6.25 (Symplectic Cuts) We call
(
M≥ξ , , ω≥ξ

)
the symplectic cut of M

(above ξ and with respect to H ) since it is obtained by cutting M along the level
H−1(ξ) and then performing symplectic reduction along the boundary to recover a
symplectic manifold. An analogous construction produces the symplectic cut of M
below ξ and with respect to H which we will denote by

(
M≤ξ , , ω≤ξ

)
. These two

cut spaces can be glued together along the submanifolds equivalent to the symplectic
quotient Mξ to recover the original symplectic manifold (M, ω).

Proposition 6.26 Assume now that (M, ω) carries a Hamiltonian action of some
Lie group G withmomentmapμ : M → g∗ in addition to aU (1) actionwithmoment
map H. If the action of G commutes with that of U (1), then the cut spaces will also
carry a Hamiltonian G-action.

Proof Extend the action of G to the product space M × C by letting it act trivially
on the second component. This commutes with the U (1) action on the product and
so there is a well-defined Hamiltonian action of G ×U (1) having moment map

φ : (x,w) �→ μ(x) ⊕ �(x,w).

Then our corollary on reduction by a subgroup for product groups implies the natural
G-action on M≥ξ is Hamiltonian with moment map μ≥ξ satisfying

p∗μ≥ξ = i∗μ.

Under the identification of {H > ξ} with an open subset of M≥ξ , the moment map
μ≥ξ agrees with the restriction ofμ to {H > ξ}. On the subset isomorphic to Mξ , the
moment map μ≥ξ agrees with μ. The map μ descends to Mξ since it is necessarily
constant on U (1) orbits. �
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Chapter 7
Convexity

7.1 Introduction

In this chapter, we examine the properties of the image of the moment map for a
Hamiltonian torus action. One prototype was the Schur–Horn theorem [1, 2]: Given
a skew Hermitian matrix with prescribed eigenvalues, the diagonal entries form
the convex hull of the set of permutations of the eigenvalues. Finally, the theorem of
Atiyah andGuillemin–Sternberg incorporated all these results into a general theorem.

The layout of this chapter is as follows. In Sect. 7.2, we recall the background from
Morse theory necessary to prove the convexity theorem. In Sect. 7.3, we describe
almost periodic Hamiltonians. In Sect. 7.4, we prove the convexity theorem. In
Sect. 7.5, we describe examples and applications of the convexity theorem.

Let us begin by recalling a familiar example.

Example 7.1 Using reduction in stages, we obtained a Hamiltonian action of an
n-torus T = U (1)n+1

�S1 (where S1 was the diagonal circle group) on the com-
plex projective space CPn , and the resulting moment map is given in homogeneous
coordinates by

μ : [z0 : · · · : zn] �→
1
2

(|z0|2, · · · , |zn|2
)

∑n
j=0 |z j |2 μ : CPn → R

n+1.

Observe that the image of μ is the intersection of an affine hyperplane with the
positive orthant,

μ(CPn) = H ∩ R
n+1
≥0 H =

{
ξ ∈ R

n+1 | 〈ξ, (1, · · · , 1)〉 = 1

2

}
.

This intersection is an n-simplex the vertices of which correspond precisely to
the images of the fixed points of the action:
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μ(CPn) = �n μ : [0 : · · · : z j : · · · : 0] �→ 1

2
e j .

Similarly, the edges of the simplex are obtained as the image under μ of the two-
dimensional submanifolds determined by setting all but two homogeneous coordi-
nates to zero. There is a similar correspondence for higher dimensional submanifolds
fixed by a subtorus mapping to the faces of �n .

These properties occur more generally, and the relationship between convexity, con-
nectedness of levels, fixed points and extremal points is the subject of this chapter.
The main result we present is the classical convexity theorem for Hamiltonian torus
actions due to Atiyah [3] and Guillemin–Sternberg [4]. We state the theorem below
and postpone the proof until we establish some necessary preliminary results.

Theorem 7.2 (Convexity Theorem) Let (M, ω) be a compact and connected 2d-
dimensional symplectic manifold endowed with the Hamiltonian action of an n-
dimensional torus T along with a moment map μ : M → t∗. Then the image of μ

is convex in t∗ and the nonempty levels μ−1(ξ) are connected. Moreover, the fixed
points form a finite union of connected symplectic submanifolds C1, . . . ,CN on each
of which the moment map is constant (μ(C j ) = c j ) and μ(M) is the convex hull of
the points c1, . . . , cN .

With the mention of the convex hull, let us briefly summarize some results on convex
polytopes that will be useful here and in other chapters. A subset U ⊂ R

n is convex
if the line segment connecting any two points in U is entirely contained within U .
It is clear that R

n is itself convex and that the intersection of convex sets is convex.
This allows us to define the convex hull of any subset A ⊂ R

n as the smallest
convex set which contains A—the intersection of all convex sets containing A—and
denoted Conv(A). A convex polytope is any set which is the convex hull of finitely
many points. A convex polyhedron is any intersection of finitely many affine half-
spaces. Polytopes are necessarily compact while polyhedra need not be. However,
one can show that all compact polyhedra are polytopes and vice versa. Because
of the convexity theorem, we will now refer to the image of the moment map of
a Hamiltonian torus action as the associated moment polytope. Moreover, we will
often take the polyhedron representation of the moment polytope.

Before proceeding towards a proof of the convexity theorem, we will show a
linearized version. Consider the action of an n-dimensional torus T = U (1)n acting
on C

d with coordinates (z1, . . . , zd) and determined by weights

α1, . . . , αd ∈ R
n

so that

t · z j = t
α1
j

1 · · · tα
n
j

n z j α j = (α1
j , . . . , α

n
j ) t = (t1, . . . , tn).

The moment map for this action is determined up to translation by a constant,
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μα,c(z) = c + 1

2

⎛

⎝
n∑

j=1

α1
j |z j |2, . . . ,

n∑

j=1

αn
j |z j |2

⎞

⎠ = c +
n∑

j=1

|z j |2α j .

Since the |z j |2 range over the positive real numbers, this makes the image of μα,c a
convex cone in t∗ = R

n generated by the vectors α j and with vertex c.

μα,c(C
d) =

⎧
⎨

⎩
c +

n∑

j=1

r jα j

∣
∣∣r j ≥ 0 j = 1, . . . , n

⎫
⎬

⎭
= Conec(α1, . . . , αn).

7.2 Digression on Morse Theory

Our main tool in the proof of Theorem 7.2 is Morse theory, and in this section we
will survey some of the main ideas and results we will need. Consider a compact
Riemannian manifold (M, g) and a smooth function f : M → R and recall that a
critical point of f is one where d f vanishes. We denote the collection of all critical
points of f by Crit( f ). Assume furthermore that Crit( f ) is a smooth submanifold
of M . Then we can define the second derivative of f at any critical point as follows.

Definition 7.3 (Hessian) The Hessian of f at a critical point p is a symmetric
bilinear form D2

p f on the tangent space TpM defined for any two tangent vectors X
and Y at p by

D2
p f (X,Y ) = X (Y ( f ))

∣∣∣
p
.

In a local coordinate system (x1, . . . , xn) about a critical point p of f , the Hessian of
f at p is the matrix whose ( j, k)-entry is ∂2 f

∂x j ∂xk
and so D2

p f agrees with the familiar

notion for functions on R
d . The family of symmetric bilinear forms p �→ D2

p f
depends smoothly on p ∈ C and we refer to this family as the Hessian of f denoted
D2 f .We are forced to restrict the definition of theHessian to the critical submanifold
of f to ensure that each D2

p f it is in fact symmetric,

X (Y ( f ))
∣
∣∣
p

= Y (X ( f ))
∣
∣∣
p
− [X,Y ]( f )

∣
∣∣
p

= Y (X ( f ))
∣
∣∣
p
− d f ([X,Y ])

∣
∣∣
p︸ ︷︷ ︸

= 0

.

At any critical point p, the Hessian defines a linear map D2
p f : TpM → T ∗

p M by
contraction D2

p f (v,−) : w �→ D2
p f (v,w). The kernel of this map must contain

any vector tangent to Crit( f ) at p since f is constant on the connected component
containing p. We are interested in those functions which are minimally degenerate,
in other words, those for which the kernel is precisely the tangent space to Crit( f )
at every critical point. This definition was introduced by Kirwan in [5].
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50 7 Convexity

Definition 7.4 (Morse–Bott functions) If the critical set of a smooth function f :
M → R is a closed submanifold ofM and if the Hessian D2 f of f is non-degenerate
in directions normal to Crit( f ), then f is said to be a Morse–Bott function on M .

Remark 7.5 Note that this definition differs from that of a Morse function on M
which requires that the Hessian be entirely non-degenerate at all critical points. This
requirement forces the critical set of f to be discrete. The Morse functions we are
interested in, those coming from moment maps, may well have non-discrete critical
components and so must consider the more general Morse–Bott functions.

It follows that for a Morse–Bott function the Hessian induces a non-degenerate
bilinear form Q f on the normal bundle N to Crit( f ). Non-degeneracy of Q f implies
that the normal is a direct sum of two vector bundles ν+ and ν− on which Q f is
positive and negative definite, respectively,

Q f,p([X p], [Yp]) = D2
p f (X,Y ) N Z = ν+ ⊕ ν−.

Definition 7.6 (Index) The index of a Morse–Bott function f at a critical point p
is defined to be the dimension of the negative normal bundle at p and we denote this
by λ f (p) = dim(ν−

p ). Equivalently, the index of f at p is the number of negative
eigenvalues of the associated quadratic form Q f,p.

Proposition 7.7 The index is constant on connected components of the critical set.

Proof Let p be a critical point of f with C0 the connected component of Crit( f )
which contains it and consider any vector field X which is non-vanishing near p.
Then q �→ D2

q f (X, X) is a continuous function on C0 and must be non-vanishing if
the Hessian is to be non-degenerate on the normal bundle N0 to C0. Therefore, the
sign of D2

q f (X, X) is preserved near p as must be the dimension of ν−
p . The index is

therefore locally constant and on the connected component C0 must be constant. �

Now we state some of the primary results surrounding Morse–Bott functions, the
proofs of which can be found in Milnor’s book [6].

Proposition 7.8 (Morse Lemma) Let f be a Morse function on M and z a critical
point of f contained in the critical submanifold Z ⊂ M. Then there are local
coordinates (x, y) = (x1, . . . , xk, y1, . . . , yn−k) about z such that

(a) The critical submanifold Z is described by y = 0.
(b) There is a quadratic form q(x, y) which is non-degenerate in the y-variables

so that f (x, y) = f (z) + q(x, y).
(c) There are finitely many connected components of Crit( f ).

The major result we will need to borrow fromMorse theory describes the homotopy
types of levels of a Morse–Bott function. In the following, assume that f is a Morse–
Bott function on M and for any value c ∈ R denote

M+
c = f −1([c,∞)) M−

c = f −1((−∞, c]).
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Theorem 7.9 (a) If f −1(a, b) contains no critical points of f , then there are homo-
topy equivalences f −1(a)  f −1(b) and Na  Nb.

(b) If f −1(a, b) contains one critical component Z, then there is a homotopy
equivalence

N+
b  N+

a ∪ D(ν−(Z))

where D(ν−(Z)) is the disc bundle of the negative normal bundle of Z. Moreover, if
Z is an isolated point then as a topological space N+

b is obtained by adding to N+
a

a cell of dimension equal to the index of Z.

Corollary 7.10 Suppose f : M → R is a Morse function for which there is no
critical manifold of index 1 or n − 1. Then
(a) f has a unique local maximum and minimum and
(b) every level of f is either empty or connected.

The Morse–Bott functions we will consider in the rest of the chapter will always
have even index. Since the dimension of M will be even as well, the hypotheses of
the above corollary will always be valid.

7.3 Almost Periodic Hamiltonians

Return now to the setting of a Hamiltonian action of an n-torus T on a symplectic
manifold (M, ω) of dimension 2d with moment map μ. We are in search of Morse–
Bott functions on M which also tell us about the action. Since the moment map
generally does not take values in R, we must improvise and take a projection onto
some one-dimensional subspace. The hope is that by choosing an appropriate sub-
space the projected moment map is not only a Morse–Bott function but also retains
sufficient information about the action.

Lemma 7.11 For X ∈ t, denote the subgroup generated by X by

TX = Fix(exp(R · X)).

(The subgroup TX is also a torus, as it is a closed subgroup of T.) The fixed point set
ofTX coincides with the critical submanifold of the almost periodic HamiltonianμX

Fix(TX ) = Crit(μX ).

Proof A point p ∈ M is a critical point of μX if and only if X# vanishes at p since
for a moment map dμX = −ιX#ω. By linearity, this extends to the entire subspace
generated by X ,

dμX
p = 0 ⇔ (R · X)#p = 0.
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It follows that the critical points p of μX correspond to those points where the X#

vanish
Crit(μX ) = Fix(exp(R · X)). �

If the one-parameter subgroup generated by X is dense in T, the previous Lemma
says that the critical submanifold of μX coincides with the fixed points for the entire
T action. This is the case whenever X is chosen to have rationally independent
coefficients. Such functions μX : M → R make good candidates to study the entire
moment mapμ since they retain the information of the fixed points and, as a result of
the convexity theorem, the fixed points completely determine themoment polytope�

as the convex hull of their images under μ. It will be useful to describe the behaviour
exhibited by the functions μX without reference to an existing Hamiltonian action
and so we make the following definition.

Definition 7.12 A smooth function H ∈ C∞(M, R) is said to be an almost periodic
Hamiltonian if the associatedHamiltonian vector field XH generates a one-parameter
group of diffeomorphisms {exp(t XH ) | t ∈ R} the closure of which is a torus.

Since we are considering compact manifolds, we may choose a T-invariant Rie-
mannian metric g on M and an almost complex structure J so that

ω(X, JY ) = g(X,Y ) h(X,Y ) = g(X,Y ) + iω(X,Y ),

where the bilinear form h = g + iω defines a Hermitian metric. Let XH denote
the Hamiltonian vector field of Hθ so that the vanishing locus of XH is Z . Then Z
must coincide with the fixed point set of the action which we know to be a smooth
submanifold of M ,

Crit(Hθ ) = V (XH ) = Fix(T) ⊂ M.

For any fixed point z ∈ Z , the action of T lifts to a linear action on the tangent
space TzM which respects the Hermitian metric h (since the metric was chosen to
be invariant for the original action of T on M). This is to say that T acts on TzM
as a subgroup of U (n) and there is a basis for TxM in which all elements of T are
diagonal. The tangent space decomposes according to this basis into the tangent
space to Z and complex subspaces Vj which are fixed by T:

TzM = Tz Z ⊕ V1 ⊕ · · · ⊕ Vk (w1, . . . ,wn−k, v1, . . . , vk) v j = x j + iy j

In these coordinates, exp(X) ∈ U (n) acts on each Vj by multiplication by a
complex scalar eiλ j . It follows that
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X =
k∑

j=1

λ j

(
x j

∂

∂y j
− y j

∂

∂x j

)
,

μX =1

2

k∑

j=1

λ j︸︷︷︸
�=0

(
x2j + y2j

)

︸ ︷︷ ︸
pairs

+ o(|v|2).

Because the λ j ’s are all nonzero, this means the Hessian must be non-degenerate
in the directions transverse to Z . Since this holds for arbitrary z ∈ Z and combined
with the fact that Z = Crit(Hθ ) is a smooth submanifold this means that Hθ is a
Morse–Bott function. Notice that the λ j ’s occur in pairs according to the real and
imaginary parts of the complex coordinates so that the index of Hθ must be even on
each critical component.

Lemma 7.13 For any subgroup G of T, the fixed point set Fix(G) is a symplectic
submanifold.

Proof Let ψg denote the diffeomorphism associated to any g ∈ G and consider for
any fixed point p ∈ Fix(G) the differential (dψg)p which necessarily preserves the
T-invariant almost complex structure J ,

dψg(p) : TpM → TpM dψg(p) ◦ Jp = Jp ◦ dφg(p).

Now let expp : TpM → M be the exponential mapping taken with respect to
the chosen invariant metric g on M and suppose γ : [0, 1] → M is a geodesic with
γ (0) = p and γ̇ (0) = v for some v ∈ TpM . Then c = ψg ◦ γ is also a geodesic
with c(0) = ψg(p) = p and ċ(0) = (Dψg · γ̇ )(0) = Dψg · v so that

expp(Dψg · v) = c(1) = (ψg ◦ γ )(1) = ψg(expp v).

The exponential map therefore provides a correspondence between the fixed point
set of ψg in a neighbourhood of p and the fixed point set of (dψg)p. Thus, the fixed
point set ofG is the intersection of the eigenspaces with eigenvalue 1 of each (dψg)p
as g ranges over G

TpFix(G) =
⋂

g∈G
ker

(
Id − dψg(p)

)
.

Each eigenspace is invariant under Jp since each (dψg)p is a unitary transformation
and therefore so is the intersection.We conclude that TpFix(G) is Jp-invariant for the
ω-compatible almost complex structure J and so Fix(G) is a symplectic submanifold
as claimed. �

Proposition 7.14 For all X ∈ t, the almost periodic Hamiltonian μX = 〈X, μ〉 is
a Morse–Bott function with even-dimensional critical submanifolds of even index.
Moreover, Crit(μX ) is a symplectic submanifold of M.
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Proof Begin by assuming that X has rationally independent coordinates so that it
generates the entire torus. The critical points of μX will therefore coincide with the
fixed point set of T

Crit(μX ) = Fix(T) =
⋂

t∈T
Fix(ψt ).

Then, Lemma 7.13 implies C is a symplectic submanifold of M . To verify that μX

is a Morse–Bott function, we must show that the Hessian vanishes precisely on C .
To this end, consider that at any critical point p of μX

ker D2
pμ

X =
⋂

t∈T
ker

(
Id − (dψt )p

)

�

7.4 Proof of the Convexity Theorem

At last, we can give the proof of the convexity theorem following that given by
Atiyah. We proceed by induction on n = dim(T) and for each n let us separate the
statements of the theorem into the following three parts:

An: μ−1(ξ) is either empty or connected for every ξ ∈ t∗.
Bn: μ(M) is convex.
Cn: There arefinitelymany connected componentsC j of thefixedpoint set,μ(C j ) =

c j is a point and μ(M) = Conv(c1, . . . , cN ).

To prove the connectedness of the levels of μ, it will be convenient to work with
regular values. So before carrying on, we verify that there are enough regular values
of μ.

Proposition 7.15 The regular values of μ are dense in �.

Proof Let C denote the union of all critical manifolds for μX as X ranges over g and
each critical manifold is the fixed point set of the action of a corresponding subtorus
TX and so we have established the middle inequality below:

M\C =
(

⋃

X∈t
Crit(μX )

)c

=
⋂

X∈t
Fix(TX )c =

⋂

X∈Zn+1

Fix(TX )c.

The rightmost equality above can be seen as follows: each Fix(TX ) will be the
intersection of the fixed point sets for the action of circle subgroups whose product
is TX . We may therefore consider only the intersection over X ∈ t which generate
circle subgroups TX , that is, the X ∈ t which have rational components. Moreover,
each such circle subgroup TX can be obtained by rescaling X to lie on the integer
lattice Z

n+1 ⊂ t.
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Each Fix(TX ) is a proper closed submanifold of M and so has open and dense
complement. Thus, the complement of C in M is a countable intersection of open
dense sets and the Baire category theorem tells us that M\C must also be open and
dense. An arbitrary ξ ∈ � can therefore be approximated by {μ(x j )} for a sequence
of points x j ∈ M\C . The image � = μ(M) necessarily contains a neighbourhood
of eachμ(x j ), and by Sard’s theoremwemay find a sequence of regular values {ξ j,k}
converging to μ(x j ) for every x j . The diagonal sequence {ξ j, j } will then converge
to ξ and so we conclude that regular values of μ are in fact dense in �. �

Proof (An holds for all n) The statement A1 is immediate, since for n = 1 the
moment map μ : M → R is itself an almost periodic Hamiltonian. Now suppose
that Ak holds for all Hamiltonian actions by a torus of dimension k ≤ n and let T be
a torus of dimension n + 1 acting in a Hamiltonian fashion on (M, ω) with moment
map μ. We may assume that the action is effective since otherwise we may reduce
to the action of some quotient of T and apply the induction hypothesis to conclude
the result for regular levels of the reduced moment map μ̃.

To apply the induction hypothesis, we need to work with the action of a subtorus
of dimension not more than n. Take then the action of the subtorus of the first n-
components and let μ̂ be the reduced moment map. With respect to the associated
basis on t∗ = R

n+1, we may then decompose μ into n + 1 component functions
and μ = (μ̂, μn+1). Similarly we have ξ = (ξ̂ , ξ) for all ξ ∈ t∗. Now consider the
restriction of μn+1 to the level Q = μ̂−1(ξ̂ ),

Q = μ̂−1(ξ̂ ) =
n⋂

j=1

μ−1
j (ξ j ) μQ = μn+1

∣
∣∣
Q

μ−1(ξ) = μ−1
Q (ξn+1).

It will suffice then to check that μ−1
Q (ξn+1) is connected and we do this by showing

μQ satisfies the hypothesis of Lemma 7.13. A similar argument to that in the proof
of Proposition 7.15 shows that the set of ξ ∈ t∗ for which ξ̂ is a regular value for μ̂

is also dense in the image and so we will assume that this is the case.
Now a point p ∈ Q is a critical point for μQ if and only if there are constants c j

so that
∑n

j=1 c jdμ j + dμn+1 vanishes at p. Then p is also a critical point for the
almost periodic Hamiltonian μX where X = (c1, . . . , cn, 1) ∈ t. Next, we show that
the critical set of μX is transverse to Q at p, that is,

TpM = TpQ + TpP P = Crit(μX ).

The Hamiltonian vector fields X j = Xμ j associated to the μ j are necessarily
tangent to Crit(μX ) which we recall is a symplectic submanifold of M . Then for any
coefficients λ j the linear combination Xλ = ∑n

j=1 λ j X j is also a section of T P so
we conclude that the linear functionals

n∑

j=1

λ j (dμ j )p =
n∑

j=1

λ j (ιX j ω)p = (ιXλ
ω)p �= 0.
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This proves that P and Q are transverse at p as claimed. Now TpQ ∩ (TpP)⊥ is
the orthogonal complement of TpP in TpM . Then μX is non-degenerate on TpQ ∩
(TpP)⊥ as the orthogonal complement to TpC in TpM and as an almost periodic
Hamiltonian it must have even index and coindex. The intersection P∩Q is a critical

manifold for μX
∣∣∣
Q
with even index and coindex. Now μQ is equal to μX up to a

constant

μX
∣∣
∣
Q

= 〈
(

ξ1, . . . , ξn, μn+1

∣∣
∣
Q

)
, (c1, . . . cn, 1)〉 = μQ +

n∑

j=1

c jξ j .

If follows that the critical manifolds and the index of both μX and μQ agree and we
may conclude the connectedness of the following level sets:

μ−1
Q (ξn+1) = Q ∩ μ−1

n+1(ξn+1) = μ−1(ξ). �

Note that the statement Bn for n = 1 is simply that μ(M) is connected and this is
immediate since M is connected by assumption and μ is continuous. Now we show
that the statement holds for all n ≥ 2.

Proof (Proof that An implies Bn+1) To prove that the image is convex, it is enough
to verify that the intersection of μ(M) with any straight line in R

n+1 is either empty
or connected. Any such straight line is an affine linear subspace and can be written as
π−1(η) where π is the projection onto some codimension one subspace V ⊂ R

n+1

and η is any element of V . We want to check the following set is empty or connected:

μ(M) ∩ π−1(η) = μ((π ◦ μ)−1(η))

The composition π ◦ μ describes the moment map for the action of the subtorus
S ⊂ T corresponding to the subspace V ⊂ R

n+1 = t∗. The property An for this
action of the subtorus then says that (π ◦ μ)−1(η) is either empty or connected and
so too must be μ((π ◦μ)−1(η)) since μ is continuous. Since π and η were arbitrary,
this completes the proof. �

Proof (Proof that Bn implies Cn) We have seen that the fixed point set ofT coincides
with the critical set for any almost periodic Hamiltonian μX satisfying TX = T, and
so Proposition 7.15 implies that this set has only finitelymany connected components
C1, . . . ,CN . The fixed point set Fix(T) is contained in the critical set Crit(μX ) for
any X ∈ t and therefore μX must be constant on any connected component C j of C .
Since this holds for all X ∈ t, it follows thatμ is constant on eachC j andμ(C j ) = c j
is indeed a single point.

The image of μ is convex by assumption and certainly contains all of the c j ’s and
so also their convex hull; � = μ(M) ⊃ Conv(c1, . . . , cN ). To obtain the reverse
inclusion, let ξ ∈ t∗ be any point not contained within the convex hull of the c j ’s. As
a compact convex set there is a hyperplane separating the convex hull and the point ξ ;
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that is, there is some X ∈ t such that 〈η, X〉 < 〈ξ, X〉 for all η ∈ Conv(c1, . . . , cN ).
Moreover, we may choose X to have rationally independent coordinates since the
distance between these compact sets must be positive and such X are dense in t. By
doing this, we ensure that Crit(μX ) coincides with Fix(T) and so the maximum of
μX must occur at some p ∈ C j . This proves the reverse inclusion since if ξ were to
lie in the image of μ it would violate the following inequality:

sup
x∈M

〈μ(x), X〉 = 〈μ(p), X〉 < 〈ξ, X〉. �

7.5 Applications and Examples

Theorem 7.16 (Schur–Horn) Let H be the set of Hermitian operators with spec-
trum λ = {λ1, . . . , λn} and diagonal elements a11, . . . , ann, and let A ∈ H . Then
(a11, . . . , ann) is contained in the convex hull generated by the permutations of the
eigenvalues Conv(λσ∈Sn ). Conversely, any element of Conv(λσ∈Sn ) is the diagonal
for some Hermitian matrix with spectrum equal to λ.

Proof The coadjoint action of U (n) can be identified with conjugation on the space
of skew Hermitian matrices iH . Then the orbit Oλ containing the diagonal matrix
diag(iλ1, . . . , iλn) is precisely the skew Hermitian matrices with spectrum iλ. The
torus subgroupT = U (1)n of diagonalmatrices inU (n) acts onOλ and has amoment
map μ given by projecting onto the diagonal

μ : A �→ (a11, . . . , ann).

We now know from the convexity theorem that the image of μ is the convex hull of
{c j = μ(C j )}. Now A ∈ iH is fixed by T if and only if it is diagonal so the fixed
points are precisely the elements diag(iλσ(1), . . . , iλσ(n)). The moment polytope for
the above torus action must lie in a hyperplane since the trace is constant on any Oλ

〈(a11, . . . , ann), (1, . . . , 1)〉 =
n∑

j=1

a j j = Tr(A) =
n∑

j=1

λ j .

�

Example 7.17 Consider the case of three distinct eigenvalues having zero trace

λ1 < λ2 < λ3 λ1 + λ2 + λ3 = 0.

Then S3 acts freely on the set {λ1, λ2, λ3} and so diag(Oλ) is the convex hull of six
distinct points which lie in the hyperplane orthogonal to (1, 1, 1). This is a hexagon.
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Consider the coadjoint representation of a compact Lie group G on g∗ and recall
that the action on a particular orbit O is Hamiltonian with the inclusion O ↪→ g∗
being the moment map. For a principal orbit, the type of O is the conjugacy class of
maximal tori in G and the orbit is a homogenous space for the quotient. Choosing
any representative ξ ∈ O defines a maximal torus as its stabilizer T = Gξ and a
diffeomorphism

ϕξ : G
T

→ Oξ [g] �→ Ad∗
gξ.

We obtain a Hamiltonian torus action of T on Oξ with moment map given by com-
posing the inclusion with the projection μ : Oξ ↪→ g∗ → t∗. The fixed points of this
action correspond under ϕξ to the quotient of the normalizer of T in G,

Fix(T) = N (T)

T
= W (G)

This is called the Weyl group of G and since N (T) has finite index in G it is a finite
group. Now W (G) acts freely on Oξ as a subgroup of G�T and is transitive on the
fixed points of T. Therefore,W (G) acts freely and transitively on the image of these
points under μ. In summary, we say that the Weyl group of G permutes the vertices
of the moment polytope for the action of a maximal torus on a principal orbit.

Example 7.18 (Maximal torus in SU (3)) Consider the maximal torus T in SU (3)
given by diagonal matrices with entries in U (1) and having determinant 1. We con-
sider the coadjoint orbitOλ of a pointλ = diag(iλ1, iλ2, iλ3), whereλ1+λ2+λ3 = 0,
and assume furthermore that λi are distinct. Then indeed λ ∈ su(3) and we have the
Hamiltonian coadjoint action of SU (3) on Oλ. By restricting to the subgroup T, we
have a Hamiltonian action with moment map μ : Oλ ↪→ su(3)∗ � t∗

Recall that we chose a compatible almost complex structure on M so that at a
fixed point p the torus acts on the tangent space as a subgroup of U (d) so we may
choose a basis for TpM which simultaneously diagonalizes every element of T.

TpM = V1 ⊕ · · · ⊕ Vd T = U (1) × · · · ×U (1) ⊂ U (d).

The (unitary) representation ofT on any complex line Vj is described by its character

α j : T → S1 t · z = α j (t)z t ∈ T z ∈ Vj

If we have a decomposition of the torusT = U (1)×· · ·×U (1) then α j is determined
by its value on the U (1) components which are in turn determined by real numbers
akj such that

α j (tkek) = t
akj
k

Proposition 7.19 Let z be a fixed point in M and p = μ(z) ∈ t∗. Then there exist
neighbourhoods U and V of z and p, respectively, so that
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μ(U ) = V ∩ Conep(α1, . . . , αn).

Proof First recall that the cone generated by the αk’s at p is the image of the moment
map for the linear action of T with respect to the usual symplectic form

μ0 = p + 1

2

⎛

⎝. . . ,

n∑

j=1

a j
k |v j |2, . . .

⎞

⎠ ω0 =
n∑

j=1

dv j ∧ dv j

Here μ0(TzM) is the cone at p on (α1, . . . , αn). Using the equivariant Darboux
theorem, we can describe the moment map μ in a neighbourhood of z in terms of
μ0. Since ωz and ω0 agree at the origin, there is a neighbourhood U0 of zero in TzM
and an equivariant mapψ : U0 → TzM preserving the origin and satisfyingψ∗ωz =
ω0. We may assume that U0 has been taken small enough so that the exponential
corresponding to our invariant Riemannian metric provides a diffeomorphism with
a neighbourhood Uz of z in M ,

expz

∣
∣∣
U0

: U0
∼−→ Uz .

Since the exponential is equivariant, the composition μ′ = μ ◦ expz provides a
moment map for the linearized action of T on (TzM, ωz). It follows that ψ∗μ′ is a
moment map for the action of T with respect to ω0, and therefore can only differ
fromμ0 by a constant. We conclude that these maps are in fact equal since they agree
at zero:

(ψ∗μ′)(0) = μ′(ψ(0)) = μ′(0) = μ(expz(0)) = μ(z) = p = μ0(0).

Therefore, μz takes Uz to the image of μ0 which we know to be contained in the
given cone at p:

μ(Uz) = μ(expz U0) = μ′(U0) = μ0(U0).

Claim: there is an open V in t∗ such that μ0(U0) = V ∩ μ0(TzM).
To verify this, recall that an action is said to be effective if the intersection of all

stabilizers is trivial. For a Hamiltonian torus action to be effective on a symplectic
manifold of dimension 2d, we know we must have dim(T) ≤ d. When the torus has
dimension exactly half that of M , we say that M along with the Hamiltonian action is
a toric manifold. Toric manifolds are the subject of the next chapter, but we observe
some of the properties of their moment polytopes now. �

Corollary 7.20 The rank of μ at any point x in M is equal to the dimension of the
face of � that contains p = μ(x).

Proof Let k be the dimension of the stabilizer Tx = Stab(x). Consider the action
of the subgroup Tx on M with moment map πx ◦ μ, where πx is the appropriate
projection. We can choose a basis so that πx is given by
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πx : (ξ1, . . . , ξd) �→ (ξ1, . . . , ξk)

Since x is a fixed point of this action by design, we can apply Proposition 7.19 to
obtain a neighbourhood U of x and V of p for which

(πx ◦ μ)(U ) = V ∩ Conep(α1, . . . , αk).

Suppose S is a circle subgroup of T generated by some X ∈ t and let H = μX

be the moment map for the inherited action of S on (M, ω). Assume that S acts
freely on H−1(r) and form the symplectic cut MH≤r . Recall that MH≤r has an
open dense subset symplectomorphic to H−1((−∞, r)) in M , and its complement
is symplectomorphic to the symplectic reduction Mr = H−1(r)�S. The torus T

acts in a Hamiltonian way on the cut space MH≤r , and the moment map on these
components is μ. �
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Chapter 8
Toric Manifolds

8.1 Introduction

In this chapter, we restrict our attention to a compact connected symplectic manifold
(M, ω). In the presence of a Hamiltonian torus action on M , we have seen that the
geometry of themoment polytope� = μ(M) is strongly related to the orbit structure
of the action. We will study the case when there is as much symmetry as possible—
when the torus is of largest possible dimension for the action to be effective. The
main result of this chapter, due to Delzant, says that in the case of maximal symmetry
the polytope completely determines the Hamiltonian T-space, where T is a torus.

Toric manifolds are symplectic manifolds equipped with a Hamiltonian action
of a torus whose dimension is half the dimension of the manifold. In this case, the
image of the moment map is a convex polyhedron (called the Newton polyhedron).
The prototype is CPn , complex projective space of complex dimension n, for which
the Newton polyhedron is an n-simplex. The most basic example is the two-sphere
S2 = CP1, for which the Newton polyhedron is a closed interval.

The layout of this chapter is as follows. In Sect. 8.2, we define integrable systems.
In Sect. 8.3, we define primitive polytopes. In Sect. 8.4, we describe the Delzant cor-
respondence, which establishes a bijective correspondence between toric manifolds
and certain types of polyhedra.

Since the stabilizers of any given orbit are conjugate to each other, we may as-
sociate to each orbit a conjugacy class called the type of the orbit. It is helpful
to understand Hamiltonian actions by their orbit types. In particular, the following
theorem allows us to define a distinguished orbit type—the principal orbits.

Theorem 8.1 For a smooth action of Lie group G on a manifold M, there is an orbit
type (H) for which M(H)—the orbits of type (H)—form an open dense subset of M.
Orbits of type (H) are said to be the principal orbits of the action.
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62 8 Toric Manifolds

If G is commutative the conjugacy class, (H) is a single subgroup H ⊂ G. Then, H
fixes every point of the open dense subsetM(H) and by continuity H must act trivially
on all of M . If the action is effective, then this implies H must be the identity.

Proposition 8.2 Consider an effective Hamiltonian action of a commutative Lie
group G on (M, ω) with moment map μ. The interior of the moment polytope � =
μ(M) consists of regular values for μ and is nonempty. Moreover, the dimension of
G is at most equal to half that of M.

Proof Recall that the stabilizer Gx for a point x ∈ M satisfies ImTxμ = Ann(gx)
and since gx = {0} on principal orbits it follows that the map dμx is submersive. In
particular, μ maps the open dense subset of principal orbits to an open dense subset
of �.

Any orbit G · x is diffeomorphic to G�Gx and for a principal orbit this means
G · x ∼= G. Since the orbits are isotropic submanifolds, it follows that dimG ≤
1
2 dim M . �

This bounds the dimension of T which can act effectively and in a Hamiltonian
way. So there is as much symmetry as possible when the torus has exactly half the
dimension of the symplectic manifold on which it acts. This motivates the following
definition.

Definition 8.3 A Hamiltonian T-action on a compact and connected symplectic
manifold (M, ω) of dimension 2n is said to be a (symplectic) toric manifold if T acts
effectively and dimT = n.

Toric symplectic manifolds have a number of generalizations relaxing the smooth
manifolds assumption. Notably, we can consider toric actions on orbifolds—
topological spaces where a neighbourhood of every point can be identified with
the quotient of an open set in a vector space by the action of a finite group. This
increases the scope of symplectic reduction, allowing more general actions to be
considered. For more information on orbifolds, see [1].

Example 8.4 Our construction of aT
n action onCPn via symplectic reduction gives

complex projective space the structure of a symplectic toric manifold. Indeed, CPn

is a compact and connected symplectic manifold with dimension 2n = 2 dim(Tn)

and the action is indeed effective.

Example 8.5 (Hirzebruch Surface) Consider the symplectic manifold CP1 × CP2

coming from the product of the standard symplectic structures on each of the pro-
jective spaces. Fix a positive integer k and let the torus T

2 act as follows:

(t1, t2) · ([w1,w2], [z1, z2, z3]) = ([t1w1,w2], [t k1 z1, z2, t2z3]
)
.

The action is Hamiltonian with moment map given by the sum of moment maps
for the action on each individual component
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μ ([w1,w2], [z1, z2, z3]) =
( |w1|2

|w1|2 + |w2|2 + k
|z1|2

|z1|2 + |z2|2 + |z3|2 ,
|z3|2

|z1|2 + |z2|2 + |z3|2
)

Consider now the following subset:

Hk = {
([w1,w2], [z1, z2, z3]) |wk

1z2 = wk
2z1

} ⊂ CP1 × CP2.

Then Hk is a compact complex submanifold of complex codimension one as a level
set of the homogeneous polynomial wk

1z2 − wk
2z1 and therefore inherits a symplectic

structure. Moreover, the action of T
2 preserves Hk ; if wk

1z2 = wk
2z1, then

(t1w1)
k z2 = t k1w

k
1z2 = t k1w

k
2z1 = wk

2(t
k
1 z1).

So the compact connected four-dimensional symplectic manifold Hk inherits an
effective Hamiltonian action of the torus T

2 and is therefore a toric manifold. We
can determine the associated moment polytope by identifying the fixed points of the
action and their image under μ.

([0,w2], [0, 0, z3]) �→ (0, 1)

([0,w2], [0, z2, 0]) �→ (0, 0)

([w1, 0], [z1, 0, 0]) �→ (k + 1, 0)

([w1, 0], [0, 0, z3]) �→ (1, 1)

We know that the vertices of � correspond to the fixed points of T—points with
orbit type (T)—and we have just seen that the interior of � corresponds to the
principal orbits—points with orbit type ({1}). The next proposition spells out this
relation in more detail by showing us that each of the orbit types is in correspondence
with each of the open faces of �.

Proposition 8.6 Suppose (M, ω, T
n, μ) is a 2n-dimensional toric manifold with

moment polytope �. For a point x ∈ M, let �I be the unique face of � containing
μ(x) in its relative interior. Then

Gx = exp(hI ) hI = span{vi | i ∈ I } ⊂ t.

Proof The stabilizer Gx acts effectively and with moment map μx = π ◦ μ, where
π is the projection onto g∗

x . Since x is a fixed point for this action, there is an induced
unitary representation of Gx on TxM which decomposes as

TxM = W1 ⊕ · · · ⊕ Wn−k︸ ︷︷ ︸
TxFix(Gx )

⊕ V1 ⊕ · · · ⊕ Vk︸ ︷︷ ︸
V

.
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If α1, . . . , αk are the weights, then there are neighbourhoods U and V of z and
π(μ(x)), respectively, so that

(π ◦ μ)(U ) = V ∩ π(�) = V ∩ Coneπ(μ(x))(α1, . . . , αk).

Since the action of Gx is effective, the weights αi are linearly independent and so
they generate a cone which contains only the trivial subspace. Then

π−1(Coneπ(η)(α1, . . . , αk))

is an affine cone in t∗ with maximal affine subspace equal to ker π = Ann(gx ). The
cone π−1(Coneπ(η)(α1, . . . , αk)) is equal to the tangent cone of� atμ(x). It follows
that the maximal subspaces coincide. Hence Ann(gx) = Ann(hI ) and gx = hI . It
remains only to show that the stabilizer group Gx is connected. To this end, consider
the unitary representation of Gx on V with weights α1, . . . , αk . We can identify Gx

with a compact abelian subgroup of U (V ) and its identity component G0
x with a

torus in U (V ). Since the action is effective, the weights form a basis for g∗
x and so

G0
x is a maximal torus in U (V ) as dimG0

x = dim gx = dimC V . Since maximal tori
are by definition maximal connected abelian subgroups, this forces Gx = G0

x and
we conclude that Gx = exp(gx ) = exp(hI ). �

Corollary 8.7 For any closed face �I , the preimage μ−1(�I ) is a symplectic sub-
manifold of M.

Proof A face �I decomposes into a disjoint union of the open faces int(�J ) for all
the index sets J containing I and with�J nonempty. From the previous proposition,
we know that μ−1(int�J ) is the set of points with stabilizer HJ = exp(hJ ). On the
other hand, Fix(HI ) is the union of all points with stabilizer contained in HI and
these are exactly the stabilizer groups of the form HJ where J ⊃ I and �J = ∅. In
summary, we have

μ−1(�I ) =
⋃

J⊃I

μ−1(int�J ) =
⋃

J⊃I

{Gx = HJ } = Fix(HI ).

Then results on fixed point sets from the previous chapter imply that μ−1(�I ) is
a symplectic submanifold of dimension 2n − 2 dim(HI ). �

There is a natural Hamiltonian action of the quotient T�HI on μ−1(�I ) which
is effective and since dim(T�HI ) = n − dim(HI ) this makesμ−1(�I ) a toric man-
ifold. If we identify t∗�h∗

I with the affine subspace parallel to Ann(hI ) in t∗, then
the moment map for this action is μ

∣∣∣
μ−1(�I )

and the moment polytope is exactly the

face �I .
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8.2 Integrable Systems

Toric manifolds are a very special case of a more general structure referred to as
integrable systems.

Proposition 8.8 Let (M, ω, μ) be a toric manifold on dimension 2n with moment
polytope � and let U = μ−1(int�). There are coordinates (μi , θi ) on U so that
ω = ∑

dμi ∧ dθi .

Proof Choose a basis for t∗ and so that the moment map can be written μ =
(μ1, . . . , μn) and let φ1, . . . , φn be any coordinate system on T. The restriction

μ

∣∣∣
U
is a surjective submersion and also proper since M is assumed to be compact.

Ehresmann’s theorem [2] states that a smooth mapping f : M → N which is both a
surjective submersion and proper is a locally trivial fibration. We may apply Ehres-

mann’s theorem to conclude that μ

∣∣∣
U
is a locally trivial fibration with typical fibre

μ−1(ξ) = T · x ∼= T.; moreover, we can choose a global trivialization since int(�)

is convex (and thus contractible).

U

μ|U

∼
τ

T × int(�)

int(�)

The diffeomorphism τ is equivariant with respect to the left action of T on itself.
Now expressing ω in terms of the coordinates φ ◦ τ and μ ◦ τ on U ,

ω =
n∑

i, j=1

ai j dμi ∧ dφ j +
n∑

i, j=1

bi, j dμi ∧ dμ j +
n∑

i, j=1

ci, j dφi ∧ dφ j .

First note that all of the ci, j must vanish because ω(∂φ
�

i , ∂φ
�

i ) = ci, j and since the
fibres are Lagrangian so must beT. The second observation wemake is that ai j = δi j
since−dμi = ι(∂φ j )�ω = −∑n

i=1 ai j dμi . Lastly, we can see that the bi, j depend only
on the μi coordinates by writing

ω =
n∑

i=1

dμi ∧ dφi +
n∑

i, j=1

bi, j dμi ∧ dμ j

︸ ︷︷ ︸
η

and observing that η is exact (and in particular closed) as both ω and

n∑

i=1

dμi ∧ dφi
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are. So there aren functions f1, . . . , fn independent ofT so thatη = d
(∑n

i=1 fi dμi
)
.

Setting θi as the coordinate function φi − fi we are done. We have

ω =
n∑

i=1

dμi ∧ d(θi + fi ) +
n∑

i=1

d fi ∧ dμi =
n∑

i=1

dμi ∧ dθi .

�

8.3 Primitive Polytopes

Let � be the moment polytope for a toric manifold (M, ω, μ). We know that near
any vertex the polytope � looks like the affine cone generated by the corresponding
weights. This shows that there are n edges meeting any vertex and each edge is a
segment of the ray emanating from the vertex in the direction of the weight. Since the
weights are linearly independent, this implies that there are exactly n edges meeting
any vertex of �.

Definition 8.9 For a vertex p of a polytope� ⊂ R
n , any edge that meets p is a finite

segment of a ray {p + ru | r ≥ 0} for some u ∈ R
n unique up to a positive scalar.

We say that a polytope is
simple if for every vertex there are exactly n edges that meet p,
rational if for every vertex the edges are generated by lattice vectors u ∈ Z

n , and
primitive if for every vertex the edges are generated by a basis for the lattice Z

n .

It is clear that primitive implies both simple and rational; however, the converse need
not hold. For example, consider the polytope� = conv({0, e1, e1 + 2e2}) inR

2 with
standard basis {e1, e2}. Then � is simple and rational but fails to be primitive at the
origin since e2 is not in the Z span of e1 and e1 + 2e2. We have already seen that
moment polytopes of toric manifolds are both simple and rational and we show now
that they are in fact primitive.

Proposition 8.10 Themoment polytope for a toric symplecticmanifold is a primitive
polytope.

Proof Fix a vertex η of � and let x be the corresponding fixed point in M and
α1, . . . , αn ∈ �∗ the weights for the unitary representation of T on TxM . The action
ofT on TxM is determined by n characters which define φ ∈ Hom(T,U (1)n) and for
an effective action this is an isomorphism. By differentiating, we obtain an invertible
linear transformation �, summarized below:

t

exp

�
R

d

e2π i

T
φ

U (1)d

αk = �∗e∗
k
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Since φ is an isomorphism, it follows from commutativity of the diagram that X ∈ �

if and only if �(X) ∈ Z
n . Therefore, � restricts to an isomorphism of lattices, and

so too does �∗. It follows that {α1, . . . , αn} is a basis for �∗ as the image by �∗ of
the standard basis for (Zn)∗. There is a neighbourhood U of η in t∗ where � ∩ V =
Coneη(α1, . . . , αn) ∩ V , so the edges of � with common vertex η are of the form
�I = {η + tα j | t ≥ 0} ∩ �. �

Recall that a convex polytope can be written as a finite intersection of half-spaces.
For a convex polytope � in t∗, we write

� =
N⋂

i=1

H−
vi ,hi

H−
vi ,hi

= {
ξ ∈ t∗ | 〈ξ, vi 〉 ≤ hi

}
vi ∈ t, hi ∈ R.

For a half-space H−
v,h , the pair (v, h) is unique only up to scaling by a positive

constant.

Definition 8.11 A lattice vector v ∈ � is primitive if 1
k v /∈ � for any integer k > 1.

Lattice isomorphisms preserve primitive lattice vectors. Every lattice vector can be
rescaled by a positive constant to a unique primitive one. An arbitrary vector v can be
rescaled to a unique primitive lattice vector if and only if the subspace Rv intersects
�.

Lemma 8.12 For a primitive polytope �, each normal vector v can be assumed to
be a primitive lattice vector. For any vertex �I = ⋂

i∈I Hvi ,hi , the primitive inward
normals {vi }i∈I form a lattice basis for �.

Proof For a given half-space H−
v j ,h j

, choose any vertex �I contained in the facet
�{ j} = � ∩ Hv j ,λ with edges given by a basis {ui }I for �∗ and indexed so that

〈u j , vi 〉 is nonzero if and only if j = i . Define an isomorphism T ∗
I : t∗ ∼−→ (Rn)∗ by

mapping u j to −e∗
j where {e1, . . . , en} is the standard basis for R

n . Then T ∗
I and its

adjoint TI restrict to a lattice isomorphism and since ui must belong to the half-space
parallel toH−

vi ,hi

〈T−1
I vi , e

∗
j 〉 = −〈vi , u j 〉 =

{
0 j = i

cI > 0 j = i
.

Therefore, 1
cI
v j = TI e j is a primitive lattice vector and an outward normal forH−

v j ,h j
.

For the second part, let the �I be any vertex of � and TI be as above so that the
associated primitive outward normals obtained as the image of the standard basis for
Z
n under the lattice isomorphism TI and hence form a lattice basis themselves. �
The converse is also true; any polytope with primitive outward normals that form

a lattice basis for every vertex is a primitive polytope. The argument is similar; for
any vertex, define an isomorphism a lattice isomorphism by v j �→ e j and we see that
the adjoint inverse image of e∗

j generates corresponding edges.
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8.4 Delzant Correspondence

Theorem 8.13 For any primitive polytope� in t∗, there exists a toric manifold with
moment polytope equal to �.

Recall that if a Hamiltonian T-space (M, ω, μ) is cut below a level h ∈ R according
to some Hamiltonian circle action, then there is a natural Hamiltonian T action on
the cut space. Moreover, if the circle acts as a subgroup exp(R · X) ⊂ T for some
X ∈ �, then the moment polytope for the cut space is exactly the intersection of the
original moment polytope with the half-space associated to X and h. We say that the
new Hamiltonian T space is cut from the original according to the affine half-space
H−

X,h .

Example 8.14 The action of T on itself lifts to an action on T ∗(T) which is Hamil-
tonian with respect to the tautological form. (In Darboux coordinates, {p j , q j } the
tautological form is the form θ = ∑

i pi dqi , from which it follows that dθ = ω.) In
the left trivialization T ∗(T) ∼= T × t∗, the action is justmultiplication in the first com-
ponent and the moment map is projection onto the second. The moment polyhedron
is all of t∗.

Think of a polytope � ⊂ t∗ by successively “cutting” t∗ by half-spaces, and then we
can try to mirror these by corresponding symplectic cuts of T ∗(T). It is clear that this
process will not work for every polytope; at the very least,�must be rational, so that
the half-spaces define circle subgroups. Assume then that � is a rational polytope
and let the circle S1i act via the subgroup of T generated by vi . Let D0 = T ∗(T) and
assume that for some i ∈ {1, . . . , N } we have successfully defined a Hamiltonian T

space Di−1 which carries an S1i action with moment map Hi = μ
vi
i−1 − hi . If S1i acts

freely on the zero level of Hi , we define (Di , ωi , μi ) to be the associated symplectic
cut; otherwise, we terminate the process. The moment polyhedron for each Di is
obtained by cutting that of Di−1 by the half-space H−

vi ,hi
,

μi (Di ) = μi−1(Di−1) ∩ H−
vi ,hi

= μ0(D0) ∩i
k=1 H−

vk ,hk
= �i .

If the process terminates only after i = N , then we denote this final stage by D�. We
will see shortly that up to isomorphism D� does not depend on the ordering of half-
spaces. By reduction in stages, the existence of D� is equivalent to the existence of
the symplectic quotient of T ∗(T) × C

N for the product group T� = S11 × · · · × S1N ,
and the two are isomorphic if they exist:

D�
∼= ψ−1(0)

T�

ψ = ψ1 ⊕ · · · ⊕ ψN ψi = 〈μi , vi 〉 − hi − 1

2
|zi |2.

The existence of D� therefore amounts to the action of T� being free on ψ−1(0).

Lemma 8.15 For a primitive polytope �, the N-torus T� acts freely on the zero
level of ψ .
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Proof Fix an arbitrary point (p, z) ∈ ψ−1(0) and let I denote the set of indices
i ∈ {1, . . . , N } such that zi = 0. For any j /∈ I , the subgroup S1j ⊂ T� acts freely
at (p, z) since it acts freely on the j th component of C

N . It remains to show that
for each i ∈ I the subgroup S1i ⊂ T� acts freely at (p, z). The set I indexes the
supporting hyperplanes of � which contain the point μ(p).

i ∈ I ⇔ 〈μ(p), vi 〉 = λi ⇔ μ(p) ∈ Hvi ,λi .

Consider the homomorphism φ : TI → T which extends the embeddings of the
circle groups S1i

(ti1, . . . , tin ) �→
∑

i∈I
tik vi .

Because the {vi }I form an integer basis for the lattice, we see that the right-hand side
is in the kernel of exp if and only if each tik is an integer, which is to say that [t] is the
identity in TI . Therefore TI acts on T ∗(T) × C

N as a subgroup of T and is therefore
free at (p, z) since T acts freely on the T ∗(T) component. �

Now we have a Hamiltonian T-space D� with the desired moment polytope, and
it remains to verify that it is in fact a toric manifold.

Proposition 8.16 The space D� is a toric manifold.

Proof Symplectic cutting preserves dimension, so the dimension of T is still half
that of D�. Next, we see that the action must be effective, since it is so on the open
dense set of D� which is isomorphic to an open dense set in T ∗(T). Now we show
that ψ−1(0) is a compact and connected set. It follows then that D� is compact
and connected as the orbit projection is continuous. In the left trivialization, the level
ψ−1(0) ⊂ T ∗(T) × C

N can be written as a product of a torus and a set Z ⊂ t∗ × C
N ,

ψ−1(0) = T × Z Z =
{
(ξ, z) | 〈ξ, vi 〉 = hi − 1

2
|zi |2

}

Since ψ−1(0) is closed, so is Z . For any (ξ, z) ∈ Z , it is clear that ξ must belong
to � which is a bounded set and by Cauchy–Schwarz this provides bounds on each
component of z. The set Z is therefore compact as a closed and bounded set in
t∗ × C

N and so ψ−1(0) is compact as well. Finally, the convexity theorem tells us
ψ−1(0) must be connected as a nonempty level of a moment map. �

The second half of the Delzant correspondence—which we will state but not
prove—says that a symplectic toricmanifold is completely determined by itsmoment
polytope.

Theorem 8.17 If (M, ω, μ) and (M ′, ω′, μ′) are two symplectic toric manifolds
with μ(M) = μ′(M ′), then there is an equivariant isomorphism ϕ : M → M ′.
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Chapter 9
Equivariant Cohomology

9.1 Introduction

Equivariant cohomology was designed to allow the study of spaces which are the
quotient of a manifold M by the action of a compact group G. This can be accom-
plished by studying the fixed point sets of subgroups of G, notably the maximal
torus T . The Cartan model replaces the study of infinite-dimensional manifolds by
families of differential forms on finite-dimensional G-manifolds parametrized by an
element X in the Lie algebra ofG with polynomial dependence on X . A version of de
Rham cohomology can be developed for the Cartan model. The localization theorem
of Atiyah–Bott and Berline–Vergne describes the evaluation of such an equivariantly
closed differential form on the fundamental class of the manifold.

In this chapter, we first define homotopy quotients in Sect. 9.2. We introduce the
Cartan model in Sect. 9.3. We treat characteristic classes of bundles over classifying
spaces in Sect. 9.4. We consider these characteristic classes in terms of the Cartan
model in Sect. 9.5. We treat the equivariant first Chern class of a prequantum line
bundle in Sect. 9.6. We treat Euler classes and equivariant Euler classes in Sect. 9.7
We treat the localization formula for torus actions in Sect. 9.8. Finally, we treat the
abelian localization theorem of Atiyah–Bott and Berline–Vergne in Sect. 9.10.

References for this chapter are Audin [1], Sect. 5 and Berline–Getzler–Vergne
[2], Sect. 7.

9.2 Homotopy Quotients

In this section, we first define classifying spaces, and then use them to define homo-
topy quotients.
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Definition 9.1 Let G be a compact Lie group. A universal bundle EG is a con-
tractible space on which G acts freely. If E1G and E2G are two such spaces, there
is a G-equivariant map between them.

Definition 9.2 The classifying space BG is BG = EG/G. For any two contractible
spaces spaces E1G and E2G equipped with free G-actions, E1G/G is homotopy
equivalent to E2G/G.

According to Chern–Weil theory, wemay obtain representatives for characteristic
classes in de Rham cohomology by evaluating invariant polynomials on the curvature
of a connection.

Example 9.3 S1 acts freely on all S2n+1, and these have homologyonly in dimensions
0 and 2n + 1. An example of a universal space EU (1) is

S∞ = {(z1, z2, . . .) ∈ C ⊗ Z : only finitely many nonzero terms,
∑

j

|z j |2 = 1}

= S1 ∪ S3 ∪ . . .

where S2n−1 → S2n+1 via (z1, . . . , zn) �→ (z1, . . . , zn, 0). The space S∞ is in fact
contractible, so it is EU (1).

Lemma 9.4
BU (1) = EU (1)/U (1) = CP∞

Proposition 9.5 H∗(BU (1)) = C[x] where x has degree 2.

Recall

H∗(CPn) = C[x]
< xn+1 = 0 >

.

SupposeM is amanifold acted on by a compact Lie group (not necessarily freely).
We want to find a substitute for the cohomology of the quotient space M/G. The
latter object has singularities unless the action of G on M is free. We form the direct
product of M by a space EG which is contractible and on which G acts freely. The
resulting object is equipped with a free action of G. Because EG is contractible,
(M × EG)/G has the same homotopy type as M/G.

Definition 9.6
H ∗

G(M) = H∗(MG)

where we define the homotopy quotient

MG = (M × EG)/G.

This diagonal quotient will often be denoted
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M ×G EG

where
M ×G Y := {(m, y)|(m, y) ∼ (mg, g−1y)}

for M equipped with a right G action and Y equipped with a left G action.

Definition 9.7 The equivariant cohomology of a point is

H∗
G := H∗

G(pt) = H∗(BG)

Proposition 9.8 If G acts freely on M then M/G is a smooth manifold and

H∗
G(M) = H∗(M/G)

More generally, H∗
G(M) is a module over the ring H∗

G(pt).

9.3 The Cartan Model

The Cartan model is the De Rham cohomology version of H∗(MG):

Definition 9.9
�∗

G(M) = (
�∗(M) ⊗ S(g∗)

)G

where we have defined

S(g∗) = { f : g → R : f is a polynomial}.

Here, S(g∗) is acted on by G through the coadjoint action of G on g∗.

Proposition 9.10 In the case M = pt, we have �∗
G(pt) = S(g∗)G. Moreover,

S(g∗)G = S(t∗)W

where the Weyl group W acts on t.

Proof Under the adjoint action of G, every element of g is equivalent to an element
in t. A polynomial on g invariant under the action of G restricts to a polynomial on
t invariant under the action of W . It is also true that any W -invariant polynomial f
on t allows one to define a G-invariant polynomial f̂ on g (defining f̂ (Y ) = g(X)

where X ∈ t is equivalent to Y ∈ g under the adjoint action). The polynomial f̂ is
well defined because f is invariant under W . �

Example 9.11 When T is abelian, we have
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�∗
T (M) = �∗(M)T ⊗ S(t∗)

since all polynomials on t are automatically invariant under the adjoint action,
because the adjoint action of T on t is trivial.

Lemma 9.12
S(t∗) = C[x1, . . . , x�]

where � = dim(T ).

Let X be a formal parameter, which should be viewed as an element of the Lie
algebra of a Lie group G which acts on M . The parameter X should be thought of
as taking values in a vector space of dimension n if the Lie group has dimension n.
We could denote X as (X1, . . . , Xn). An element f ∈ �∗

G(M) may be thought of as
a G-equivariant map f : g → �∗(M), where the dependence of f (X) ∈ �∗(M) on
X ∈ g is polynomial. In terms of the coordinates {X1, . . . , Xn}, this means that we
can write f as f = ∑

�≥0 f�(X1, . . . , Xn)α� where f�(X1, . . . , Xn) is a polynomial
in X1, . . . , Xn and α� is a differential form of degree � on M .

The grading on �∗
G(M) is defined by deg( f ) = � + 2p if X �→ f (X) is p-linear

in X and f (X) ∈ ��(M). We may define a differential

D : �∗
G(M) → �∗

G(M)

by
(Df )(X) = d( f (X)) − iX# f (X)

where X# is the vector field on M generated by the action of X ∈ g and i denotes
the interior product. The differential D increases the grading by 1.

Proposition 9.13 Let G, M, �∗
G(M) and D be as above. Then D ◦ D = 0.

Proof Webreak down D ◦ D according to the degrees of differential forms.One term
is d ◦ d : �k(M) → �k+2(M) which is clearly 0. One term is iX# ◦ iX# : �k(M) →
�k(M) which is also 0 (because a differential form vanishes if it is evaluated on
the same argument more than once). The last term is d ◦ iX# + iX# ◦ d : �k(M) →
�k+1(M). This is 0 because it is the Lie derivative LX (by Cartan’s formula) and we
are restricting to G-invariant forms on which the Lie derivative is 0. �

Becauseof theprevious proposition,wecanmake the followingdefinitions.Define
the equivariant cycles

Z∗
G(M) = {α ∈ �∗

G(M) : Dα = 0}

and the equivariant boundaries

B∗
G(M) = D�∗

G(M).
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Then we can define

H∗(�∗
G(M), D) = Z∗

G(M)/B∗
G(M).

Theorem 9.14 (Cartan) Let G and M be as above. The equivariant cohomology
H∗

G(M) of M is naturally isomorphic to the cohomology H ∗(�∗
G(M), D) of this

complex.

A good reference for Cartan’s theorem is Theorem 6.1 in [3].

Proposition 9.15
H∗(BG) = S(g∗)G = S(t∗)W

(in other words, the polynomials on g invariant under the adjoint action, or polyno-
mials on t invariant under the Weyl group action)

Here, the degree in H∗(BG) is twice the degree as a polynomial on g.

Proof This follows immediately because the cohomology of BG is identified with
the G-equivariant cohomology of a point, which is as above. In particular, since
D = 0 on �∗

G(pt), we see that H∗
G := H∗

G(pt) = S(g∗)G . �

If (M, ω) is a symplectic manifold equipped with the Hamiltonian action of a
compact group G, with moment map �, we define

ω̄(X) = ω + �X ∈ �2
G(M).

The form ω̄ is affine linear in X . In the above grading, the equivariantly closed exten-
sion of ω has degree 2. In the next lemma, we prove that the form ω̄ is equivariantly
closed.

Lemma 9.16
Dω̄ = 0

Proof
(Dω̄)(X) = dω − iX#ω + d�X

But dω = 0 and
iX#ω = d�X

by definition of the Hamiltonian group action. The result follows. �

We can thus define [ω̄] ∈ H 2
G(M), where [α] denotes the equivalence class of α

for α ∈ �∗
G(M).

Example 9.17 We can view the circle as a principal circle bundle over a point p. We
may equip the circle with the action of a torus T via a weight β ∈ Hom(T,U (1)).
Thus T acts on S1 by
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t ∈ T : z ∈ S1 �→ β(t)z.

Denote this bundle by Pβ .

Example 9.18 Let T = U (1) and let β(t) = tm for m ∈ Z be a weight. We shall
denote the bundle over p (which is just a copy of C equipped with an action of T )
by Pm .

9.4 Characteristic Classes of Bundles over BU(1) and BT

Example 9.19 Let m ∈ Z, and let Pm be the complex plane C equipped with aU (1)
action of weight m. The space

EU (1) ×U (1) Pm

is the homotopy quotient of Pm . Explicitly this means

{(z,w) ∈ EU (1) × Pm}/ ∼

where
(z,w) ∼ (zu−1, umw).

Every point (z,w) is equivalent to a point (z′, 1) by choosing u = w−1/m so that

(z,w) ∼ (zw1/m, 1).

Since there are m solutions to u = w−1/m , any two of which differ by multiplication
by a power of e2π i/m , we see that

EU (1) ×U (1) Pm = EU (1)/Zm

where
Zm = {e2π ir/m, r = 0, . . . ,m − 1}.

We now define a connection form θm on EU (1) ×U (1) Pm (the space on the right-
hand side is a complex line bundle over BU (1)). Note that a connection form θ on
EU (1) satisfies

∫
π−1(b) θ = 1. We also require θm to satisfy

∫

π−1
m (b)

θm = 1.

But since each fibre of EU (1) may be written as {eiφ, φ ∈ [0, 2π ]} and the fibre of
EU (1)/Zm

πm→ BU (1) corresponds to {eiφ, φ ∈ [0, 2π/m]} , we have ∫
π−1
m (b) θ = 1

m
so we need the following.
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Lemma 9.20 We have
θm = mθ

in terms of our earlier connection form θ on EU (1).

It follows that the first Chern class c1(Pm) of the principal circle bundle Pm (which
is represented in Chern–Weil theory by the curvature dθm) satisfies

Lemma 9.21
c1(Pm)(X) = mX

where c = c1(EU (1) → BU (1)) is the generator of H∗(BU (1)).

Lemma 9.21 is a special case of Lemma 9.22.
Let T → P → M be a principal T -bundle with connection

θ = (θ1, . . . , θn) ∈ �1(P) ⊗ t.

Let β ∈ Hom(T,U (1)). Choose B ∈ t∗ so that exp(B(X)) = β(exp X). We require
also that B(X) = 0 for any X ∈ t for which exp(X) = 1.

Form the associated principal circle bundle

P ×T S1 := {(p, s) ∈ P × S1}/ ∼

where (p, s) ∼ (pt, β(t−1)s) for t ∈ T . Write B as

B = {(b1, . . . , bn)}

(for b j ∈ Z). Then a connection form on P ×T S1 is

n∑

j=1

b jθ j = B(θ).

Lemma 9.22 If (X1, . . . , Xn) ∈ H 2(BT ) are the generators of H ∗(BT ) for a torus
T of rank n, then the first Chern class of the associated principal circle bundle

ET ×T (S1)β

specified by the weight β is

c1(ET ×T (S1)β) =
n∑

j=1

b j X j .
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9.5 Characteristic Classes in Terms of the Cartan Model

Definition 9.23 A G-equivariant vector bundle over a G-manifold M is a vector
bundle V → M with an action of G on the total space V covering the action of G
on M .

An equivariant principal circle bundle P → M is a principal circle bundle with the
action of G on the total space P covering the action of M .

Lemma 9.24 Suppose P → M is a principal circle bundle with connection

θ ∈ �1(P).

Its first Chern class is represented in de Rham cohomology by the cohomology class
of dθ , denoted c1(P) = [dθ ]. Note that dθ descends to a 2-form on M if and only if
the bundle P is trivial; in other words, if and only if dθ is the pullback of an exact
form on M.

Lemma 9.25 If P
π→ M is a G-equivariant principal U (1)-bundle, then its equiv-

ariant first Chern class is represented in the Cartan model by

cG1 (P) = [Dθ ] = [dθ − iX#θ ]

where X# is the vector field on P generated by X ∈ g.

Proof For a collection of sections sα : Uα ⊂ M → P , s∗
αDθ is closed but not exact

in �∗
G(M). In particular, if M is a point and P = Pβ = U (1) equipped with B ∈

Hom(T,U (1)), then

c1(Pβ) = [Dθ ] = −β(X) = −iX#θ

(since dθ = 0 on M). �

Lemma 9.26 If P → M is a principal U (1) bundle with T action, and the T action
on M is trivial (but the T action on the total space of P is not trivial), then on each
fibre π−1(m) ∼= S1, the T action is given by a weight B ∈ Hom(T,U (1)) related to
β ∈ t∗ by

B(exp X) = exp(β(X))

where we require β(X) = 0 if exp(X) = 1. Then

cT1 (P) = [Dθ ] = [dθ − β(X)].

Remark 9.27 Atiyah–Bott [4], p. 9 have adifferent conventionon characteristic num-
bers. One obtains their convention from ours by replacing X by−X . Our convention
is consistent with Berline–Getzler–Vergne [2], Sect. 7.1.
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The situation of the preceding Lemma arises in the following context. If M is
equipped with a G action, we apply the following Lemma where T is the maximal
torus of G.

Lemma 9.28 Let M be equipped with a T action, and let F be a component of MT .
For α ∈ H∗

T (M) and iF : F → M the inclusion map,

i∗Fα ∈ H∗
T (F) = H∗(F) ⊗ H∗

T (pt) = H∗(F) ⊗ R[X1, . . . , Xn].

9.6 Equivariant First Chern Class of a Prequantum Line
Bundle

Definition 9.29 Let (M, ω) be a symplectic manifold with a Hamiltonian action
of a group G. A prequantum line bundle with connection is a complex line bundle
P → M for which c1(P) = [ω], equipped with a connection θ for which dθ = π∗ω.

Lemma 9.30 If we impose the condition that LX#θ = 0, then

diX#θ = −iX#dθ

= −iX#ω = −d�X .

It is thus natural to also impose the condition

iX#θ = −�X .

Thus the specificationof amomentmap for the groupaction is equivalent to specifying
a lift of the action of T from M to the total space P.

Lemma 9.31 If F ⊂ M is a component of the fixed point set of T (the components
of which will be denoted F ), then we have

i∗F ω̄(X) ∈ �2
T (F)

= ω|F + �X (F).

Proof For any F ∈ F , the restriction P|F of the principal U (1) bundle P to F is a
copy of S1 on which T acts using a weight exp(βF ) ∈ Hom(T,U (1)) for

(βF ) ∈ Hom(t,R) = t∗

which annihilates the kernel of the exponential map. The equivariant first Chern class
of P is

cT1 (P)|F = c1(P)|F − βF = [ω]|F − βF .
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Identifying the two equivariant extensions of ω|F , we see that

�X (F) = −(βF )(X).

At fixed points of the action, the value of the moment map is a weight, provided
the symplectic form ω satisfies [ω] = c1(P) for some principal S1-bundle P . This
is true if and only if [ω] ∈ H 2(M,Z). �

9.7 Euler Classes and Equivariant Euler Classes

References for this section are Roe [5], Gilkey [6] and Milnor–Stasheff [7],
Appendix C.

Definition 9.32 If E is a complex vector bundle of rank m (write this as EC), then
we may regard it as a real vector bundle of rank 2m (write this as ER).

Definition 9.33 The Euler class of E is a characteristic class e(E) associated to a
real vector bundle E → M of rank r , if r is the (real) dimension of M .

Definition 9.34 If EC is a complex vector bundle of (complex) rankm, then e(ER) =
cm(EC).

Proposition 9.35 (Euler class is multiplicative) If E = E1 ⊕ E2 is the direct sum
of two vector bundles, then e(E) = e(E1)e(E2).

Proposition 9.36 If E = L1 ⊕ . . . ⊕ Lm is the direct sum of line bundles, then
e(E) = c1(L1) . . . c1(Lm).

Proposition 9.37 If E is a complex vector bundle with a T action, and E = ∑
j L j

where the L j are complex line bundles with T action given by weights β j : T →
U (1), then the equivariant Euler clas of E is

eT (E) =
∏

j

cT1 (L j )

which is represented in the Cartan model by

eT (E)(X) =
∏

j

(dθ j − β j )(X)).

We can usually reduce to this situation by the splitting principle: see Bott–Tu [8],
Sect. 21.

Example 9.38 If T acts on M and F is a component of MT , then the normal bundle
νF is a T -equivariant bundle over F (as the torus T acts trivially on F , but not on
νF ). Assume νF decomposes equivariantly as

∑
j νF, j with weights βF, j ∈ t∗.
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The equivariant Euler class eF := eT (νF ) is then given by

eF (X) =
∏

j

(c1(νF, j ) − βF, j ).

References for this subsection are Berline–Getzler–Vergne [2], Sect. 7.2; Audin [1],
Chap. V.6.

9.8 Localization Formula for Torus Actions

If M is a G-manifold of dimension m, then the equivariant pushforward is

∫

M
: H∗

G(M) → H∗
G(pt).

Topologically, this is the pairing with the fundamental class of M . In the Cartan
model, we represent an equivariant cohomology class by η ∈ �∗

G(M) satisfying
Dη = 0. Stokes’ theorem implies that if M has no boundary then

∫
M Dα(X) = 0

for any α ∈ �∗
G(M). Thus

∫
M η(X) depends only on the class of η in the cohomology

of the Cartan model. Integration over M defines a map
∫
M from H∗

G(M) to H∗
G(pt)

which we will call the equivariant pushforward.

Remark 9.39 The integral defining the equivariant pushforward is a smooth function
of X . For example, the equivariant pushforwardof eiω̄ (whereω is the symplectic form
on S2 and ω̄ is its extension to an equivariantly closed form) is a constant multiple
of sin X/X , which is a smooth function of X . However, the terms corresponding
to individual F are meromorphic functions of X which do have poles. These poles
cancel in the sum over F .

The localization theorem in equivariant cohomology is stated in Sect. 9.10 and
proved in Theorem 9.50. What follows is the proof of the localization theorem when
MT consists of isolated fixed points. In this case eF (X) = (−1)n

∏
j βF, j (X). This

implies the dimension of M is even, since nontrivial irreducible representations of
T have real dimension 2, and if F is a fixed point, TFM must decompose as a direct
sum of nontrivial irreducible representations of T . If there were any subspaces of
TFM on which T acted trivially, they would be tangent to the fixed point set MT ,
but we have already assumed MT consists of isolated fixed points.

Lemma 9.40 Let θ be any 1-form on M for which θ(X#) �= 0 off MT . Then on
M \ MT we have that if α ∈ �∗

T (M) and Dα = 0,

α = D

(
θα

Dθ

)
.
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Proof (a) The differential operator D is an antiderivation (because d and iX# are
antiderivations).

(b) So D(θα) = (Dθ)α (since Dα = 0 and D is a derivation). It follows that

α = D

(
θα

Dθ

)

We are using the fact that D( f/Dθ) = Df/Dθ .
(c) The formal expression θα

Dθ
makes sense on M \ MT since Dθ = dθ − θ(X#)

and θ(X#) �= 0 on M \ MT . Then

1

Dθ
= 1

−θ(X#)

(
1 − dθ

θ(X#)

)

= −1

θ(X#)

∑

r≥0

(
dθ

θ(X#)

)r

and (dθ)r = 0 for 2r > dim(M). So the series only has a finite number of nonzero
terms. �

Lemma 9.41 There exists a θ satisfying the hypotheses of the previous lemma.

Proof Wemay construct θ onM as follows. Define θ ′ onM \ MT as follows. Choose
a T -invariant metric g on M and define for ξ ∈ TmM

θ ′
m(X#

m) = g(X#
m, X#

m)

Then θ ′
m(X#

m) = g(X#
m, X#

m) = 1 on M \ MT . We choose the metric g to have
this property on the complement of the fixed point set of the vector field X#.

In a neighbourhood of F ∈ MT , we shall take a different choice of θ : denote it
by θ ′′. Choose coordinates (x1, . . . , x2n−1, x2�) on TFM ∼= C ⊕ . . .C (� copies of
C) for which T acts on the j th copy of C (with coordinates z j = x2 j−1 + i x2 j ) by a
linear action with weight β j ∈ t∗, Lie(β j ) : t → R.

Define β j (X) = λ j ∈ R for a specific X ∈ t for which all the β j (X) are nonzero.
This statement is true for almost all X ∈ t.

On C
n ∼= TFM , define

θ ′′ =
∑

j

1

λ j
(x2 j−1dx2 j − x2 j dx2 j−1).

The exponential map exp : TFM → M is T -equivariant. So

(x1, . . . , x2�)
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become coordinates on an open neighbourhood UF of F in M , and in these coordi-
nates, the action of T is still given by the linear action on C� for which the action on
the j th copy of C is given by the weight β j .

Using a partition of unity, construct a smooth T -invariant function

f : M → [0, 1]

with f = 0 on M \UF . Choose an open neighbourhood F ∈ VF ⊂ UF (for instance
UF is a ball of radius 2, and VF is a ball of radius 1) and require f = 1 on VF . Then
define

θ = (1 − f )θ ′ + f θ ′′

Thus
θ |M\∪F∈MT UF = θ ′

and
θ |VF = θ ′′

and for appropriately chosen f , θm(X#) �= 0 when m /∈ MT . �
Theorem 9.42 (Stokes’ theorem for the Cartanmodel for manifolds with boundary)
Let M be a manifold with boundary ∂M, with G action such that the action of G
sends ∂M to ∂M. If α ∈ �∗

G(M) then

∫

M
Dα =

∫

∂M
α.

Proof Decompose α = α0 + . . . + αdimM where α j is a differential form of degree
j (depending on X ). Then

∫
M α := ∫

M αdimM (by definition the other α j contribute
0 to the integral

∫
M ). Then (Dα)dimM = dαdimM−1 (since the iX# part of the Cartan

model differential reduces the degree of forms, so all terms involving iX# integrate
to 0). Now apply the ordinary Stokes’ theorem to (Dα)dimM . �

Let Bε(F) ⊂ exp(UF ) be a ball of radius ε around F (in the local coordinates on
exp(UF )). Then ∫

M
α = lim

ε→0

∫

M\∪F Bε (F)

α

= lim
ε→0

∫

M\∪F Bε (F)

D

(
θα

Dθ

)

= − lim
ε→0

∑

F

∫

∂Bε (F)

θα

Dθ

(by the usual Stokes’ theorem applied to differential forms, using the fact that all
terms involving iX# contribute 0). Define ∂Bε(F)=Sε(F), a sphere of radius ε inC�.
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Sε(F) = {(x1, . . . , x2�) :
∑

j

|x j |2 = ε2}.

Defineφ : S2�−1 → Sε(F) byφ(x̄) = ε x̄ . After this rescaling, we see by considering
the boundary term from the previous Lemma that the fixed point F contributes the
inverse of the equivariant Euler class of the tangent space at F . �

9.9 Equivariant Characteristic Classes

Define the pushforward map π∗ : �∗
G(M) → �∗

G(pt) by π∗(η)(X) = ∫
M η(X)

(where π : M → point is projection to one point).
Stokes’ theorem for equivariant cohomology in the Cartan model tells us that if

M is a G-manifold with boundary and G : ∂M → ∂M (where the action of G on
∂M is locally free) and η ∈ �∗

G(M), then

∫

M
(Dη)(X) =

∫

∂M
η(X).

It follows that the pushforward map π∗ induces a map H∗
G(M) → H∗

G(pt).

Definition 9.43 Suppose E is a (complex) vector bundle on a manifold M equipped
with a Hamiltonian action of a group G which lifts the action of G on M . The
equivariant Chern classes cGr (E) are given by

cGr (E) = cr (E ×G EG → M ×G EG).

Likewise, the equivariant Euler class of E is given by

eG(E) = e(E ×G EG → M ×G EG).

Example 9.44 (Equivariant characteristic classes in the Cartan model) Suppose E
is a complex vector bundle of rank N on a manifold M equipped with the action of
a group G. Let ∇ be a connection on E compatible with the action of G. Define the
moment of E , μ̃ ∈ EndE ⊗ g∗ (see [2], Sect. 7.1) as follows:

LX#s − ∇X#s = μ̃(X)s (9.1)

for s ∈ �(E) (where X ∈ g and X# is the fundamental vector field on M associated
to X ). Notice that the action of G on the total space of E permits us to define the
Lie derivative LX#s of a section s ∈ �(E), and that the formula (9.1) defines μ̃ as
a zeroth-order operator (in other words, a section of End(E) depending linearly on
X ∈ g).
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We find that the representatives in the Cartan model of cGr (E) are given by

cGr (E) = [τr (F∇ + μ̃(X))]

where F∇ ∈ �(EndE ⊗ �2(M)) is the curvature of ∇ and τr is the elementary sym-
metric polynomial of degree r on u(N ) giving rise to the r th Chern class cr .

Remark 9.45 If M is symplectic and E is a complex line bundleLwhose first Chern
class is the De Rham cohomology class of the symplectic form, then the moment
defined in Example 9.44 reduces to the symplectic moment map for the action of G.

Example 9.46 Suppose E is a complex line bundle over M equipped with an action
of a torus T compatible with the action of T on M , and denote by F the components
of the fixed point set of T over M . Suppose a torus T acts on the fibres of E |F
with weight βF ∈ t∗. In other words, if X ∈ t, then the action of exp(X) ∈ T sends
z ∈ E |F to eiβF (X)z. Then in this notation, the restriction of the equivariant Euler
class of E to F is given by

eT (E)|F = c1(E) + βF (X).

Example 9.47 If G acts on a manifold M , bundles associated to M (for example
tangent and cotangent bundles) naturally acquire a compatible action of G.

Example 9.48 Suppose a torus T acts on M and let F be a component of the fixed
point set. (Notice that each F is a manifold, since the action of T on the tangent
space T f M at any f ∈ F can be linearized and the linearization gives charts for F
as a manifold.) Let νF be the normal bundle to F in M ; then T acts on νF . Without
loss of generality (as mentioned above, we are using the splitting principle: see for
instance Bott and Tu [8]), we may assume that νF decomposes T -equivariantly as a
direct sum of line bundles νF, j on each of which T acts with weight βF, j ∈ t∗. Thus
one observes that the equivariant Euler class of νF is

eF (X) =
∏

j

(c1(νF, j ) + βF, j (X)).

Notice that βF, j �= 0 for any j , since otherwise νF, j would be tangent to the fixed
point set rather than normal to it. We may thus define

e0F (X) =
∏

j

βF, j (X)

and we have

eF (X) = e0F (X)
∏

j

(1 + c1(νF, j )

βF, j (X)
).
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Since c1(νF, j )/βF, j (X) is nilpotent (recall a class U is said to be nilpotent if there
is a positive integer N for which UN = 0), we find that we may define the inverse
of eF (X) by

1

eF (X)
= 1

e0F (X)

∞∑

r=0

(−1)r (
c1(νF, j )

βF, j (X)r
);

only a finite number of terms contribute to this sum.

Example 9.49 U (1) actions with isolated fixed points.
Suppose the action of T ∈ U (1) on M has isolated fixed points. Suppose the

normal bundle νF = TFM at each fixed point F decomposes as a direct sum νF ∼=
⊕N

j=1νF, j where each νF, j
∼= C and M acts with multiplicity μF, j on νF, j (for 0 �=

μF, j ∈ Z): in other words

t ∈ U (1) : z j ∈ νF, j �→ tμF, j z j .

We then find that the equivariant Euler class is

eF (X) = (
∏

j

μF, j )X
N .

9.10 The Localization Theorem in Equivariant
Cohomology

A very important localization formula for equivariant cohomology with respect to
torus actions is given by the following theorem.

Theorem 9.50 (Berline–Vergne [9]; Atiyah–Bott [4]) Let T be a torus acting on
a manifold M, and let F index the components F of the fixed point set MT of the
action of T on M. Let η ∈ H∗

T (M). Then

∫

M
η(X) =

∑

F∈F

∫

F

η(X)

eF (X)
.

Proof (Berline–Vergne [9]) Let us assume T = U (1) for simplicity. Define Mε =
M \ ∐

F U
F
ε where UF

ε is an ε-neighbourhood (in a suitable equivariant metric) of
the component F of the fixed point set MT . On Mε , T acts locally freely, so we may
choose a connection θ on Mε viewed as the total space of a principal (orbifold)U (1)
bundle (in other words, θ is a 1-form on Mε for which θ(V ) = 1 where V is the
vector field generating the S1 action). Now for every equivariant form η ∈ �∗

T (M)

for which Dη = 0, we have that
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9.10 The Localization Theorem in Equivariant Cohomology 87

η = D
( θη

dθ − X

)
.

Applying the equivariant version of Stokes’ theorem (Theorem 9.42), we see that

∫

M
η(X) = lim

ε→0

∫

Mε

η(X) =
∑

F

lim
ε→0

∫

∂UF
ε

θη(X)

dθ − X
.

It can be shown (see [9] or Sect. 7.2 of [2]) that as ε → 0,
∫
∂UF

ε

θη(X)

dθ−X tends to
∫
F

η(X)

eF (X)
.

�
Proof (Atiyah–Bott [4]) We work with the functorial properties of the pushfor-
ward (in equivariant cohomology) under the map iF including F in M . We see
that i∗F (iF )∗ = eF is multiplication by the equivariant Euler class eF of the normal
bundle to F . Furthermore, one may show ([10], Sect. 6, Proposition 8) that the map

∑

F

i∗F : H∗
T (M) �→ ⊕F∈F H∗(F) ⊗ H∗

T (pt)

is injective. Thus we see that each class η ∈ H∗
T (M) satisfies

η =
∑

F∈F
(iF )∗

1

eF
i∗Fη (9.2)

(by applying i∗F to both sides of the equation). Now
∫
M η = π∗η (where the map

π : M → pt andπ∗ : H∗
T (M) → H∗

T is the pushforward in equivariant cohomology).
The result now follows by applying π∗ to both sides of (9.2) (since π∗ ◦ (iF )∗ =
(πF )∗ = ∫

F ). �
Proof (Bismut [11]; Witten [12], 2.2.2) For more details, there is an excellent pre-
sentation of this material in the book [13]. Let λ ∈ �1(M) be such that ιX#λ = 0 if
and only if X# = 0: for instance, we may choose λ(Y ) = g(X#,Y ) for any tangent
vector Y (where g is any G-invariant metric on M). We observe that if Dη = 0 then∫
M η(X) = ∫

M η(X)etDλ for any t ∈ R. Now Dλ = dλ − g(X#, X#), so

∫

M
η(X)etDλ =

∫

M
η(X)e−tg(X#,X#)

∑

m≥0

tm(dλ)m/m!.

Taking the limit as t → ∞, we see that the integral reduces to contributions from
points where X# = 0 (i.e., from the components F of the fixed point set of T ). A
careful computation yields Theorem 9.50.1 �

1The technique used in this proof—introducing a parameter t , showing independence of t by a
cohomological argument and showing localization as t tends to some limit—is by now universal in
geometry and physics. Two of the original examples were Witten’s treatment of Morse theory in
[14] and the heat equation proof of the index theorem [15].
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Chapter 10
The Duistermaat–Heckman Theorem

10.1 Introduction

There are two formulations of the Duistermaat–Heckman theorem, which is the main
result of Heckman’s PhD thesis and is presented in [1]. The first (which comes from
the original article [1]) describes how the Liouville measure of a symplectic quo-
tient varies. The second describes an oscillatory integral over a symplectic manifold
equipped with a Hamiltonian group action and can be characterized by the slogan
“Stationary phase is exact”.

The layout of this chapter is as follows. Section10.2 describes the normal form the-
orem. Section10.3 states the Duistermaat–Heckman theorem. Section10.4 describes
the pushforward of the Liouville measure. Section10.6 defines the Kirwan map.
Section10.8 outlines the residue formula. Section10.9 defines the residue formula
by induction.

If (M, ω) is a compact symplectic manifold equipped with a Hamiltonian torus
action with moment map, � : M → t∗ and η0 is a regular value in t∗ so Mη0 =
�−1(η0)/T (the symplectic quotient at η0) is a smooth manifold or at worst an
orbifold, wemight ask how Mη varies as η varies in a neighbourhood of η0 consisting
of regular values of �.

Proposition 10.1 The critical values of � are of the form �(MT ′
) where MT ′

is the
fixed point set of a one-parameter subgroup T ′ ∼= U (1) of T .

For topological reasons, only finitely many such subgroups will appear. The
images of �(A), where A is a component of MT , are subsets of intersections of
�(M) with hypersurfaces. These hypersurfaces are normal to the vectors u (u ∈ t)
which generates the one-parameter subgroups T ′.

Example 10.2 If K = SU (3) and T is its maximal torus, the coadjoint orbit Oλ

(for generic λ) is a Hamiltonian T space. The fixed point set of the T action is the

© The Author(s), under exclusive licence to Springer Nature Switzerland AG 2019
S. Dwivedi et al., Hamiltonian Group Actions and Equivariant Cohomology,
SpringerBriefs in Mathematics,
https://doi.org/10.1007/978-3-030-27227-2_10
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90 10 The Duistermaat–Heckman Theorem

collection of pointswλwherew ∈ W . Themoment map image�T (Oλ) is a hexagon,
the convex hull of {wλ}. See [2], Figs. 4.3 and 4.7.

We shall see

Theorem 10.3 (Duistermaat–Heckman [1]) Ifη0 is a regular value of�, then forη in
a sufficiently small neighbourhood U of η0, Mη

∼= Mη0 (the two are diffeomorphic).
However, Mη is not symplectically diffeomorphic to Mη0 . In fact, identifying the
symplectic forms ωη on Mη (via the diffeomorphisms) with symplectic forms on Mη0 ,
we have

ωη = ωη0+ < η − η0, c >

where c ∈ �2(Mη0) ⊗ t is a closed differential form. (Informally, the symplectic form
on a reduced space Mη depends linearly on η.)

Corollary The symplectic volume vol(Mη) of a family of symplectic quotients is a
polynomial function of η in a sufficiently small neighbourhood of a regular value η0.

We shall prove this theorem starting from the following:

10.2 Normal Form Theorem

The proof presented here is adapted from [3], Proposition 40.1.

Proposition 10.4 (Normal form theorem) We give a normal form for the T action,
the symplectic structure and the moment map in a neighbourhood of �−1(η0) for
any regular value η0 of �.

The role played by this result is analogous to the Darboux theorem.

Proof Webeginwith the following observation. If (M, ω)has aHamiltonian T action
and H ≤ T , then the moment polytope for �H is obtained as follows. By reduction
in stages, if ζ ∈ h∗ then Mζ := �−1

H (ζ )/H is a family of symplectic manifolds with
Hamiltonian action of T/H . The moment polytopes are

�T/H (Mζ ) = {ξ ∈ �T (M) : πH (ξ) = ζ }. �

Example 10.5
M = CP2

The images �T/H (Mζ ) form a family of intervals of length 1 − ζ . Thus Mζ is a
2-sphere with symplectic area 1 − ζ (in other words, the symplectic form on Mζ

varies linearly with ζ , as stated in the Duistermaat–Heckman theorem).
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Recall that if P is a manifold with a free action of G, then P → M = P/G
inherits the structure of a principal G-bundle. A connection on G is a 1-form

θ ∈ �1(P) ⊗ t

for which

• (Rg)
∗θ = Ad(g−1)θ

• θ(X#) = X for any X ∈ g.

Example 10.6 If U (1) → P → M is a principal U (1)-bundle, then a connection is
a 1-form θ for which

• (Rg)
∗θ = θ (θ is invariant under the U (1) action)

• θ(X#) = X for any X ∈ iR := Lie(U (1)).

Example 10.7 If U (1)n → P → M is a principal U (1)n bundle, then a connection
is a collection of 1-forms (θ1, . . . , θn) on P invariant under the action of T = U (1)n

and for which θ j (ξ
#
k ) = δ jk if ξ #

k is the vector field generated by the kth copy ofU (1).

We then have the following.

Theorem 10.8 Let (M, ω) be a symplectic manifold equipped with a Hamilto-
nian action of T = U (1)n. Use (θ1, . . . , θn) to define a connection on the bundle
�−1(η0) × R

n over �−1(η0)/U (1) (where we have identified t with R
n). Let ωη0

be the symplectic form on Mη0 = �−1(η0)/T and define a symplectic structure on
�−1(η0) × R

n by

ω = π∗ωη0 − d(

n∑

j=1

t jθ j )

where t j are coordinates on R
n ∼= t∗ corresponding to the coordinates on t used to

define the θ j .

This theorem gives a description of the symplectic form and moment map and T
action in a neighbourhood of η0.

The action of T is defined by the action on�−1(η0).Then there is a symplectomor-
phism from a tubular neighbourhood of �−1(η0) in M to a tubular neighbourhood
of �−1(η0) × {0} in �−1(η0) × R

n .

Lemma 10.9 With the symplectic form ω on �−1(η0) × R
n, the moment map is

�′ : (p, (t1, . . . , tn)) 	→ −(t1, . . . , tn).

Proof We have
ιζ j d(

∑

k

tkθk) = −diζ j (
∑

k

tkθk) = −dt j

(since Lζ j θk = 0). �
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Remark The isomorphismwith a tubular neighbourhood is not canonical. It depends
on the choice of a connection (θ1, . . . , θn).

Remark If 0 is a regular value of the moment map, an analogous statement is true
for the normal form for the action of a nonabelian group.

10.3 Duistermaat–Heckman Theorem, Version I

Theorem 10.10 (Duistermaat–Heckman) If η0 is a regular value of � : M → t∗,
then for η in a sufficiently small neighbourhood of η0, Mη

∼= Mη0 and

ωη = ωη0 +
n∑

j=1

(η − η0) j dθ j

Here we have decomposed η = (η1, . . . , ηn) ∈ R
n = t∗. In other words, the sym-

plectic form varies linearly in the parameters η j .

Proof If �−1(η) × {η} is in the open neighbourhood of �−1(η0) × {η0} which is
identified diffeomorphically with a tubular neighbourhood of �−1(η0) in M , then

Mη = �−1(η)/T = (�−1(η0) × {η})/T

= �−1(η0)/T × {η} = Mη0 .

The symplectic form on Mη pulls back on

�−1(η0) × {η}

to the restriction

ωη0 − d

⎛

⎝
∑

j

(η j − η0
j )θ j

⎞

⎠ .

But now η is a constant so the symplectic form pulls back to

ωη0 −
∑

j

(η j − η0
j )dθ j .

Now c j := dθ j is a closed 2-form on �−1(η0) × R
n . In fact the form c j is pulled

back from a 2-form on the symplectic quotient Mη0 . It is a representative in de Rham
cohomology for the first Chern class of a line bundle L j over Mη0 . If v j is the element
of t∗ defining the coordinate t j on R

n , take ρ j = exp(v j ) ∈ �W = Hom(T,U (1)).
The space
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L j = �−1(η0) ×T,ρ j C

is a line bundle over Mη0 . Then the 1-form θ j is a connection on the line bundle L j

so dθ j is its curvature. �

Proposition 10.11 The pushforward�∗(ωN/N !) at η ∈ t∗ is equal to the symplectic
volume of Mη multiplied by vol(T ).

Proof For a smooth function f on t,

∫

η∈t∗
�∗(

ωN

N ! ) f (η) =
∫

m∈M
ωN

N ! f (�(m))

=
∫

M
(expω) f (�(m)).

Choose f supported on the neighbourhood U ∈ t∗. Then the integral becomes

∫

(p,η)∈�−1(η0)×U
exp

(
π∗ωη0 − d(η − η0, θ)

)
f (η)

=
∫

(p,η)∈�−1(η0)×t∗
exp(π∗ωη0) exp

(−(dη, θ) − (η − η0, dθ)
)
f (η).

The measure on t∗ comes from dη1 ∧ . . . ∧ dηn in dη1 ∧ . . . ∧ dηn ∧ θ1 ∧ . . . ∧ θn .
Weget this by expanding exp {−(dη, θ)} .Weevaluate the integral over�−1(η0) ×

{η}, to get ∫
θ1 ∧ . . . ∧ θn exp(π

∗ωη0) exp
(−(η − η0), dθ

)

= vol(Mη)vol(T ).

(since vol(T ) = ∫
T θ1 ∧ . . . ∧ θn .) The remaining integral is over η ∈ t∗, so it is∫

η∈t∗ vol(Mη)vol(T )g(η) so

volω(M) =
∫

t∗
�∗(ωN/N !) = vol(T )

∫

η∈t∗
volω(Mη).

This follows by applying the definition of pushforward to g : t∗ → R given by
g(x) = 1. �

Corollary 10.12 If M2N is a toric manifold (acted on effectively by U (1)N ), then
its symplectic volume is equal to the Euclidean volume of its Newton polytope (the
image of the moment map for the torus action).

The proof uses the fact that for a toric manifold, the symplectic quotient at η is a
point if η is in the image of the moment map, and it is empty otherwise. Notice that
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the pushforward �∗(ωN

N ! ) of the Liouville measure is supported on the (compact)
polytope �(M), but it encodes more information about M than just the polytope.

Proposition 10.13 The n-form�∗(ωN

N ! ) is a polynomial of degree≤ N on sufficiently
small neighbourhoods of regular values of �.

Proof This result follows immediately from Theorem 10.10. We learn from this
theorem that�∗(ωN

N ! ) is polynomial on any connected component of the set of regular
values of �, and it and its derivatives may have discontinuities on the hyperplanes
(walls) consisting of critical values of �. �

Example 10.14 Consider the adjoint action of the maximal torus T on the adjoint
orbit of an element in su(3). (See, for example, the book [2] by Guillemin, Lerman
and Sternberg.) Themeasure�∗(ωN

N ! ) is Euclideanmeasuremultiplied by a piecewise
linear function characterized by

1. �∗(ωN

N ! ) = 0 on the boundary of �(Oλ)

2. On the region adjacent to the boundary, �∗(ωN

N ! ) is proportional to the Euclidean
distance to the boundary.

3. �∗(ωN

N ! ) is constant on the interior triangle (the component of the complement of
the walls containing the centre of the hexagon).

Remarks on torus actions

Proposition 10.15 The orbits of a Hamiltonian torus action are isotropic.

Proof ω(X#
m,Y #

m) = 0 for any X,Y ∈ t. �

Corollary If M2N is a toric manifold (acted on by T ∼= U (1)N ), then

M
�→ B

has the property that�−1(b) is a Lagrangian submanifold for any regular value b of
�. In other words, the map �−1

(
Int(B)

) → B is a fibration with Lagrangian fibres
isomorphic to U (1)N .

This is a special case of the Liouville–Arnol’d theorem. See, for example, the book
[4] by Arnol’d.

10.4 Computation of Pushforward of Liouville Measure on
a Symplectic Vector Space

Recall that V ∼= C
N is a symplectic vector space acted on linearly by a torus T ; in

other words,
V ∼= ⊕βCβ
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where Cβ is acted on by

ρβ = exp(2π iβ) ∈ Hom(T,U (1))

for
β ∈ �W = Hom(�I ,Z) ⊂ t∗.

Here �I denotes the integer lattice (the kernel of the exponential map), and �W

denotes the weight lattice (defined here). We saw that the moment map was

�(z1, . . . , zN ) = −1

2

∑

j

|z j |2β j

ω = i

2

∑

j

dz j ∧ dz̄ j =
∑

j

dx j ∧ dy j .

Denote the moment map for the linear action by

Lemma 10.16 The pushforward of Liouville measure under the moment map � is

�∗(
ωN

N ! )(ξ) = Hβ̄ (ξ )dt1 ∧ · · · ∧ dt�

where this function is defined by

Hβ̄ (ξ ) = vol{(s1, . . . , sN ) ∈ (R+)N : ξ = −
N∑

j=1

s jβ j }.

Here, the number of equations is � (the dimension of T ) and the number of unknowns
is N . The function Hβ̄ is piecewise polynomial of degree N − �. The pushforward of
Lebesgue measure onRN under the moment map � is the function Hβ̄ (ξ ) multiplied
by Euclidean measure on R

�.
Let ξ ∈ t∗ and suppose that L : CN → t∗ is the map

L(s1, . . . , sN ) =
∑

j

s jβ j .

For toric manifolds (N = �), Hβ̄ is the characteristic function of the image of the
moment map of the torus action (also called the Newton polytope).

In the case C → R, z 	→ 1
2 |z|2, on�∗(dx ∧ dy) = 2πds when s is the coordinate

on R. This is because dxdy = rdrdθ = 1
2d(r2)dθ. So

∫
f (
1

2
r2)

1

2
d(r2)dθ = 2π

∫
f (r2)d(

1

2
r2)
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96 10 The Duistermaat–Heckman Theorem

so
�∗(dxdy) = 2πds.

So
� = L ◦ (�1, . . . , �N )

where
� j : C → R

+

is

� j (z) = 1

2
|z|2.

So
�∗(ωN/N !) = L∗((2π)Nds1 ∧ . . . dsN ).

It is easy to check that
L∗(ds1 ∧ . . . dsN )(ξ) =

vol

⎛

⎝(s1, . . . , sN ) ∈ (R+)N : ξ = −
N∑

j=1

s jβ j

⎞

⎠ .

Let us define a differential operator on t∗ by

Dβ j = β j (
∂

∂ξ1
, · · · ,

∂

∂ξN
).

Then
N∏

j=1

Dβ j Hβ̄ = δ(ξ)

so Hβ̄ is the fundamental solution of a differential equation with support on the cone
−Cβ̄ . A good reference for this material is the book [2] by Guillemin, Lerman and
Sternberg.

Let M be a symplectic manifold equipped with the Hamiltonian action of a group
G. As described in the previous chapter, the equivariant 2-form ω̄ ∈ �2

G(M) defined
by

ω̄(X) = ω + (μ, X)

satisfies Dω̄ = 0 and thus defines an element [ω̄] ∈ H 2
G(M).

Theorem 10.17 (Duistermaat–Heckman theorem, version II) Suppose M is a sym-
plectic manifold of dimension 2n equipped with the Hamiltonian action of a torus
T . Then for generic X ∈ t, in the notation of Theorem 9.50, we have

jeffrey@math.toronto.edu



10.4 Computation of Pushforward of Liouville Measure on a Symplectic … 97

∫

M
eiω̄ =

∫

M

(iω)n

n! eiμ(m)(X) =
∑

F∈F
eiμ(F)(X)

∫

F

eiω

eF (X)
.

Proof Apply the abelian localization theorem (Theorem 9.50) to the class

exp(iω̄) ∈ H∗
G(M).

(For each component F of the fixed point set of T , the value of μ(F) is a constant.)
�

10.5 Stationary Phase Approximation

An alternative approach to this version of the Duistermaat–Heckman theorem
(“exactness of the stationary phase approximation”) is sketched as follows. Assume
for simplicity that T = U (1) and that the components F of the fixed point set are
isolated points. By the equivariant version of the Darboux–Weinstein theorem [5],
we may assume the existence of Darboux coordinates (x1, y1, . . . , xn, yn) on a coor-
dinate patch UF about F , for which

μ(x1, y1, . . . , xn, yn) = μ(F) −
∑

j

m j

2
(x2j + y2j ).

Thus the oscillatory integral over UF tends (if we may replace UF by R
2n) to

∫

m∈M
eiωeiμ(m)X =

∫

R2n
i ndx1dy1 . . . dxndyne

iμ(F)Xe−i
∑

j m j (x2j +y2j )/2. (10.1)

Here X is a real parameter. The integral over R2n is given by a standard Gaussian
integral: ∫

R2n
eiωeiμX = (2π)neiμ(F)X

(
∏

j m j )Xn
:= SF (X)

The lemma of stationary phase ([3], Sect. 33) asserts that the oscillatory integral∫
m∈M eiωeiμ(m)X over M has an asymptotic expansion as X → ∞ given by

∫

m∈M
eiωeiμ(m)X =

∑

F∈F
SF (X)(1 + O(1/X)) + O(X−∞).

The first version of the Duistermaat–Heckman theorem (Theorem 10.17) may thus
be reformulated as the assertion that the stationary phase approximation is exact
(in other words, the leading order term in the asymptotic expansion gives the exact
answer for any value of the parameter X ).
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98 10 The Duistermaat–Heckman Theorem

10.6 The Kirwan Map

Suppose M is a compact symplectic manifold equipped with a Hamiltonian action
of a compact Lie group G. Suppose 0 is a regular value of the moment map μ. There
is a natural map κ : H∗

G(M) → H∗(Mred) defined by

κ : H∗
G(M) 	→ H∗

G(Z0) ∼= H∗(Mred)

where Z0 := μ−1(0). This map is obviously a ring homomorphism.

Theorem 10.18 (Kirwan) The map κ is surjective.

The proof of this theorem ([6], Sects. 5.4 and 8.10; see also Sect. 6 of [7]) uses the
Morse theory of the “Yang–Mills function” |μ|2 : M → R to define an equivariant
stratification of M by strata Sβ which flow under the gradient flow of −|μ|2 to a
critical set Cβ of |μ|2. One shows that the function |μ|2 is equivariantly perfect, in
other words, that the Thom–Gysin (long) exact sequence in equivariant cohomology
decomposes into short exact sequences, so that one may build up the cohomology as

H∗
G(M) ∼= H∗

G(μ−1(0)) ⊕
⊕

β �=0

H∗
G(Sβ).

Here, the stratification by Sβ has a partial order >; thus one may define an open
dense set Uβ = M − ∪γ>βSγ of all points that flow into Sβ . This includes the open
dense stratum S0 of points that flow into μ−1(0). Note that the stratum S0 retracts
onto μ−1(0)). The equivariant Thom–Gysin sequence is

· · · → Hn−2d(β)

G (Sβ)
iβ ∗→ Hn

G(Uβ) → Hn
G(Uβ \ Sβ) → . . . .

To show that the Thom–Gysin sequence splits into short exact sequences, it suffices
to know that the maps (iβ)∗ are injective. The map i∗β(iβ)∗ is multiplication by the
equivariant Euler class eβ of the normal bundle to Sβ . (See, for example, Chap. 9.)
Injectivity follows because this equivariant Euler class is not a zero divisor (see [6],
Theorem 5.4 for the proof).

Atiyah and Bott [8] use a similar argument in an infinite-dimensional context
to define a stratification of the infinite-dimensional space of all connections on a
compact orientable 2-manifold �, using the Yang–Mills functional

∫
σ

|FA|2 (which
is equivariant with respect to the action of the gauge group). This stratification is
used to compute the dimensions of the cohomology groups of the spaces of gauge
equivalence classes of flat connections.
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10.7 Nonabelian Localization

Witten in [9] gave a result (the nonabelian localization principle) that related inter-
section pairings on the symplectic quotient Mred of a (compact) manifold M to data
on M itself. Since κ : H∗

G(M) → H∗(Mred) is a surjective ring homomorphism, all
intersection pairings are given in the form

∫
Mred

κ(η) for some η ∈ H∗
G(M).

In the paper [9], Witten regards the equivariant cohomology parameter X ∈ g as
an integration variable and seeks to compute the asymptotics in ε > 0 of

∫

X∈g
dXe−ε|X |2/2

∫

M
η(X)eiωei(μ,X). (10.2)

He finds that the expression (10.2) has an asymptotic expansion as ε → 0 of the form

∫

Mred

eε�eiωredκ(η) + O
(
p(ε−1/2)e− b

2ε

)
(10.3)

where b is the smallest nonzero critical value of |μ|2, p is a polynomial, and � is a
particular element of H 4(Mred) (the image κ(β) of the element β ∈ H∗

G(M) specified
by β : X ∈ g 	→ −|X |2/2). Recall κ is the Kirwan map.

10.8 The Residue Formula

A related result is the residue formula, Theorem 8.1 of [10].
We define the residue on meromorphic functions of the form eiλX

X N when λ �= 0 (for
0 < N ∈ Z) by

Res(
eiλX

X N
) = ResX=0

eiλX

X N
, λ > 0;

= 0, λ < 0.

More generally, the residue is specified by certain axioms (see [10], Proposition 8.11),
and may be defined as a sum of iterated multivariable residues ResX1=λ1 . . .ResXl=λl

for a suitably chosen basis of t yielding coordinates X1, . . . , Xl (see Proposition 3.2
in [11]).

Theorem 10.19 ([10], corrected as in [12])
Let η ∈ H∗

G(M) induce η0 ∈ H∗(Mred). Then we have

∫

Mred

κ(η)eiωred = n0C
GRes

(
D2(X)

∑

F∈F
Hη

f (X)[dX ]
)

, (10.4)
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100 10 The Duistermaat–Heckman Theorem

where n0 is the order of the stabilizer in G of a generic element of μ−1(0), and the
constant CG is defined by

CG = (−1)s+n+

|W |vol(T )
. (10.5)

We have introduced s = dimG and l = dim T ; here n+ = (s − l)/2 is the number
of positive roots.1 Also, F denotes the set of components of the fixed point set of T ,
and if F is one of these components then the meromorphic function Hη

f on t ⊗ C is
defined by

Hη

f (X) = eiμ(F)(X)

∫

F

i∗Fη(X)eiω

eF (X)
(10.6)

and the polynomial D : t → R is defined by D(X) = ∏
γ>0 γ (X), where γ runs

over the positive roots of G.

The main ingredients in the proof of Theorem 10.19 are the normal form theorem
(see Sect. 10.2) and the abelian localization theorem (Theorem 9.50). We outline a
proof as follows. First (followingMartin [13]),wemay reduce to symplectic quotients
by the action of the maximal torus T :

Proposition 10.20 ([13])We have

∫

μ−1(0)/G
κ(ηeiω̄) = 1

|W |
∫

μ−1(0)/T
κ(Dηeiω̄) = (−1)n+

|W |
∫

μ−1
T (0)/T

κ(D2ηeiω̄).

Proof We need to prove the result only for torus actions. A sketch of the proof when
G = U (1) [14] follows: We write

η = D
( θη

dθ − X

)
.

Suppose 0 is a regular value of μ. Then μ−1(R+) is a manifold with boundary
μ−1(0) := Z0. One may show [10] that

ResX=0

∫

Z0

θηeiω̄

X − dθ
=

∫

Z0/G
κ(ηeiω̄). (10.7)

In the U (1) case the map κ may be written as

κ : η 	→ ResX=0 p∗
θη

X − dθ
, (10.8)

1Here, the roots of G are the nonzero weights of its complexified adjoint action. We fix the
convention that weights β ∈ t∗ satisfy β ∈ Hom(�I ,Z) rather than β ∈ Hom(�I , 2πZ) (where
�I = Ker(exp : t → T ) is the integer lattice). This definition of roots differs by a factor of 2π from
the definition used in [10].
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(where p : Z0 → Z0/G is projection, so that the pushforward p∗ is integration over
the fibre of p). Applying the equivariant Stokes’ theorem toμ−1(R+) and then taking
the residue at X = 0, we find that

ResX=0

∫

Z0

θη

dθ − X
−

∑

F∈F :μ(F)>0

ResX=0e
iμ(F)X

∫

F

ηeiω

eF (X)
= 0, (10.9)

which is exactly the U (1) case of the residue formula.

Nonabelian localization has had two major applications thus far. The first is that
the residue formula has been used in [12] to give a proof of formulas for intersection
numbers on moduli spaces of vector bundles on Riemann surfaces. Some of the
background underlying these results is described in Chap.12. The second is that
nonabelian localization underlies some proofs (see, e.g. [11, 15]) of a conjecture of
Guillemin and Sternberg [16] that “quantization commutes with reduction”: in other
words, that theG-invariant part of the quantization of a symplecticmanifold equipped
with a Hamiltonian G action is isomorphic to the quantization of the reduced space
Mred. See Chap.11 of this volume. For an expository account and references on
results about this conjecture of Guillemin and Sternberg, see the survey article by
Sjamaar [17].

10.9 The Residue Formula by Induction

Guillemin andKalkman [18] and independentlyMartin [13] have given an alternative
version of the residue formula which uses the one-variable proof inductively.

Theorem 10.21 (Guillemin–Kalkman;Martin) Suppose M is a symplectic manifold
acted on by a torus T in a Hamiltonian fashion, and η ∈ H∗

T (M). Then

∫

Mred

κ(η) =
∑

i

′ ∫

(Mi )red

κi (Resiη).

Here, Mi is the fixed point set of a one-parameter subgroup Ti of T (so that μT (Mi )

are critical values of μT ): it is a symplectic manifold equipped with a Hamiltonian
action of T/Ti and with the natural map κi : H∗

T/Ti
(Mi ) → H∗((Mi )red) (the Kirwan

map for the action of the group T/Ti ). The map Resi : H∗
T (M) → H∗

T/Ti
(Mi ) is

defined by
Resiη = ResXi=0(i

∗
Mi

η) (10.10)

where iMi is the inclusion map,

i∗Mi
η ∈ H∗

T (Mi ) = H∗
T/Ti (Mi ) ⊗ H∗

Ti

and Xi ∈ t∗i is a basis element for t
∗
i .
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102 10 The Duistermaat–Heckman Theorem

The sum in Theorem 10.21 is over those Ti and Mi for which a (generic) ray in t∗
from 0 to the complement of μT (M) intersects μT (Mi ). Different components Mi

and groups Ti will contribute depending on the choice of the ray.

References

1. J.J. Duistermaat, G. Heckman, On the variation in the cohomology of the symplectic form of
the reduced phase space. Invent. Math. 69, 259–268 (1982). Addendum, 72, 153–158 (1983)

2. V.Guillemin, E. Lerman, S. Sternberg, Symplectic Fibrations andMultiplicity Diagrams (Cam-
bridge University Press, 1996)

3. V. Guillemin, S. Sternberg, Symplectic Techniques in Physics (Cambridge University Press,
1990)

4. V.I. Arnold, Mathematical Methods of Classical Mechanics. Graduate Texts in Mathematics
(Springer, 1978)

5. A.Weinstein, Symplecticmanifolds and their Lagrangian submanifolds.Adv.Math. 6, 329–346
(1970)

6. F. Kirwan, Cohomology of Quotients in Symplectic and Algebraic Geometry (Princeton Uni-
versity Press, 1984)

7. F. Kirwan, The cohomology rings of moduli spaces of vector bundles over Riemann surfaces.
J. Amer. Math. Soc. 5, 853–906 (1992)

8. M.F. Atiyah, R. Bott, The Yang–Mills equations over Riemann surfaces. Philos. Trans. Roy.
Soc. Lond. A 308, 523–615 (1982)

9. E. Witten, Two dimensional gauge theories revisited. J. Geom. Phys. 9, 303–368 (1992)
10. L.C. Jeffrey, F.C. Kirwan, Localization for nonabelian group actions. Topology 34, 291–327

(1995)
11. L.C. Jeffrey, F. Kirwan, Localization and the quantization conjecture. Topology 36, 647–693

(1997)
12. L.C. Jeffrey, F.C. Kirwan, Intersection theory on moduli spaces of holomorphic bundles of

arbitrary rank on a Riemann surface. Ann. Math. 148, 109–196 (1998)
13. S.K. Martin, Symplectic quotients by a nonabelian group and by its maximal torus,

arXiv:math/0001002 (2000)
14. J. Kalkman, Cohomology rings of symplectic quotients. J. Reine Angew. Math. 458, 37–52

(1995)
15. M. Vergne, Multiplicity formulas for geometric quantization I. Duke Math. J. 82, 143–179

(1996)
16. V. Guillemin, S. Sternberg, Geometric quantization andmultiplicities of group representations.

Invent. Math. 67, 515–538 (1982)
17. R. Sjamaar, Symplectic reduction and Riemann–Roch formulas for multiplicities. Bull. Amer.

Math. Soc. 33, 327–338 (1996)
18. V. Guillemin, J. Kalkman, The Jeffrey–Kirwan localization theorem and residue operations in

equivariant cohomology. J. Reine Angew. Math. 470, 123–142 (1996)

jeffrey@math.toronto.edu

http://arxiv.org/abs/math/0001002


Chapter 11
Geometric Quantization

This chapter describes geometric quantization. The motivation for this mathematical
is to mimic quantum mechanics, where a manifold (the “classical phase space”,
parametrizing position and momentum) is replaced by a vector space with an inner
product; in other words, a Hilbert space (the “space of wave functions”). Functions
on the manifold (“observables”) are replaced by endomorphisms of the vector space.

In short, geometric quantization replaces a symplectic manifold (the classical
phase space) by a vector space with inner product (the physical Hilbert space).

If the symplectic manifold has dimension n, the quantization H should consist
of “functions of half the variables.” A prototype is M = R

2 with coordinates q
(position) and p (momentum).

One way to do this is to letH be holomorphic functions in p + iq (this is called a
complex polarization). Alternatively, [1] we could use a real polarization (a map π to
a manifold of half the dimension, with fibres of Lagrangian submanifolds) and define
H to be functions’ covariant constant along the fibres of the polarization (in the R2

example, an example would be functions of p or of q). Geometric quantization with
a real polarization gives a basis consisting of sections of the prequantum line bundle
covariant constant along the fibres.

The layout of the chapter is as follows. In Sect. 11.1, we describe holomorphic
line bundles over a complex manifold. In Sect. 11.2, we describe the geometric quan-
tization ofCP1. In Sect. 11.3, we give a link to representation theorem. In Sect. 11.4,
we describe the Bott–Borel–Weil theorem. Finally in Sect. 11.5, we outline the rep-
resentation theory of SU (2).
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11.1 Holomorphic Line Bundle over a Complex Manifold

Definition 11.1 A complex line bundle over a smooth manifold M is specified by
an open cover {Uα} on M and transition functions gαβ : Uα ∩ Uβ → C

∗. The line
bundle is defined as

L = ∪αUα × C/∼

where (x, zα) ∼ (x, zβ) if zα = gαβ(x)zβ.

Definition 11.2 Suppose M is a complex manifold. The line bundle is holomorphic
if the transition functions gαβ are holomorphic.

Suppose the complex structure is compatible with the symplectic structure:

ω(J X, JY ) = ω(X, Y )

for X, Y ∈ Tx M and J the corresponding almost complex structure. We assume that
the almost complex structure J is integrable (in other words, it comes from a complex
manifold, as in Remark 1.15 of Chap.1. In this situation, the manifold is called a
Kähler manifold.

Definition 11.3 A section s of L is a collection of maps sα : Uα → C satisfying
sα(z) = gαβ(z)sβ(z) for z ∈ Uα ∩ Uβ . This is well defined, since ∂

∂ z̄ j
gαβ = 0 so on

Uα ∩ Uβ , ∂
∂ z̄ j

sα = 0 if and only if ∂
∂ z̄ j

sβ = 0. We will denote the sections of L by
�(L).

Definition 11.4 The complex tangent space and cotangent space are defined as fol-
lows:

TCM = T M ⊗ C

T ∗
C

M = T ∗M ⊗ C

In local complex coordinates z j , a basis for T ∗
C

M is {dz j , dz̄ j }, j = 1, . . . , n.

Definition 11.5 The holomorphic and antiholomorphic cotangent spaces of a com-
plex manifold M are denoted by

T ∗
C

M = (T ∗)(1,0)M ⊕ (T ∗)(0,1)M

= (T ∗)
′
M ⊕ (T ∗)

′′
M

where in local complex coordinates (T ∗)′′
M is spanned by {dz̄ j } and (T ∗)′

M is
spanned by {dz j }.
Definition 11.6 (∂̄-operator on functions on M) Choose local complex coordinates
z1, . . . , zn on the Uα and define
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11.1 Holomorphic Line Bundle over a Complex Manifold 105

∂̄ : C∞(Uα) → �0,1(Uα)

∂̄ f =
n∑

j=1

∂ f

∂ z̄ j
d z̄ j

Remark 11.7 Wenote that the definition of ∂̄ is independent of the choice of complex
coordinates—on the other hand, the quantization depends on the choice of complex
structure or almost complex structure. If M has an almost complex structure that is
not integrable, the definition of the quantization can be generalized using Dolbeault
operators. See for example [2].

Definition 11.8 (∂̄ operator on sections of L on M) Suppose L is a holomorphic
line bundle over M . Given a section s : M → L , s = {sα}, define

∂̄s ∈ �((T ∗)
′′
M ⊗ L)

by
∂̄s = ∂̄sα

on Uα .

This is well defined since ∂̄gαβ = 0.

Proposition 11.9 Specifying a structure of holomorphic line bundle on a complex
line bundle L is equivalent to specifying operators ∂̄ : �(L) → �0,1(M, L) and
∂̄ : �0,1(M, L) → �0,2(M, L) satisfying ∂̄ ◦ ∂̄ = 0.

Proof We have seen that a holomorphic line bundle determines a ∂̄ operator. Con-
versely, given a complex line bundle L with ∂̄ , we can choose an open cover {Uα}
with locally defined solutions sα ∈ �(L|Uα

) to ∂̄sα = 0, and sα(x) = 0 for all x ∈ Uα .
Define transition functions gαβ : Uα ∩ Uβ → C

∗ by

gαβ = sαs−1
β .

Hence, ∂̄gαβ = 0 so gαβ gives L the structure of a holomorphic line bundle. �

Definition 11.10 A prequantum line bundle with connection is a complex line bun-
dle L → M equipped with a connection θ whose curvature is equal to the symplectic
form.

Proposition 11.11 Let (L ,∇) be a prequantum line bundle over M. Suppose M
is equipped with a complex structure J compatible with ω (in other words, on M
there are locally defined complex coordinates {z j }). Then ∇ : �(L) → �(T ∗M ⊗ L)

decomposes as
∇ = ∇′ ⊕ ∇′′
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where
∇′ : �(L) → �((T ∗)

′
M ⊗ L)

and
∇′′ : �(L) → �((T ∗)

′′
M ⊗ L).

Note that ∇′
and ∇′′

depend on the almost complex structure J on M.

Proposition 11.12 We may define a structure of holomorphic line bundle on L by
defining ∇′′

as a ∂̄ operator: a section s of L is defined to be holomorphic if

∇′′
s = 0.

Definition 11.13 Thequantizationof the symplecticmanifold (M, ω) equippedwith
the prequantum line bundle L with connection ∇ and complex structure J is

H = H 0(M, L),

in other words the global holomorphic sections of L .

As noted in Remark 11.7, the quantization can be defined even if M is equipped
with a complex structure which is not integrable.

Remark 11.14 If M is compact, the vector spaceH is a finite-dimensional complex
vector space.

11.2 Quantization of CP1 ∼= S2

The two-sphere is

CP1 =
{
(z0, z1) ∈ C

2 \ {(0, 0)}
}
/∼

= {[z0 : z1]}

(using the standard notation for projective spaces, where (z0, z1) ∼ (λz0, λz1) for
λ ∈ C with λ = 0). The hyperplane line bundle over CP1 is defined in [3], Chapter

0. The fibre above [z0 : z1] in this bundle is L [z0:z1] =
{

f : {λ(z0, z1)} → C

}
, (in

other words, linear functions on the line {(λz0, λz1)} where λ ∈ C and z0 and z1 are
constant). Such f satisfy

f (λz0, λz1) = λ f (z0, z1)

The dual of the hyperplane line bundle is the tautological line bundle, for which the
fibre above [z0 : z1] is
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L∗
[z0:z1] =

{
{(λz0, λz1)} : λ ∈ C

}
.

This is the collection of complex lines through the point (z0, z1) ∈ C
2. The kth power

of the hyperplane line bundle is

Lk
[z0,z1] =

{
f : {(λz0, λz1)} → C : f (λz0, λz1) = λk f (z0, z1)

}

in other words, f is a polynomial of degree k on the line through (z0, z1) ∈ C
2 \ {0}.

Its zeroth power is the trivial bundle L0 = CP1 × C.

11.2.1 Global Holomorphic Sections

The space H 0(L) is spanned by the restrictions toC2 \ {0} of the linear functions on
C

2. This is a complex vector space of dimension 2. The space H 0(Lk) is spanned by
the restrictions to C2 \ {0} of the polynomials of degree k on C

2:

f (z0, z1) =
k∑

j=0

a j z
j
0zk− j

1 . (11.1)

This is a complex vector space of dimension k + 1.

11.3 Link to Representation Theory

Suppose a (compact) group G acts on M (from the left), preserving the complex
structure J as well as the symplectic structure (in other words, for each g ∈ G,
Lg : M → M is a holomorphic diffeomorphism).

Suppose the G action lifts to an action on the total space L of a prequantum line
bundle which preserves the connection ∇, and that this action is linear in the fibres:
in other words,

Lg : π−1(m) → π−1(gm) (11.2)

is a linear map.

Proposition 11.15 In this situation, the G action on M defines an action of G on
H 0(L) (from the right).

Define (s · g)(m) = s(g(m)), in other words s · g = s ◦ Lg . Thus, since Lg is a
holomorphic diffeomorphism, the composition s ◦ Lg is a holomorphic section.

Proposition 11.16 The action of G on the space of holomorphic sections is linear.
Thus H is a linear representation of G.
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Proof If s1 and s2 are holomorphic sections of L , then (s1 + s2) · g = s1 · g + s2 · g.

This follows from the linearity of the action of g on fibres of the prequantum line
bundle. �

Remark 11.17 We shall often use a conjugation-invariant inner product on g (such as
the Killing form) and its restriction to t to identify t with t∗. Thus, a weight λ ∈ �W

will sometimes be viewed as an element of t, although strictly speaking �W ⊂ t∗.

Proposition 11.18 Let M be a symplectic manifold acted on by T , and suppose ω

is an integral symplectic form. Then the weights β ∈ t∗ of the representation of T on
H lie in the moment polytope �T (M) ⊂ t∗. These will in general appear with some
multiplicities mβ . We decompose the holomorphic sections of the prequantum line
bundle as a direct sum of weights with multiplicities. In other words, we have

H = ⊕β∈�W mβCβ

for mβ ∈ Z
+; in other words, the direct sum of mβ copies of the representation Cβ ,

which is a copy of C acted on by the representation β.

Proof This result is given by the Kostant multiplicity formula [4] and its general-
izations due to Guillemin, Lerman and Sternberg [5]. As described in this book, we
have

1. For toric manifolds, a weight appears with multiplicity 1 if and only if it is in
�(M) (and 0 otherwise).

2. The multiplicity function m : �W → Z
≥0 is related to the pushforward �∗ ωn

n! .
The pushforward is obtained from the asymptotics of the multiplicity function
under replacing ω by kω, k ∈ Z

+. This operation dilates the moment polytope
by k. �

11.4 Holomorphic Bundles over G/T : The
Bott–Borel–Weil Theorem

Theorem 11.19 (Kostant [4]) Suppose λ ∈ t∗. The symplectic form ω on the coad-
joint orbit Oλ is integral if and only if λ ∈ �W ⊂ t∗.

The Kirillov–Kostant–Souriau (or KKS) symplectic structure is

ω([λ, X ], [λ, Y ]) = (λ, [X, Y ])

where X, Y ∈ g and λ ∈ t. (All elements of the tangent space at λ are of the form
[λ, X ].) The group G acts transitively on the orbit, so we may assume λ ∈ t without
loss of generality.
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Let J be the almost complex structure on the orbit.
On a chart identified with a subset of the direct sum of the root spaces, each root

space is identified with a copy of C and J acts by multiplication by i . We need to
check that

ω(J [λ, X ], J [λ, Y ])) = ω([λ, X ], [λ, Y ]).

This is obvious because after this identification, J is simply multiplied by i .
Let λ ∈ �W be a weight for which Stab(λ) = T . We may define a complex line

bundle Lλ over G/T ∼= Oλ as follows. Define

ρλ ∈ Hom(T, U (1))

by
ρλ(exp(X)) = exp(λ(X))

for X ∈ t and λ as above. We define

Lλ = G ×T,ρλ
C

= (G × C)/∼ where
(g, z) ∼ (gt−1, ρλ(t)z)

for t ∈ T . Sections of Lλ are given by T -equivariant maps f : G → C; in other
words, maps of the form

{ f : G → C| f (gt−1) = ρλ(t) f (g)}.

The action of G on the space of sections is

(g · f )(hT ) = f (ghT ).

Theorem 11.20 We have the following identification of homogeneous spaces: G/T =
GC/B. Here GC is the complexification of G (whose Lie algebra is the tensor product
g ⊗ C) and B (the Borel subgroup) is a complex Lie group defined by

Lie(B) = (
Lie(T ) ⊗ C

) ⊕
⊕

γ>0

Cγ,

in other words, the Lie algebra of B is the direct sum of the positive root spaces
and the complexification of the maximal torus. Recall that Lie(G) ⊗ C decomposes
under the adjoint action of T as

(Lie(T ) ⊗ C) ⊕
⊕

γ>0

Cγ ⊕
⊕

γ>0

C−γ .
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Proof See, for example, Berline–Getzler–Vergne [6]. �

Here are some examples of complexifications of Lie groups:

SU (n)C = SL(n,C)

U (1)C = C
∗

U (n)C = GL(n,C)

Correspondingly, here are some examples of Borel subgroups. If

G = U (n),

its complexification is
GC = GL(n,C).

The corresponding Borel subgroup B is the set of upper triangular matrices in
GL(n,C) (in other words, the set of n × n matrices with zi j = 0 if i > j).

The groupsGC and B have obvious complex structures. So, therefore, doesGC/B.
This holomorphic structure is compatible withωλ (it comes from the almost complex
structure J on Lie(G) ⊗ C). The identity

ωλ([λ, X ], [λ, Y ]) =< λ, [X, Y ] >

gives ωλ(J Z1, J Z2) = ωλ(Z1, Z2). Here, the almost complex structure J is defined
on Tλ(G/T ) and is defined at Tg·λ(G/T ) by identifying this with

Tλ(G/T ) ∼= ⊕γ>0Cγ .

This almost complex structure is integrable (in other words, it comes from a structure
of complex manifold on G/T ). Thus, Lλ acquires the structure of a holomorphic
line bundle.

Lemma 11.21 There is a homomorphism p : B → TC.

Proof The group B has a normal subgroup NC for which TC = B/NC. �

In the case G = U (n), the subgroup NC consists of the upper triangular matrices
for which all entries on the diagonal take the value 1. In this case, the group TC is
the set of invertible diagonal matrices and the map p is projection on the diagonal.

Hence, ρλ = exp(λ) : T → U (1) extends to ρλ : TC → C
∗ and to ρ̄λ : B → C

∗
via ρ̄λ = ρλ ◦ p. Thus, we can define

Lλ = GC ×B,ρ C
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= {(g, z)}/∼

where (g, z) ∼ (gb−1, ρλ(b)z) for all b ∈ B.
The space of holomorphic sections of Lλ is

H 0(Oλ, Lλ) = { f : GC → C : f is holomorphic, f (gb−1) = ρλ(b) f (g)}

for all g ∈ GC and b ∈ B.

Theorem 11.22 (Borel–Weil–Bott [7, 8]) If λ ∈ �W is in the positive Weyl chamber,
then H 0(Oλ, Lλ) is the irreducible representation of G with highest weight λ.

11.5 Representations of SU(2)

We recall from (11.1) that the representations of SU (2) arise by quantizing S2:

H 0(M, L) = {a0z0 + a1z1}

H 0(M, Lk) = {
k∑

j=0

a j z
j
0zk− j

1 }

The element
τ := diag(t, t−1) ∈ SU (2)

acts on C
2 by sending

τ :
(

z0
z1

)
�→

(
t z0

t−1z1

)

So zk− j
0 z j

1 �→ t k−2 j zk− j
0 z j

1.
There are k + 1 weights in total, each appearing with multiplicity 1.
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Chapter 12
Flat Connections on 2-Manifolds

In this chapter, we aim to provide a survey on the subject of representations of
fundamental groups of 2-manifolds, or in other guises flat connections on orientable
2-manifolds ormoduli spaces parametrizing holomorphic vector bundles onRiemann
surfaces.

The layout of this chapter is as follows. In Sect. 12.1, we describe background
material. In Sect. 12.2, we provide a description of representations of the fundamen-
tal group of an orientable 2-manifold into the circle group U (1). In Sect. 12.3, we
describe the general case. Section. 12.4 describes Witten’s formulas for the coho-
mology of these representation spaces. A sketch of the proof is given in Sect. 12.5.
Sections12.3 and 12.4 describe the topology of the spaces treated in Sects. 12.1 and
12.2, andmay require more background in algebraic topology (for instance, familiar-
ity with homology theory). Section12.6 describes a particular class of Hamiltonian
flows on spaces of representations. Finally, we describe geometric quantization of
these spaces. The Verlinde formula gives the dimension of the quantization, and it
will be outlined in Sect. 12.7.

12.1 Background Material

Let � be a compact two-dimensional orientable manifold. Unless otherwise speci-
fied, the dimension refers to the dimension as a real manifold. The space � can be
described in different ways depending on how much structure we choose to specify.

1. Suppose first that we want only to specify the topological structure of the 2-
manifold. These spaces are classified by their fundamental groups (in otherwords,
by the genus r , for which the Euler characteristic of the space is 2 − 2r ):
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π = π1(�
r ) = 〈a1, b1, . . . , ar , br :

r∏

j=1

a jb ja
−1
j b−1

j = 1〉.

The a j , b j provide a basis of the first cohomology H 1(�), chosen so that their
intersection numbers are

a j ∩ b j = 1

and all other intersections are zero.
2. Orientable surfaces may be endowed with structures of smooth orientable mani-

folds of dimension2, and all smooth structures on a compact orientable 2-manifold
of genus r are equivalent up to diffeomorphism.

3. Orientable 2-manifold may be endowed with additional structure, since they may
be given a structure of complex manifold or Riemann surface (a Riemann surface
is a complex manifold of complex dimension 1). It turns out that although there
is only one class of smooth manifold corresponding to a surface of a given genus,
there is a family of inequivalentways of endowing such a surfacewith the structure
of a complex manifold.

Correspondingly, there are three ways of describing the spaces we want to study,
which turn out to be equivalent:

1. representations of the fundamental group into a Lie group, up to conjugation,
2. flat connections on �, up to the action of the gauge group, and
3. isomorphism classes of holomorphic bundles over �.

12.2 Cohomology of U(1) Spaces

In this subsection, we describe the setup from the previous section in the simplest
case, where the Lie group is the circle group U (1).

Let G = U (1). A connection A is simply a 1-form
∑2

i=1 Aidxi on �. The holon-
omy of A around a cycle γ (t) in � is

exp

⎛

⎝i
∫ 2π

0

2∑

j=1

A j (γ (t))
dγ j

dt
dt

⎞

⎠ ,

since the parallel transport x(·) satisfies the equation
dx

dt
= i A(γ (t))x(t).

The solution to this equation is obtained by exponentiating the line integral of A
along γ :
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x(t) = exp

(
i
∫ γ (t)

γ (0)
A(

dγ

dt ′
)dt ′

)
.

The connection A is flat if and only if d A = 0 in terms of the exterior differential
d, which sends p-forms to (p + 1)-forms. The connection resulting from the action
of an infinitesimal gauge transformation φ (where φ is a R-valued function on �) is
the 1-form dφ.

The space of gauge equivalence classes of flat connections is isomorphic to
H 1(�,R)/Z2r . In this case, the correspondence between flat connections and rep-
resentations has an easy proof using Stokes’ theorem: the parallel transport of a flat
U (1) connection around a closed loop is independent of deformations of the loop,
so parallel transport gives a map from the space of flat U (1) connections to the
representations of the fundamental group.

We have
Aflat/ exp Lie(G)

= R
2r

Not all gauge transformations are in the image of the Lie algebra of the group of
gauge transformations under the exponential map. To account for the action of those
gauge transformations that are not in image of the Lie algebra, we must divide by an
additional Z2r , which represents those gauge transformations which are not in the
image of the Lie algebra under the exponential map.

AF/G ∼= R
2r/Z2r ∼= (U (1))2r . (12.1)

Thus, the cohomology of the space U (1)2r has 2r generators dθi , i = 1, . . . , 2r
and the only relations are that

dθi ∧ dθ j = −dθ j ∧ dθi , i, j = 1, . . . , 2r (12.2)

12.3 Cohomology: The General Case

In this section, we describe the generators of the cohomology ring of representations
of the fundamental group.

We describe the procedure to find analogous generators and relations for the case
of M when G is a nonabelian group such as U (n) or SU (n).

Here, the generators of the cohomology ring are obtained as follows.

1. There is a vector bundle U (the “universal bundle”) over M × �. The bundle
U has a structure of holomorphic bundle over M × �, such that its restric-
tion to {x} × � for any point x ∈ M is the holomorphic vector bundle over �

parametrized by the point x .
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2. Take a connection A on U and decompose polynomials in its curvature FA (for
example, Trace(Fn

A)) into the product of closed forms on � and closed forms on
M.

3. Integrate these forms over cycles in � (a point or 0-cycle, the 1-cycles ai and bi ,
or the 2-cycle given by the entire 2-manifold �) to produce closed forms on M,
which represent the generators of the cohomology ring ofM.

4. These classes generate the cohomology ofM under addition and multiplication.

For G = SU (n), if n and d are relatively prime, define the space M(n, d) as the
space of representations of the fundamental group of � into SU (n) (up to the action
of G by conjugation) which send the product of commutators to e2π id/n times the
identity matrix.

One important cohomology class is the cohomology class of the symplectic form
on M. This cohomology class is often denoted by f and is the class obtained by
taking the slant product of c2(U) with the fundamental class [�] of �. Another
important family of classes is that obtained by evaluating the classes onM × � at a
point in �.

12.3.1 The Case M(2, 1)

For the space M(2, 1), the class obtained by evaluating c2(U) at a point in� is often
denoted a ∈ H 2(M(2, 1)). This class is frequently chosen as the normalization of
the cohomology class of the symplectic form on M(2, 1). Newstead [1] describes
the generators of this cohomology ring. The relations between these generators were
established by Thaddeus [2].

12.4 Witten’s Formulas

Witten [3, 4] discovered formulas for intersection numbers in the cohomology of
these spaces M(n, d). In particular, he obtained formulas for their symplectic vol-
umes.

Let G = SU (2) and set n = 2 and d = 1. In this case, these formulas are given
by Donaldson [5] and Thaddeus [2]. The cohomology is generated by the gener-
ators a ∈ H 4(M(2, 1)), f ∈ H 2(M(2, 1)) and b j ∈ H 3(M(2, 1)), j = 1, . . . , 2r .
The structure of the cohomology ring is then determined by the relations between
these generators. Since the cohomology of a compact manifold satisfies Poincaré
duality, these relations are determined by the intersection numbers of all monomials
in the generators.

Donaldson and Thaddeus showed one may eliminate the odd degree generators
b j (see [2]), so the structure of the cohomology ring can be reduced to knowing
the intersection numbers of all powers of the two even degree generators a and f
described above.

jeffrey@math.toronto.edu



12.4 Witten’s Formulas 117

∫

M(2,1)
a j exp f

= (−1) j

2r−2π2(r−1− j)

∞∑

n=1

(−1)n+1

n2r−2−2 j
(12.3)

= (−1) j

2r−2π2(r−1− j)
(1 − 22r−3−2 j )ζ(2r − 2 − 2 j).

Here we have used the notation

exp f =
∑

m≥0

f m

m!

and we use the fact that
∫
M(2,1) α = 0 (where the integral denotes evaluation on

the fundamental class) unless the degree of α equals the dimension of the space of
conjugacy classes of representations. The ζ(n) denotes the Riemann zeta function.

We note that the formulas for intersection numbers can be written in terms of a
sum over irreducible representations of G: this is the form in which these formulas
appeared in Witten’s work.

Example 12.1 The symplectic volume of the spaceM of gauge equivalence classes
of flat G connections is given by the “Witten zeta function”:

∫

M
exp( f ) ∼

∑

R

1

(dim R)2r−2
(12.4)

where we sum over irreducible representations R of G. In the preceding formula and
the next two formulas, the symbol ∼ means that the left-hand side is proportional to
the right-hand side by a known proportionality constant. For the details, see [4]. In
the special case of SU (2), we have

∫

M
exp( f ) ∼

∑

n

1

n2r−2
(12.5)

and ∫

M(2,1)
exp( f ) ∼

∑

n

(−1)n+1

n2r−2
(12.6)

where we sum over the irreducible representations of SU (2), which are parametrized
by their dimensions n. In this case, the Witten zeta function reduces to the Riemann
zeta function.
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Witten [3] expressed the symplectic volume of the moduli space in terms of
Reidemeister–Ray–Singer torsion and gave a mathematically rigorous argument cal-
culating it.

12.5 Mathematical Proof of Witten’s Formulas

In this section, we give a very brief outline of the ingredients in the proof of Witten’s
formulas [6] for intersection numbers for the spaces M(n, d).

The space M is a symplectic quotient

μ−1(0)/G,

where μ is the moment map (a collection of Hamiltonian functions whose Hamilto-
nian flows generate the action of a group G on a symplectic manifold M):

The space M may be constructed as an infinite-dimensional symplectic quotient
of the space of all connectionsA by the gauge group G: the moment map μ : A →
Lie(G)∗ of a connection A is its curvature μ(A) = FA ∈ 	2(�, g) = 	0(�, g)∗
(and 	0(�, g) is the Lie algebra of the gauge group). Hence, the space M may be
identified with μ−1(0)/G.

The spaceMmay also be constructed as a finite-dimensional symplectic quotient
of a (finite-dimensional) space of flat connections on a punctured Riemann surface,
by the action of the finite-dimensional groupG. Thismay involve an extendedmoduli
space [7] or the quotient of a space with a group-valued moment map [8].

We use formulas [6] for intersection numbers in a symplectic quotient; in terms of
the restriction to the fixed points of the action of a maximal commutative subgroup
of G (for G = U (n) this subgroup is the diagonal matrices U (1)n). The answer is
given in terms of

1. the action of the maximal torus T on the normal bundle to the fixed point set to
the T action;

2. the values of the moment map on the fixed point set;
3. the restriction of the cohomology classes to the fixed point set.

Using these methods, we recover Witten’s formulas.

12.6 Hamiltonian Flows on the Space of Flat Connections
on 2-Manifolds

In this section, we describe a collection of Hamiltonian flows on the spaces of con-
jugacy classes of representations introduced above. These were found by Goldman
[9] and adapted by Jeffrey and Weitsman [10] to give Hamiltonian torus actions on
an open dense subset.

A good reference for this material is [9].
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Let S1, . . . , S3g−3 be a collection of simple closed curves in a 2-manifold � of
genus g. Each curve induces a Hamiltonian flow on the moduli space. For any two
disjoint curves, the corresponding flows commute.

If the Hamiltonian Trace(θ) is replaced by cos−1(Trace(θ)/2), then the flows
become periodic with constant period (they become the Hamiltonian flows for a
Hamiltonian S1 action).

12.7 Geometric Quantization of the SU(2) Moduli Space

A good reference for this section is [10].
We refer to the description of geometric quantization in the introduction to

Chap.11. The choice of 3g − 3 disjoint circles in a 2-manifold (in other words a
pants decomposition) specifies a real polarization onM.

The map sending a flat connection A to the angle θ j for which the holonomy of
A around C j is conjugate to [

eiθ j 0
0 e−iθ j

]

is the moment map for a Hamiltonian circle action on an open dense subset of A.
Goldman [9] studied the Hamiltonian flows of the functions A → Trace(HolC j A)

and found that these functions Poisson commute provided the curves Sj are disjoint.
In terms of flat connections, the Hamiltonian flows are given as follows. Let A be

a flat connection on �. We assume a simple closed curve C ⊂ � is chosen.
Assume the holonomy of A around C is in a chosen maximal torus T (say the

diagonal matrices in SU (2)). It is always possible to apply a gauge transformation
to A so that this condition is satisfied.

Define �′ = � \ C . This has two boundary components C+ and C−.
Define eit (A) to be the result of applying a gauge transformation over�′ which is

the identity on C− and the diagonal matrix with eigenvalues e±i t on C+. The result
is a flat connection on � (because its values on C+ and C− are equal), but it is not
gauge equivalent to A (since the gauge transformation does not come from a gauge
transformation on �). This defines an S1 action on (an open dense set of) the space
of gauge equivalence classes of flat connections on �.

The circle action is not well defined when the stabilizer of the holonomy of A
around C is larger than T , since in that case there is no canonical way to choose a
maximal torus containing this holonomy.

We equip the genus 2 surface with the following pants decomposition (Fig. 12.1):
The moment polytope for the Hamiltonian torus actions in the genus 2 case then

a tetrahedron.
The holonomies around C j are characterized by the inequalities

|θi − θ j | ≤ θk ≤ θi + θ j
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Fig. 12.1 Pants decomposition of a genus 2 surface

Fig. 12.2 The tetrahedron which is the image of the moment map in genus 2

θi + θ j + θk ≤ 2π

(where 0 ≤ θi ≤ π ).
This set of inequalities specifies a tetrahedron (Fig. 12.2).
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The Verlinde dimension is a formula for the space of holomorphic sections of Lk

whereL is the prequantum line bundle. Drezet–Narasimhan [11] showed that all line
bundles are powers of the prequantum line bundle over M.

The Verlinde dimension formula is a formula for the dimension of the space of
holomorphic sections ofLr whereL is the prequantum line bundle overM. It is the
number of labellings l j of the curves C j by integers in [0, r ] so that ( πli

r ,
πl j
r , πlk

r )

lies in the above tetrahedron whenever Ci ,C j ,Ck are boundary circles of a pair of
pants, and additionally

li + l j + lk ∈ 2Z

The Verlinde formula is stated, for example, in Bismut–Labourie [12] and Witten
[3]. These papers also give detailed references for the researchers who proved this
formula.

In [10], the authors proved that the Verlinde dimension is the sum of integer values
of the moment map for the circle actions.

Recall from toric geometry that the dimension of the space of holomorphic sec-
tions of Lk is the number of integer points in the dilation of the moment polytope
(or Newton polytope) where the dilation factor is k. See for example [13].

This is an example of independence of polarization (since the dimension of the
space of holomorphic sections of a line bundle is computed using a complex polar-
ization, whereas the number of integer points in the moment polytope computes the
dimension using a real polarization).

To get the correct answer, the authors of [10] needed to include points on the
boundary of the moment polytope, where (strictly speaking) the Hamiltonian torus
actions are not defined.
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Appendix
Lie Groups

In this appendix, we collect together some standard facts about Lie groups which are
used throughout the book. They are mostly presented without proof, and we direct
the reader to Appendix B of [1] for more details.

Definition A.1 A Lie group is a group G which is also a smooth manifold, for
which multiplication m : G × G → G and inversion i : G → G are smooth maps.
The identity element is usually denoted e.

Here are some standard examples of Lie groups:

Example A.2 The unitary groupU (1) with multiplicationm(eiσ , eiτ ) = ei(σ+τ) and
inversion i(eiσ ) = e−iσ .

Example A.3 The general linear group GL(n, R) with multiplication m(A, B)i j =
∑

r Air Br j and inversion i(A) j i = (−1)i+ j

detA Ãi j , where Ãi j is the determinant of the
matrix obtained by striking out the i th row and j th column of A.

Example A.4 The complex general linear group GL(n, C) is exactly the same as
GL(n, R) with R replaced by C.

Example A.5 The real numbersRwithmultiplicationm(a, b) = a + b and inversion
i(a) = −a.

Definition A.6 A Lie subgroup of G is a regular submanifold which is also a sub-
group of G.

Lie subgroups are necessarilyLie groups,with their smooth structure as submanifolds
ofG. Themultiplication and inversionmaps are automatically smooth. Lie subgroups
are necessarily closed (see [2], Theorem III.6.18). Here are some examples of Lie
subgroups:
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Example A.7 1. The orthogonal group

O(n) = {A ∈ GL(n, R) : AAT = 1}

is a Lie subgroup of GL(n, R).
2. The special orthogonal group SO(n) = {A ∈ O(n) : det(A) = 1} is a Lie sub-

group of GL(n, R).
3. The unitary group U (n) = {A ∈ GL(n, C) : AA† = 1} is a Lie subgroup of

GL(n, C). Here A† is the conjugate of the transpose of A.
4. The special unitary group SU (n) = {A ∈ U (n) : detA = 1} is a Lie subgroup

of GL(n, C).

Example A.8 Another example of a Lie group is the compact symplectic group,
Sp(n). The group is defined by

Sp(n) =
{

M(A, B) :=
[
A −B̄
B Ā

]}

where A, B ∈ End(Cn) and we insist that M(A, B) ∈ U (2n). Equivalently

Sp(n) = {U ∈ SU (2n) : Ū J = JU }

where J =
[

0 1n
−1n 0

]

.

The above examples give the complete list of the classical Lie groups. Namely,

• An ... SU (n + 1), n ≥ 1
• Bn ... SO(2n + 1), n ≥ 2
• Cn ... Sp(n), n ≥ 3
• Dn ... SO(2n), n ≥ 4.

The reason for the restriction on n is to avoid duplication: for low values of n many
of the groups are isomorphic, or at least their Lie algebras are. For example, SO(3)
has the same Lie algebra as SU (2). The classical Lie groups and a finite list of
“exceptional Lie groups”, namely, G2, F4, E6, E7, E8, are the basic building blocks
for compact connected Lie groups.

We now look at some more facts about Lie groups.

Theorem A.9 If G1 and G2 are Lie groups and F : G1 → G2 is a smooth map
which is also a homomorphism, then Ker(F) is a closed regular submanifold which
is a Lie group of dimension dim(G1) − rk(F).

Proof This is Theorem III.6.14 of [2]. �

Example A.10 SL(n, R) is the kernel of det : GL(n, R) → R \ {0}.
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Definition A.11 A Lie subgroup H of a Lie group G is a subgroup (algebraically)
which is a submanifold and is a Lie group (with its smooth structure as an immersed
submanifold).

Recall that X ⊂ M is a regular submanifold if and only if there is a chartφ : U → R
m

for which φ(U ∩ X) = φ(U ) ∩ R
n .

Proposition A.12 A Lie subgroup that is a regular submanifold is closed. Con-
versely, a Lie subgroup that is closed is a regular submanifold.

Definition A.13 Let F be a diffeomorphism and X a vector field on N , while Y is
a vector field on M . Then X is F-related to Y if and only if F∗(Xm) = YF(m) for all
m ∈ M .

Proposition A.14 The Lie brackets of F-related vector fields are F-related.

Proof Suppose F : N → M is a diffeomorphism and X is a vector field on N , while
Y is a vector field onM . Suppose that Xi ,Yi are F-related,meaning that F∗(Xi ) = Yi .
We want to show that

F∗([X1, X2]) = [Y1,Y2].

For all g ∈ C∞(M), and x ∈ N

(Yi g)(F(x)) = (F∗)x (Xi )(g) = Xi (g ◦ F) (A.1)

That is,
(Yi g) ◦ F = Xi (g ◦ F).

Now let f ∈ C∞(M) be arbitrary. Subbing into (A.1) Y1 for Yi and Y2 f for g, we
obtain

Y1(Y2 f ) ◦ F = X1((Y2 f ) ◦ F).

Now apply (A.1) for g = f , Yi = Y2. This gives

Y1(Y2 f ) ◦ F = X1(X2( f ◦ F)).

Likewise
Y2(Y1 f ) ◦ F = X2(X1( f ◦ F)).

Hence,
([Y1,Y2] f ) ◦ F = [X1, X2]( f ◦ F)

so [Y1,Y2] is F-related to [X1, X2]. �

Recall that for g ∈ G the map Lg : G → G, defined by Lg(h) = g ◦ h, is called
the left multiplication map. For Y ∈ TeG define a vector field Ỹ by Ỹg = (Lg)∗Y . By
definition, we get
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Proposition A.15 The vector field Ỹ is smooth and left invariant.

The vector field Ỹ is called the left-invariant vector field corresponding to Y ∈ TeG.

Proposition A.16 The bracket [X̃ , Ỹ ] is left invariant.
Proof For any h ∈ G, the vector field Ỹ is Lh-related to itself by Proposition A.15.
By the naturality of the Lie bracket, it follows that [Ỹ1, Ỹ2] is also Lh-related to itself,
for any Y1,Y2 ∈ TeG. �

We have shown that [Ỹ1, Ỹ2] = Z̃ for some Z ∈ TeG. Hence, there is a Lie bracket
operation [·, ·] on TeG. The vector space TeG equipped with [·, ·] is called the Lie
algebra of G, denoted Lie(G) or g.

Proposition A.17 The tangent bundle TG of a Lie group G is trivial.

Proof We have a global basis of sections given by the left-invariant vector
fields. �

Example A.18 The tangent bundle T S3 is trivial, since S3 = SU (2).

Theorem A.19 For all X ∈ TeG, there is a unique smooth homomorphism φ : R →
G with dφ

dt

∣
∣
∣
t=0

= X.

Proof Given X , we construct the corresponding left-invariant vector field X̃ . Take the
integral curve φ : (−ε, ε) → G through e, with φ(0) = e. Extend it to φ : R → G
by defining

φ(t) = φ(ε/2) ◦ . . . φ(ε/2)φ(r)

where there are k copies of φ(ε/2), and t = k(ε/2) + r . Then t 
→ φ(s) · φ(t) is an
integral curve of X̃ passing through φ(s) at t = 0. We also have that φ(s + t) is such
an integral curve. Therefore, by uniqueness of integral curves

φ(s + t) = φ(s) · φ(t).

Conversely ifφ : R → G is a smooth homomorphism, and f : G → R is smooth,
then dφ/dt is a tangent vector to G at φ(t). Recall

dφ

dt
( f ) = limh→0

f (φ(t + h)) − f (φ(t))

h

= limh→0
f (φ(t)φ(h)) − f (φ(t))

h

= d

du

∣
∣
∣
∣
u=0

f ◦ Lφ(t) ◦ φ(u)

= (Lφ(t))∗
d

du

∣
∣
∣
∣
u=0

( f ◦ φ(u))
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= (Lφ(t))∗X ( f )

= X̃(φ(t))( f ).

Thus φ is an integral curve of X̃ . �

Definition A.20 A one-parameter subgroup of G is a homomorphism φ : R → G.

We have thus shown that there is a bijective correspondence between Left-invariant
vector fields and one-parameter subgroups.

Given X ∈ g, let φ be the unique smooth homomorphism with dφ

dt (0) = X . Then
we define the exponential map as follows.

Definition A.21 With the above notation, we define exp : g → G by

exp(X) = φ(1).

The map exp is called the exponential map.

Clearly
exp(t1 + t2)X = (exp t1X)(exp t2X)

and
exp(−t X) = (exp t X)−1.

Proposition A.22 The map exp : g → G is smooth, and 0 is a regular value. Thus,
exp takes a neighbourhood of 0 ∈ g diffeomorphically onto a neighbourhood of
e ∈ G.

Proof Note that T(X,a)(g × G) ∼= TeG ⊕ TaG. Define a vector field Y on g × G by

Y(X,a) = 0 ⊕ X̃(a).

Then Y has a flow

α : R × (TeG × G) → TeG × G

which is smooth, since Y is smooth. Since exp(X) is the projection on G of α(1, 0 ⊕
X), exp is smooth as it is the composition of smooth maps.

Given v ∈ TeG, the curve c(t) = tv in TeG has tangent vector v at 0.
So

exp0(v) = d

dt

∣
∣
∣
∣
0

exp(tv) = v.

jeffrey@math.toronto.edu



128 Appendix: Lie Groups

Hence
(d exp) |0= id.

So exp is a diffeomorphism in a neighbourhood of 0.
�

Proposition A.23 If ψ : G → H is a homomorphism, then

expH ◦ψ∗ = ψ ◦ expG .

Proof If ψ : G → H , and X ∈ TeG, then let φ : R → G be a homomorphism with

dφ

dt

∣
∣
∣
∣
t=0

= X.

Then ψ ◦ φ : R → H is a homomorphism with

d

dt
(ψ ◦ φ)

∣
∣
∣
∣
t=0

= ψ∗X.

Hence
exp(ψ(X)) = ψ ◦ φ(1) = ψ(exp X),

as desired. �

Proposition A.24 If G = GL(n, R) then Lie(G) = Mn×n(R), the vector space of
n × n real matrices, and

exp(X) =
∑

n≥0

Xn

n! . (A.2)

Proof We define a norm on Lie(G) by

|X | = sup1≤i, j≤n|xi j |.

Since |AB| ≤ n|A||B|, it follows that

|Xk | ≤ 1

n
(n|X |)k .

Hence, the series (A.2) converges absolutely. Also, the one-parameter subgroup of
GL(n, R) whose left-invariant vector field has the value X at e is exp(t X) since

∑

n≥0

tn Xn

n! = id + t X + O(t2),
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showing that
d

dt

∣
∣
∣
∣
t=0

∑

n≥0

tn Xn

n! = X.

�

Proposition A.25 If G = GL(n, R) and A, B ∈ Lie(G) then

[A, B] = AB − BA.

Proof Arbitrary elements A, B ∈ Lie(G) are of the form

A =
∑

i, j

ai j
∂

∂xi j
,

B =
∑

i, j

bi j
∂

∂xi j

where ai j , bi j are constants. Let Ã, B̃ be the left-invariant vector fields corresponding
to A and B. Then, by definition of the Lie bracket on vector fields,

[ Ã, B̃] f = Ã(B̃ f ) − B̃( Ã f ).

If x ∈ GL(n, R), then

B̃(x)i j = (x B)i j =
∑

r

xir br j

so

A(B̃ f ) =
∑

i, j

∑

k,	

ak	
∂

∂xk	

=
∑

r

air br j
∂

∂xi j
f + terms with

∂

∂xk	

∂

∂xi j

Likewise

B( Ã f ) =
∑

r

bir ar j
∂

∂xi j
f.

It follows that
[ Ã, B̃] = ˜AB − BA. �
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Proposition A.26 For matrix groups, if [X,Y ] = 0 then exp(X + Y ) = exp X
exp Y.

Proof For matrix groups, using Eq. (A.2), we have that

exp(X + Y ) =
∑

n≥0

(X + Y )n

n!

=
∞∑

m=0

m∑

p=0

1

(m − p)! X
m−p 1

p!Y
p

=
( ∞∑

k=0

1

k! X
k
)( ∞∑

	=0

1

	! X
	
)

= exp X exp Y. �
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