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ABSTRACT. For a Coxeter element c in a Weyl group W , we define the c-Coxeter flag variety CFlc Ă

G{B as the union of left-translated Richardson varieties w´1Xwc
w . This is a complex of toric varieties

whose geometry is governed by the lattice NCpW, cq of c-noncrossing partitions. We show that CFlc
is the common vanishing locus of the generalized Plücker coordinates indexed by W zNCpW, cq. We
also construct an explicit affine paving of CFlc and identify the T -weights of each cell in terms of c-
clusters. This paving gives a GKM description of H‚

pCFlcq and H‚
Tad

pCFlcq in terms of the induced
Cayley subgraph on NCpW, cq, and we show these rings are naturally isomorphic for different choices
of c. In type A, this recovers the quasisymmetric flag variety for a special c, and for general c we show
the cohomology ring has a presentation as permuted quasisymmetric coinvariants.
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1. INTRODUCTION

Let G be a reductive group with opposite Borel subgroups B,B´ Ď G and maximal torus
T “ B X B´. The generalized flag variety is the coset space G{B, which is a projective algebraic
variety. The Weyl group W “ NGpT q{T permutes the T -stable subvarieties in G{B and indexes
the cells in the Bruhat decomposition

G{B “
ğ

wPW

X̊w with X̊w – BwB{B – Aℓpwq.

One of the main ways in which the geometry of G{B connects with the combinatorics of W and
the associated Bruhat order ďB is via Schubert, opposite Schubert, and Richardson varieties

Xw :“ BwB{B, Xw :“ B´wB{B, and Xv
u :“ Xv XXu for u ďB v.

Let c P W be a Coxeter element, by which we mean the product, in any order, of the simple
reflections of W determined by B. We will show later that w ďB wc is equivalent to ℓpwq ` ℓpcq “

ℓpwcq and we will write w ¨ c to represent the product wc and the assertion that the product is
length additive. We define a c-Coxeter Richardson variety to be a Richardson variety of the form

Xw¨c
w Ď G{B,

which we show is a toric variety of dimension ℓpcq. In this article we introduce an equidimensional
complex of toric varieties that we call the c-Coxeter flag variety

CFlc –
ď

w´1Xw¨c
w Ď G{B.

Surprisingly, many w P W produce exactly the same w´1Xw¨c
w , so we can view this translation pro-

cess as removing certain redundancies from the set of Coxeter Richardson varieties. We will show
that CFlc is a geometric realization of Coxeter–Catalan phenomena in algebraic combinatorics.

Beginning with Reiner’s 1997 paper [55], developments in algebraic combinatorics have demon-
strated that the Catalan numbers 1

n`1

`

2n
n

˘

are the “Type A” member in the family of W -Catalan
numbers CatW ; see e.g. [62]. These numbers enumerate interesting combinatorial structures for
each W , many of which vary nontrivially over the choice of a Coxeter element c P W . We will
need three examples of this “Coxeter–Catalan” phenomenon.

(A) The lattice of c-noncrossing partitions NCpW, cq Ď W comprises all prefixes τ1 ¨ ¨ ¨ τi of min-
imal length reflection factorizations c “ τ1 ¨ ¨ ¨ τn; this type-independent definition comes
from the theory of Artin groups and the Kpπ, 1q conjecture, see [11, 22] and [3, Chapter 1].

(B) The (combinatorial) c-clusters Clc are subsets of the almost positive roots corresponding to g-
vectors for a cluster algebra; Fomin–Zelevinsky [30, 31] introduced combinatorial clusters
to record cluster algebraic data, and Reading [52] generalized this notion to arbitrary c.
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(C) The c-Cambrian congruence ”c on W is a lattice quotient of the right weak order ďR; intro-
duced by Reading [51] as a generalization of the Tamari lattice and the associahedron, it
provides an interface between noncrossing partitions and clusters [52, 54].

For a fixed W the size of each set above is independent of c, and we have

CatW :“ |NCpW, cq| “ |Clc| “ |W
L

”c |,

which we take as our definition of the W -Catalan number. There is also a well-known formula for
CatW using the fundamental degrees of W -invariants [26].

Our results show that the families in (A)–(C) anticipate the structure of CFlc. We begin with
a description of CFlc in terms of the generalized Plücker coordinates on G{B, among which we
denote by Plw the extremal coordinate indexed by w P W .

Theorem A (Theorem 9.3). We have CFlc “
č

wPW zNCpW,cq

tPlw “ 0u.

The “thick matroid strata” where extremal Plücker coordinates vanish was first studied in
[32, 33] and plays an important role in combinatorial algebraic geometry, but these strata exhibit
notorious combinatorial complexity. In fact, Mnëv universality [49] shows that even in type A
Grassmannians the vanishing loci for extremal Plücker coordinates can realize arbitrary singular-
ities, so the tractability of CFlc is noteworthy.

Theorem A implies that the T -fixed points pCFlcq
T are the c-noncrossing partitions NCpW, cq,

and CFlc is the union of all T -invariant subvarieties X with XT Ă NCpW, cq. In particular, the
intersection of CFlc with a Schubert cell X̊w is nonempty if and only if w P NCpW, cq. We call these
Coxeter Schubert cells

X̊u
NC :“ CFlc XX̊u for u P NCpW, cq.

In the following result, we use a bijection Clust : NCpW, cq Ñ Clc of Biane–Josuat-Vergès [13], and
write Clust`puq for the subset of positive roots in Clustpuq; see Section 3.5.

Theorem B (Theorem 9.3). The Coxeter Schubert cells give a T -stable affine paving of CFlc,

CFlc “
ğ

uPNCpW,cq

X̊u
NC, and as a T -representation X̊u

NC –
à

αPClust`puq

C´u¨α.

An immediate consequence of Theorem B is that H‚pCFlcq has a free basis indexed by the clo-
sure of each Coxeter Schubert cell, which we call a Coxeter Schubert variety

Xu
NC “ X̊u

NC for u P NCpW, cq.

Therefore we have

dimH2ipCFlcq “ #tC P Clc | C contains i positive rootsu,
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see also Remark 9.5. The irreducible components are those Xu
NC indexed by u P NCpW, cq where

Clustpuq “ Clust`puq. These are the fully supported c-noncrossing partitions NCpW, cq` Ă NCpW, cq,
those which do not lie in any subgroup generated by a strict subset of the simple reflections,
enumerated by the lesser-known positive W -Catalan numbers Cat`

W :“ |NCpW, cq`|.
The Coxeter Schubert varieties are W -translates of toric Richardson varieties; to specify which

ones, we use Reading’s c-sortable combinatorics [52]; see Section 13. In particular there is a canon-
ical way to assign each x P W a noncrossing partition nccpπÓpxqq P NCpW, cq which is bijectively
determined by the Cambrian class of x.

Theorem C (Section 15). For each u P NCpW, cq there is a unique c1 ďB c (the subproduct of simple
reflections in the minimal standard parabolic subgroup containing u) such that

Xu
NC “ w´1Xw¨c1

w for every w with nccpπÓpw´1w˝qq “ u.

In particular, w,w1 P W correspond to the same Xu
NC if and only if w´1w˝ ”c pw1q´1w˝.

Further aspects of the combinatorics are elaborated in Section 2, where we describe the complex
of moment polytopes associated to CFlc.

We conclude this portion of the introduction by sketching some results and questions about
the cohomology ring of CFlc. Each of the following generalizes to—and depends upon—similar
statements about torus-equivariant cohomology, where in all cases the torus in question is the
adjoint torus Tad – T {ZpGq. We omit these results for brevity.

First recall that in addition to the classicalW -coinvariant presentation ofH‚pG{Bq due to Borel,
there is a presentation of H‚pG{Bq as a GKM-type graph cohomology ring for the Cayley graph
of W . Moreover, Billey’s formula [14] defines a distinguished basis of Schubert classes

Sw P H‚pG{Bq for w P W

which are dual to the homology classes of the Schubert varieties.
We find similar results for CFlc, presenting H‚pCFlcq as the GKM ring for the Hasse diagram of

NCpW, cq, which is a subgraph of the Cayley graph. This allows us to prove the following result,
which makes use of the fact [42, Proposition 3.16] that all Coxeter elements are conjugate.

Theorem D (Corollary 10.7). The cohomology ring of the Coxeter flag variety is independent of
the choice of Coxeter element: if c and c1 “ wcw´1 are both Coxeter elements then there is an
associated isomorphism

Ψc,w : H‚pCFlcq – H‚pCFlc1q.

Furthermore Ψc1,v ˝ Ψc,w “ Ψc,vw when these maps are well-defined.
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We also show, using a combinatorial argument, that H‚pCFlcq has a distinguished basis—dual
to a homology basis of translated Richardson varieties described in Theorem C—which we call
Coxeter Schubert classes and denote by

SNC
u P H‚pCFlcq for u P NCpW, cq.

Surprisingly, the maps Ψc,w in Theorem D do not map Coxeter Schubert classes to Coxeter Schu-
bert classes, making this basis heavily dependent on c.

For a specific c in type A we have a complete combinatorial understanding of the SNC
u [7, 8]

(see the discussion after the statement of Theorem E). We understand very little about the com-
binatorics of SNC

u outside of this case, and leave the reader with a list of questions to generalize
results in [7, 8] for what we might aspirationally call “Coxeter Schubert calculus”.

Question 1.1. Is there an analogue of Billey’s formula for the SNC
u in the graph cohomology ring?

Question 1.2. For ι : CFlc ãÑ G{B the inclusion map, is there a combinatorially positive interpre-
tation of the coefficients auv in

ι˚Sv “
ÿ

uPNCpW,cq

auvS
NC
u P H‚pCFlcq?

These numbers equivalently decompose the classes rXu
NCs “

ř

auv rXvs in the Schubert homology
basis rXvs of H‚pG{Bq, and are therefore positive for geometric reasons.

Question 1.3. How do Coxeter Schubert polynomials multiply? Are the coefficients cw,NC
u,v in

SNC
u SNC

v “
ÿ

wPNCpW,cq

cw,NC
u,v SNC

w P H‚pCFlcq

positive, and is there a combinatorial witness to this fact? Because it is a reducible variety, CFlc
lacks Poincaré duality and to our knowledge does not have a geometric reason to be true.

As remarked above, there are Tad-equivariant versions of these latter questions involving the
notion of Graham-positivity [37].

1.1. Type A. We now highlight some special features that appear when W “ Sn`1, e.g. when
G “ GLn`1. In type A, G{B is isomorphic to the variety of complete flags in n-space. Denoting
Symn`1 “ Zrx1, . . . , xn`1sSn`1 , Borel’s theorem [18] gives an isomorphism

(1.1) H‚pG{Bq – Zrx1, . . . , xn`1s{xfpx1, . . . , xn`1q ´ fp0, . . . , 0q | f P Symn`1y,

by identifying x1, . . . , xn`1 with the negative Chern roots of the tautological flag.
We first recall our prior work with P. Nadeau in [7, 8]. Here, the Coxeter flag variety for c “

pn` 1 ¨ ¨ ¨ 2 1q was studied under the name quasisymmetric flag variety, due to the following result.



6 NANTEL BERGERON, LUCAS GAGNON, HUNTER SPINK, AND VASU TEWARI

Theorem 1.4 ([8, Theorem A]). For G “ GLn`1, W “ Sn`1, and c “ pn` 1 ¨ ¨ ¨ 2 1q, we have

H‚pCFlcq – Zrx1, . . . , xn`1s{xfpx1, . . . , xn`1q ´ fp0, . . . , 0q | f P QSymn`1y

where QSymn is the ring of quasisymmetric polynomials of Gessel [35] and Stanley [59].

Combining Theorem 1.4 with our results, particularly Theorem D, we see that each Coxeter flag
variety in type A corresponds to a nonstandard definition of quasisymmetry.

Theorem E (Theorem 12.2). For G{B “ Fln`1 and any Coxeter element c P Sn`1, the restriction
map H‚pFln`1q Ñ H‚pCFlcq is surjective. Moreover, if c “ pwpn ` 1qwpnq ¨ ¨ ¨ wp1qq as a cycle,
then this map realizes H‚pCFlcq as the further quotient of (1.1) as

H‚pCFlcq – Zrx1, . . . , xn`1s

MA

fpxwp1q, . . . , xwpn`1qq ´ fp0, . . . , 0q

ˇ

ˇ

ˇ
f P QSymn`1

E

,

the ring of permuted quasisymmetric coinvariants.

For c “ pn`1 ¨ ¨ ¨ 2 1q, we were able to answer Question 1.1 very concretely and to give a (highly
recursive) combinatorial solution to Questions 1.2 and 1.3 that confirmed positivity. Moreover, it
was possible to realize each Coxeter Schubert class in the Borel presentation by defining a family
of forest polynomials, paralleling the Lascoux–Schutzenberger model of Schubert polynomials for
the Schubert classes [47].

Question 1.5. For G “ GLn`1, do the Coxeter Schubert classes SNC
u have nice polynomial repre-

sentatives in x1, . . . , xn`1?

In other types, we can be certain the analogous question has a negative answer: the 2nd Betti
numbers of CFlc exceed those of G{B in types B and C, so the canonical map ι˚ from Borel’s
model to H‚pCFlcq cannot be surjective; see Remark 9.5.

1.2. Toric complexes. The class of c-Coxeter Richardson varieties has been considered elsewhere
owing to its connection to the permutohedral toric variety, which is the closure T ¨ x of a generic
T -orbit in G{B.

ForW “ Sn`1 and c “ pn`1 ¨ ¨ ¨ 2 1q, this connection was first observed in purely cohomological
terms by [2], and then later as a regular toric degeneration of T ¨ x into c-Coxeter Richardson
varieties by the authors of [40, 48]. This result was greatly generalized in [44], where it was shown
that in any type and for any Coxeter element c there is a degeneration of T ¨ x into the union

HHMPc :“
ď

Xw¨c
w .

Each of these results relies on the fact that the moment polytopes for the c-Coxeter Richardson
varieties form a regular subdivision of the generalized flag permutahedron

PermW :“ convtw ¨ ρ | w P W u,
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where ρ P CharpT q is the Weyl vector. Figure 1 illustrates this in type A3: for c “ s3s2s1, the two
polytopes of the same color are translates of one another. Defant–Sherman-Bennett–Williams [28]
studied a triangulation refining this subdivision which is determined by the combinatorics of non-
crossing partitions and c-sortability.

FIGURE 1. HHMP decomposition of the type A3 permutahedron corresponding to
c “ s1s3s2 (left) and c “ s3s2s1 (right). The corresponding Coxeter flag varieties
are each unions of five 3-dimensional toric varieties, whose moment polytopes are
translates of the depicted polytopes (the two blue polytopes on the right are identi-
fied under this translation). See Figure 3 for how the polytopes on the left assemble
to a polytopal complex whose face lattice is CFls1s3s2 .

Our approach also makes use of moment polytopes, and in particular the “moment complex”
comprising all moment polytopes for translated c-Coxeter Richardson varieties. This necessitates
some combinatorial overlap between our results and [28], and in particular Theorem 14.3 is proved
independently in [28, Theorem 1.9 and Corollary 1.10].

1.3. Paper structure. After Section 2, which reviews the moment complex of CFlc, we recall pre-
liminary material on posets and Coxeter groups (Section 3), reductive groups (Section 4) and the
geometry of G{B (Section 5). Section 6 concerns Plücker coordinates, including a mix of new
and folklore results that we present in a single exposition. The study of CFlc begins in earnest
in Section 7, where we relate the T -fixed points of c-Coxeter Richardson varieties to noncrossing
partitions, and in Section 8 where we study CFlc as a toric complex using these combinatorics. In
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Section 9 we introduce cluster charts and prove both Theorems A and B. Sections 10, 11, and 12
contain a full account of our cohomological results, including Theorems D and E. Finally, Sec-
tions 13, 14, and 15 resolve the problem of determining when two c-Coxeter Richardson varieties
are equal after translation, proving Theorem C. In Appendices A, B, C, and D, we apply Sections 1–
9 to the classical groups of the corresponding type and construct explicit examples of a c-Coxeter
flag variety in each case.

Acknowledgements. We thank Melissa Sherman-Bennett for a stimulating talk at the IAS work-
shop “Combinatorics of Enumerative Geometry” highlighting the results of [44]. We are grateful
to Allen Knutson for several enlightening conversations, and L.G. is grateful to Arun Ram for
help with Chevalley groups. We also thank Nathan Williams for sharing results from [28] ahead
of their appearance on the arXiv, and for answering our questions.

2. DETAILED STRUCTURE OF THE MOMENT COMPLEX

In this section we describe the moment complex of CFlc, which underpins the combinatorics.
We will consider CFlc as a toric complex, which we take to mean a union of projective toric varieties
Ť

Yi in a common projectivized T -representation, each of which determines a moment polytope
µpYiq as the convex hull of the characters associated to the T -fixed points Y T

i .

Remark 2.1. Similar terms and ideas are present in the literature; see for example [23, 25, 63]. As no
source gives both a clear definition and a satisfactory name, we take the above out of expediency.

The generalized Plücker embedding Pl realizes CFlc as a toric complex. The T -fixed points of a
c-Coxeter Richardson variety Xw¨c

w come from the Bruhat interval rw,w ¨ cs. The moment polytope
is the ℓpcq-dimensional twisted Bruhat interval polytope

Prw,w¨cs “ conv
`

rw,w ¨ cs ¨ ρ
˘

where ρ is the Weyl vector,

see Section 6.4. Translation by w´1 inG{B also translates the moment polytope by w´1, so the mo-
ment polytopes determined by CFlc are all w´1Prw,w¨cs and their lower-dimensional faces. These
translated twisted Bruhat interval polytopes and their faces have remarkably special combina-
torics.

Theorem 2.2 (Theorem 8.5). Each w´1Prw,w¨cs (and its faces) are c-polypositroids in the sense of
Lam–Postnikov [46, §13].

The remainder of this section will consider how we can glue these polypositroids together to
create a polytopal complex that encodes the structure of CFlc.
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Our results show that the set of vertices and edges in the totality of the moment polytopes of
CFlc are the Hasse diagram of NCpW, cq under the Kreweras order, corresponding to a decompo-
sition of NCpW, cq (Theorem 7.1) into translates of certain Bruhat intervals:

NCpW, cq “
ď

w´1rw,w ¨ cs.

We would like to upgrade this statement about the 1-skeleton of the “union” of the moment
polytopes to describe a higher dimensional polytopal “moment complex” that faithfully encodes
the combinatorics of how the T -orbit closures fit together in CFlc. We cannot do this by simply
taking the union of the polytopes directly as there are spurious overlaps. In parallel with the
face–orbit correspondence for toric varieties, we would like

(1) The dimension k faces of the polytopal complex biject with k-dimensional T -orbits.
(2) Face containment corresponds to T -orbit closure containment.

One issue that could arise in creating such a complex is that there could be two toric varieties in the
complex with the exact same moment polytope, such as if the toric complex was the union of two
general T -orbit closures in a projectivized T -representation. CFlc has a remarkable property that
allows us to carefully glue the overlapping polytopes together in a way that achieves the intended
goal. In Theorem 8.3 we show if Y,Z Ă CFlc then

Y T Ă ZT ðñ Y Ă Z.

In particular, the facial structure we are attempting to achieve is detected entirely at the level of
vertex sets. We can therefore define an abstract polytopal complex whose vertex set is NCpW, cq

and edge set is EpNCpW, cqq which encodes the combinatorial structure of CFlc:

ComplexpCFlcq “

´

ğ

w´1Prw,w¨cs

¯

{ „,

where „ glues two faces when they share the same vertex set. To clarify our intentions, consider
the right panel of Figure 2, consisting of the three polytopes which glue to form ComplexpCFlcq.
Even though the polytopes overlap in a diamond shape, the above gluing process says we should
only identify the two bolded edges. See Figure 3 for another example.

The top-dimensional faces of ComplexpCFlcq correspond to the Cat`
W -many irreducible com-

ponents of CFlc, which does not depend on the choice of c. This is in contrast to the HHMP
subdivisions of PermW as illustrated in Figure 1.

Finally, we note that the affine paving of CFlc in Theorem B induces a decomposition of the
moment complex ComplexpCFlcq into “open half-cubes” around simple vertices. In fact, the more
careful statement Theorem 9.3 shows that we can build ComplexpCFlcq one half-cube at a time,
in such a way that each intermediate complex is closed. By collapsing these half-cubes in reverse
order we show that ComplexpCFlcq is contractible.
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(λ1,λ2)

(λ2,λ1)

(−λ1,λ2)

(λ2,−λ1)

(λ1,−λ2)

(−λ2,λ1)

(−λ1,−λ2)

(−λ2,−λ1)

(λ1,λ2)

(λ2,λ1)

(−λ1,λ2)

(λ2,−λ1)

(λ1,−λ2)

(−λ2,λ1)

(−λ1,−λ2)

(−λ2,−λ1)

FIGURE 2. The blue, red, and yellow trapezoids Prid,cs, Prs1,s0s1s0s, and Prc,w˝s com-
prising the HHMP subdivision of the type B2-permutahedron for c “ s0s1 (left)
and the intersecting polytopes Prid,cs, s1Prs1,s0s1s0s, and c´1Prc,w˝s (right), where we
only glue the bold edges. The elements s1s0 and w˝ outside of NCpB2, cq corre-
spond to the vertices s1s0 ¨ pλ1, λ2q “ pλ2,´λ1q and w˝ ¨ pλ1, λ2q “ p´λ1,´λ2q

FIGURE 3. Cumulative overlay of the moment polytopes for c “ s1s3s2; The top
row is an exploded view of the “HHMP” decomposition and the bottom is the
polytopal complex. The moment polytopes Prw,wcs from left to right come from w

equal to 2314, 2413, 1423, 1234, and 1324. The first four have the same face lattice
as a cube, and the last has the face lattice of the 10 vertex tetragonal trapezohedron.
The red and blue dots indicate respectively the images of w and w ¨ c either before
or after translation by w´1.
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3. COMBINATORIAL PRELIMINARIES

We recall standard Coxeter group notation and refer to [16, 21, 42] for background. Let E be a
Euclidean space with inner product p¨, ¨q, and Φ Ď E a finite, crystallographic root system with a
fixed choice of positive roots Φ` and simple base ∆ Ď Φ`. Let W be the group generated by the
set of reflections T “ tsβ | β P Φ`u, which is a finite, crystallographic Coxeter group.

The association between positive roots and reflections is a bijection, and for τ P T we denote
the corresponding positive root by rpτq P Φ`. Let S “ tsα | α P ∆u be the simple reflections in W
associated to ∆, so that T “ twsw´1 | s P S, w P W u. Denote the rank of W by

n “ |S| “ |∆|.

Note that we do not require n to be the dimension of the ambient space E.
A reflection subgroupW 1 Ď W is a subgroup generated by a subset of T. Each reflection subgroup

is the Coxeter group for a sub-root system Φ1 Ď Φ. A reflection subgroup W 1 Ď W is a standard
parabolic subgroup if it can be generated by a subset S1 Ď S; in this case each Coxeter element c P W

determines a Coxeter element c1 P W 1 by multiplying the elements of S1 in the same order as in c.
All posets P we consider in this article are finite and graded, with unique minimal and maximal

elements. We denote the partial order on P by ăP . We refer the reader to standard combinatorial
texts (cf. [60]) for any undefined terminology in the context of posets. As is standard in combina-
torics, we will identify a poset with its Hasse diagram whenever necessary. The underlying partial
order will be clear from context.

3.1. Bruhat order. A reduced word w “ psw1 , . . . , s
w
ℓ q forw P W is any minimal-length factorization

w “ sw1 ¨ ¨ ¨ swℓ with sw1 , . . . , s
w
ℓ P S.

The length of w is ℓ “ ℓpwq, the number of simple reflections in any such factorization. We shall
call t P T an inversion if ℓptwq ă ℓpwq, and denote the set of inversions of w by Invpwq. We have
| Invpwq| “ ℓpwq, and for any reduced word w a complete set of inversions for w may be produced
by τwj “ sw1 ¨ ¨ ¨ swj ¨ ¨ ¨ sw1 for 1 ď j ď ℓpwq, so that

τwj w “ sw1 ¨ ¨ ¨ xswj ¨ ¨ ¨ swℓ ,(3.1)

where ˆ̈denotes omission from the product. Accordingly, w has an inversion factorization

w “ τwℓ ¨ ¨ ¨ τw1 .

The positive roots associated to the inversions of w can be described as rpInvpwqq “ Φ` X wpΦ´q.

The Bruhat order ďB on W is the transitive closure of the cover relations

tw ÌB w for t P Invpwq.

Equivalently v ďB w provided that a reduced word for v appears as a subsequence inside any
(equivalently, all) reduced words for w.
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The Bruhat order has a unique maximum element w˝ P W , and Invpw˝q “ T. We write ru, vs for
the Bruhat interval between u and v, considered as a subposet, and note that ru, vs is isomorphic to
ru´1, v´1s and anti-isomorphic to both rw˝v, w˝us and rvw˝, uw˝s under the obvious identifications.

3.2. Right weak order. We call s P S a descent ofw P W if ℓpwsq ă ℓpwq. Equivalently, s is a descent
of w if there exists a reduced word for w whose last letter is s. We denote the set of descents of w
by Despwq.

The (right) weak order ďR on W is the transitive closure of the cover relations ws ÌR w for
s P Despwq. In terms of reduced words, we have u ďR v in weak order if some reduced word of u
is a prefix of some reduced word for v, or ℓpvq “ ℓpuq ` ℓpu´1vq. Note that u ďR v implies u ďB v.
If a ďR ab then ℓpabq “ ℓpaq ` ℓpbq – we write a ¨ b both for the product ab and the assertion that
the product is length additive.

3.3. Absolute order, Coxeter elements, and noncrossing partitions. A minimal reflection factoriza-
tion of w P W is any factorization

w “ τi1 ¨ ¨ ¨ τik with τi1 , . . . , τik P T

with as few terms as possible. The absolute length of w P W is ℓTpwq “ k, the number of reflections
in any such factorization, which is also,

ℓTpwq “ n´ dimpFixpwqq,

where Fixpwq is the subspace in the defining representation for W fixed by w. The absolute order
ďT on W is defined by:

v ďT w ðñ ℓTpwq “ ℓTpvq ` ℓTpv´1wq.

A Coxeter element c of W is any product of all the simple reflections taken in any order

c “ sc1 ¨ ¨ ¨ scn with S “ tsc1, . . . , s
c
nu.

Then ℓTpcq “ n and the c-noncrossing partitions are defined to be the elements

NCpW, cq “ tu | u ďT cu.

Two equivalent definitions of NCpW, cq that we will use later are:

‚ the set of prefixes τ1 ¨ ¨ ¨ τℓ of minimal length factorizations τ1 ¨ ¨ ¨ τn of c, or
‚ the set of subproducts τi1 ¨ ¨ ¨ τiℓ of minimal length factorizations τ1 ¨ ¨ ¨ τn of c,

with the equivalence following from applying Hurwitz moves ab “ bpb´1abq “ paba´1qa.
The absolute order gives NCpW, cq the lattice structure known as the Kreweras lattice [12, 45].

This lattice is, up to isomorphism, independent of the choice of Coxeter element. Indeed, one
need only observe that all Coxeter elements are conjugate [42, Proposition 3.16] and that absolute
order is invariant under conjugation.
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The subset NCpW, cq` Ă NCpW, cq of fully supported c-noncrossing partitions are those which
do not lie in the subgroup generated by a strict subset of the simple reflections S. The number
|NCpW, cq`| “ Cat`

W is called the positive W -Catalan number, and is again independent of c.

3.4. EL-labelings and Reflection orders. We let EpP q denote the set of edges in the Hasse diagram
of P and MpP q denote the set of maximally refined chains. An edge-labeling of P is a labeling of
EpP q by a totally ordered set. The following foundational notion is due to Björner [15].

Definition 3.1. An EL-labeling is an edge-labeling of P such that there is a unique increasing chain
in Mprs, tsq for each interval rs, ts in P and, furthermore, this chain is lexicographically smaller
than all other chains in the interval.

The following result shows that EL-labeling carries topological information about P 1.

Fact 3.2 ([15, Theorem 2.7]). For P a finite graded EL-labeled poset with 0̂ and 1̂, the number of
decreasing maximal chains is the absolute value |µP p0̂, 1̂q| of the Möbius function.

We will be interested in the EL-labelings of posets where the edge labels are reflections in T.

Definition 3.3 ([29, §2.2]). A total ordering ă of T is a reflection ordering if whenever α, β, γ P Φ`

are such that α is a positive linear combination of β and γ then either tβ ă tα ă tγ or tγ ă tα ă tβ .

In Dyer’s study of Kazhdan–Lusztig polynomials, he showed [29, Proposition 2.13] that every
reflection order corresponds to a reduced word w˝ for the longest element w˝ P W by setting
τw˝

1 ă τw˝

2 ă ¨ ¨ ¨ ă τw˝

N , where τw˝

i is the reflection defined in (3.1). Furthermore, he produced the
following natural EL-labeling of Bruhat intervals2.

Theorem 3.4 ([29, Proposition 4.3]). The edge labeling of a Bruhat interval ru, vs where we label
w ÌB wt with the reflection t is an EL-labeling for any reflection order ă. Consequently, there is a
unique increasing (and decreasing) chain in ru, vs with respect to any reflection ordering.

One distinguished reflection order which we will need is the c-reflection order. The choice of
Coxeter element c determines a unique word for w˝, the c-sorting word, which we recall in Sec-
tion 13. Athanasiadis–Brady–Watt [4] show that the reflection order determined by the c-sorting
word for w˝ gives an EL-labeling of NCpW, cq.3

Theorem 3.5 ([4]). The edge labeling of NCpW, cq where we label w ÌT wt with the reflection t is
an EL-labeling for the c-reflection order.

1In fact, this result was first discovered by Richard Stanley under weaker hypotheses.
2The existence of EL-labelings for Bruhat intervals is originally due to Björner and Wachs [17, Theorem 4.2], but they

did not employ reflection orders.
3The paper [4] only establishes this labeling for bipartite Coxeter elements, but the more general claim holds. See,

for instance, [43, Appendix A].
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The Möbius value of NCpW, cq is given by µNCpW,cqpid, cq “ ˘Cat`
W ; see [27, Proposition 9].

We say that a maximal chain in NCpW, cq is c-decreasing if it is decreasing under the edge labeling
determined by the c-reflection order. Fact 3.2 then implies the following.

Corollary 3.6. In NCpW, cq there are Cat`
W -many c-decreasing maximal chains.

See Figure 4 which shows the c-decreasing maximal chains in the Hasse diagram of NCpS4, s1s3s2q.

(1)

(12) (13) (14) (23) (24) (34)

(123) (124) (143) (243) (12)(34) (13)(24)

(1243)

12 13 14 23 24 34

23

24

3412

24

14

34

12

13

24
14

13

34

12

13

23

24 34 12 13 23 14

FIGURE 4. The Hasse diagram of NCpS4, s1s3s2q with the five decreasing chains in
the c-reflection order p1 2q ă p3 4q ă p1 4q ă p2 4q ă p1 3q ă p2 3q bolded.

3.5. Clusters and noncrossing inversions. In [30, Theorems 1.9 and 1.13], Fomin and Zelevinsky
show that the cluster variables of a finite-type cluster algebra are in bijection with the almost-
positive roots Φě´1 “ Φ` Y t´α | α P ∆u for the corresponding root system. In [52, Section 7],
Reading extends Fomin and Zelevinsky’s result into a family of bijections parameterized by any
pair pW, cq for W a finite Coxeter group and c P W a Coxeter element. Let

Clc “ tF Ď Φě´1 | F is the image of a cluster under Reading’s c-bijectionu.

We refer to the elements of Clc as c-clusters, and define ConepFq to be the cone determined by
the positive real span of the roots in F P Clc. The c-cluster fan is the simplicial fan whose cones
are ConepFq for F P Clc. This generalizes, and is combinatorially isomorphic to, the cluster fan
constructed by Fomin–Zelevinsky [31, Theorem 1.10], but has additional orientation data c.
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In what follows, we restrict our attention to the positive roots in each c-cluster, as in

Cl`c “ tF X Φ` | F P Clcu.

Each c-cluster F is determined by the positive roots that it contains, so this change sacrifices no
combinatorial data. In fact, unlike Clc, the sizes of the sets in Cl`c vary from 0 to n. The cones
generated by size n elements of Cl`c , together with all of their faces, give a simplicial fan, the
positive c-cluster fan, which subdivides the positive root cone Conep∆q so that every positive root
is the ray generator of a cone.

Remark 3.7. Not every face of the positive c-cluster fan corresponds to an element of Cl`c . Equiv-
alently, Cl`c is not closed under taking subsets. See Example 3.9.

Definition 3.8. Given u P NCpW, cq, define the noncrossing inversion set and right noncrossing inver-
sion set to be

InvNCpuq :“ tτ P Invpuq | τu P NCpW, cqu and InvRNCpuq :“ tu´1τu | τ P InvNCpuqu.

We can equivalently define the right noncrossing inversions as InvRNCpuq “ tτ P T | uτ ÌB

u and uτ P NCpW, cqu. In [13, Theorem 8.2, Lemma 8.3], Biane and Josuat-Vergès define a bijection

Clust` : NCpW, cq Ñ Cl`c
u ÞÑ trpτq | τ P InvRNCpuqu.

Clearly, restricting to NCpW, cq` gives a bijection to the maximal cones in Cl`c .

Example 3.9. Let us consider W “ B2 with c “ s0s1. Choose ∆ “ tα0 “ ϵ1, α1 “ ϵ2 ´ ϵ1u, so that
the subset Φ` of positive roots given by tα0, α1, α0 `α1, 2α0 `α1u corresponds respectively to the
set T of reflections ts0, s1, s1s0s1, s0s1s0u. The table below lists the image of the map Clust` in the
rightmost column. See Figure 5 for the root system of B2 with the maximal cones in the positive
c-cluster fan highlighted. These correspond to the last three rows in the preceding table. Note that
the rays α0 ` α1 and 2α0 ` α1 do not correspond to positive c-clusters.

SortpW, cq NCpW, cq InvNC Clust`

id id ∅ ∅
s0 s0 t s0 u tα0 u

s1 s1 t s1 u tα1 u

s0s1 s0s1s0 t s0s1s0, s1s0s1 u t 2α0 ` α1, α0 u

s0s1s0 s1s0s1 t s1, s1s0s1 u t 2α0 ` α1, α0 ` α1 u

s0s1s0s1 s0s1 t s0, s0s1s0 u tα0 ` α1, α1 u
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α0

α1 α0 + α1 2α0 + α1

FIGURE 5. The B2 root system with its positive c-cluster fan highlighted, for c “

s0s1. Note that the rays α0 ` α1 and 2α0 ` α1 do not correspond to positive c-
clusters.

4. REPRESENTATIONS OF REDUCTIVE GROUPS

We now review facts about reductive groups and their representations; further details and defi-
nitions can be found in standard texts such as [19, 41, 58]. Let G be a complex reductive group, so
that G is an algebraic group with a faithful completely reducible representation Vdef . Let T Ď G

be a maximal algebraic torus and B Ď G a Borel subgroup. The Weyl group is W “ NGpT q{T ,
where NGpT q denotes the normalizer of T in G, and the opposite Borel B´ is w˝Bw˝.

4.1. Cartan decomposition. Let CharpT q be the group of algebraic characters of T . The Weyl
group W acts on E “ Q bZ CharpT q, and we fix once and for all a W -invariant inner product p¨, ¨q,
making E a Euclidean space.

Every finite-dimensional representation V of G determines a weight space decomposition

V “
à

λPCharpT q

Vλ where Vλ “ tv P V | h.v “ λphqv for all h P T u.

Let g be the Lie algebra of G. The weight space decomposition of the adjoint representation on g

is the Cartan decomposition
g “ gT ‘

à

αPΦ

gα.

The set Φ in the Cartan decomposition is a root system under an appropriate generalization of the
Killing form on CharpT q, see [58, §7.4], and the corresponding Coxeter group is isomorphic to W .
The Lie algebras b, b´ Ă g of B and B´ are

b “ gT ‘
à

αPΦ`

gα and b´ “ gT ‘
à

αPΦ´

gα,

which induces a decomposition Φ “ Φ` \ Φ´ into the positive roots and the negative roots.
Going forward, we fix a Chevalley basis tHλ1 , . . . ,Hλnu Y tEα | α P Φu Ă g with respect to Vdef

with each Hλi P gT and Eα P gα.
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4.2. Chevalley presentation. We now describe some key generators and relations of G.
We first identify the set Char_pT q “ tµ_ P E | pλ, µ_q P Z for all λ P CharpT qu with the cochar-

acters of T by associating to each µ_ P Char_pT q a one-parameter cocharacter subgroup

(4.1) hµ_ : Cˆ Ñ T such that for all λ P CharpT q, λphµ_pxqq “ xpλ,µ_q.

In particular, we have one-parameter subgroups hα_ for each coroot α_ “ 2α{pα, αq, α P Φ.
In order to define our second family of one-parameter subgroups, we note that the derivative of

a rational representation of G gives a representation of g on the same space. In particular, we can
identify each Chevalley generator Eα P gα with its image in EndCpVdefq under this representation.
Define now the one-parameter root subgroup for α P Φ by

(4.2) eα : C Ñ G eαpxq “ exppxEαq “ 1 ` xEα `
x2

2
E2
α ` ¨ ¨ ¨ .

The group generated by the eαpCq is a semisimple subgroup of G, and together with T these
elements generate G. Before giving a presentation on generators and relations, we define one new
family of elements: for α P Φ, let

sαpxq “ eαpxqe´αp´x´1qeαpxq, for x P Cˆ.(4.3)

Then each sαpxq is a representative for sα in NGpT q. Moreover, with the one-parameter subgroups
defined in (4.1), the following relations hold for all α, β P Φ and x, y P C:

eαpxqeαpyq “ eαpx` yq,(4.4)

eαpxq´1eβpyq´1eαpxqeβpyq “
ź

iα`jβPΦ`

eiα`jβpci,jx
iyjq, for ci,j P Z independent of x, y,(4.5)

sαpxqsαp´1q “ hα_pxq, for x P Cˆ,(4.6)

sαpxqhλ_pyqsαp´xq “ hsαλ_pyq, for all λ_ P Char_pT q,(4.7)

sαpxqeβpyqsαp´xq “ esαβp˘x´pα_,βqyq, for ˘ independent of x, y,(4.8)

heαpxqh´1 “ eαpαphq xq, for all h P T .(4.9)

We omit relations between different one-parameter subgroups of T , so the above is not a complete
presentation for G.

4.3. Weights and representations. A dominant weight for g is an element of

Λ` “ tλ P E | pλ, α_q P Zě0 for all α P Φ`u.

Say that λ P Λ` is regular if pλ, α_q ą 0 for each α P Φ`.
Every dominant weight λ P Λ` determines a finite-dimensional, irreducible g-module. When

λ P Λ` X CharpT q, this g-module integrates to a simple G-module V λ. The following facts, paired
with the Chevalley presentation, will allow us to compute in these representations.
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Fact 4.1. For any dominant integral weight λ and µ P CharpT q we have:

(1) if 9w P NGpT q represents w P W , v ÞÑ 9wv is a vector space isomorphism from V λ
µ to V λ

w¨µ,
(2) for α P Φ, Eα maps V λ

µ to V λ
µ`α, and

(3) if µ P λ` Zě0Φ
` then dimpV λ

µ q “ δλ,µ.

The extremal weights of V λ are those of the form wλ for w P W . The above properties imply
that all nonzero weight spaces come from weights µ contained in the convex hull of the extremal
weights, and the dimension of each extremal weight space is 1.

5. GEOMETRIC PRELIMINARIES

We now review important facts about the generalized flag variety G{B. First recall that the group
W permutes the T -orbits in G{B by having w P W act as left multiplication by any representative
in NGpT q, and that the T -fixed point set pG{BqT is the W -orbit of B.

For u P W , we define the Schubert cell X̊u :“ BuB Ă G{B and Schubert variety Xu :“ BuB Ă

G{B. Similarly we define the opposite Schubert cell X̊u :“ B´uB Ă G{B and opposite Schubert
variety Xu :“ B´uB Ă G{B. These varieties are related by the identity w˝X

u “ Xw˝u. For u ďB v,
we then define the Richardson variety Xv

u :“ Xv X Xu. The T -fixed points of Xv
u are given by the

Bruhat interval ru, vs.

5.1. The adjoint group. In this section, we explain why the space G{B depends only on the root
system Φ for G. It is nonetheless useful to allow varying choices of G, for example in the ap-
pendices. However, a few results in Section 6.2 rely on using the adjoint group Gad :“ G{ZpGq,
where ZpGq denotes the center. This is a centerless semisimple reductive group with the same
root system and Weyl group asG. As ZpGq Ď T , Gad has Borel subgroupBad “ B{ZpGq and torus
Tad “ T {ZpGq.

The adjoint torus Tad has a rank n character lattice

CharpTadq “ ZΦ Ď E.

As ZpGq acts trivially on G{B, the adjoint torus acts on G{B, and

G{B “ Gad{Bad as Tad-varieties.

Hence every root system Φ has a unique generalized flag variety G{B associated to it.

5.2. Closed subsets of roots and the Bruhat decomposition. For any u P W we have a decompo-
sition Xu “

Ů

wďu X̊
w, and applying this for u “ w˝ we obtain the Bruhat decomposition

G{B “
ğ

wPW

X̊w.

This decomposes G{B into Schubert cells, with each X̊w T -equivariantly isomorphic to the T -
representation

À

τPInvpwq grpτq. This isomorphism is non-canonical and we recall how it arises.
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Recall that in (4.2) we defined a family of one-parameter subgroups eαpCq, α P Φ`, by

eαpxq “ exppxEαq.

Say that a subset C Ď Φ` is closed if α, β P C and α` β P Φ implies that α` β P C. For a closed
set C, choose an order C “ tβ1, β2, ¨ ¨ ¨ , β|C|u and define

UC “

!

eβ1pa1q ¨ ¨ ¨ eβ|C|
pa|C|q | ai P C

)

and NC “

|C|
à

i“1

gβi .

We will apply this construction with

C Ď rpInvpwqq “ Φ` X wpΦ´q,

the set of positive roots corresponding to inversions of w. By [61, Lemma 17, Lemma 34], UC is
a unipotent subgroup of B which is independent of the chosen order on C. Moreover there is an
(order-dependent) isomorphism of varieties

(5.1)
NC Ñ UCwB{B

a1Eβ1 ` ¨ ¨ ¨ ` a|C|Eβ|C|
ÞÑ eβ1pa1q ¨ ¨ ¨ eβ|C|

pa|C|qwB{B

By relation (4.9), this isomorphism is T -equivariant with respect to the adjoint action on NC and
left multiplication by T on UCwB{B.

In the extreme case that C “ rpInvpwqq, we write Uw “ UrpInvpwqq and Nw “ NrpInvpwqq, so
that (5.1) gives a T -equivariant isomorphism

Nw – UwwB “ X̊w.

Example 5.1. We take notation as in Appendix A. For GL3 {B with α “ ϵ1 ´ ϵ2, β “ ϵ2 ´ ϵ3, γ “

ϵ1 ´ ϵ3 we take bases of the corresponding weight spaces of g to be the elementary matrices E1,2,
E2,3, E1,3 where pEi,jqk,l “ δi,kδj,l. Then

eαpaq “

»

—

–

1 a 0

0 1 0

0 0 1

fi

ffi

fl

, eβpbq “

»

—

–

1 0 0

0 1 b

0 0 1

fi

ffi

fl

, eγpcq “

»

—

–

1 0 c

0 1 0

0 0 1

fi

ffi

fl

.

Then two different parametrizations of Uw˝ are

eβpbqeαpaqeγpcq “

»

—

–

1 a c

0 1 b

0 0 1

fi

ffi

fl

, and eαpaqeβpbqeγpcq “

»

—

–

1 a c` ab

0 1 b

0 0 1

fi

ffi

fl

.

We caution the reader that the T -equivariant automorphism pa, b, cq ÞÑ pa, b, c` abq between these
two parametrizations does not preserve the linear structure on the T -representations.
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5.3. T -invariant curves in G{B. As a consequence of the Bruhat decomposition, the T -invariant
curves in G{B are given by the closures of the T -invariant lines teβptqwB | t P Cu for sβ P Invpwq.
We will need the following fact.

Fact 5.2. We have teβptqwB | t P Cu – A1, its closure contains the unique additional point sβwB,
and teβptqwB | t P Cu Y tsβwBu – P1.

Therefore, the T -invariant curves are the unique T -invariant P1’s which “connect” T -fixed
points u, v with v “ sβu for some β P Invpvq. We present this more symmetrically as follows.

Definition 5.3. When v “ τu for some reflection τ , we denote by Pu,v Ă G{B the unique T -
invariant P1 which has T -fixed points u and v.

Thus if we draw the Cayley graph CayleypW,Tq generated by reflections, every vertex corre-
sponds to a T -fixed point and every edge uv corresponds to Pu,v. See for example Figure 6.

123

213 132

312 231

321

12 23

13

23 12

12 23

13 13

FIGURE 6. The Cayley graph of CayleypS3, tp12q, p23q, p13quq generated by reflec-
tions. The vertices correspond to the six T -fixed points in GL3 {B and the edges
correspond to the nine T -invariant Pu,v’s in GL3 {B.

6. PLÜCKER FUNCTIONS AND PLÜCKER VANISHING VARIETIES

In this section we record facts about Plücker functions that will be used for the remainder of the
paper. Most of the relevant literature focuses on the special case of type A, or the related case of
Grassmannians associated to minuscule roots – to avoid any confusion we gather what is true in
the fullest generality for G{B.

Fix, now and for the remainder of the paper, a regular dominant character

λreg P Λ` X CharpT q.
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6.1. The Plücker embedding. For λ P Λ` X CharpT q, recall the simple G-module V λ from Sec-
tion 4.2. The λ-Plücker map is the map

Plλ : G{B ãÑ PpV λq

gB ÞÑ xgvλy.

When λ “ λreg, our fixed regular dominant character, the Plücker map is an embedding, which
we call the Plücker embedding, and we write

Pl – Plλreg .

This embedding depends on the choice of λreg, but our results are independent of this choice
unless otherwise stated, so we will suppress it from the notation.

We now fix generators for each 1-dimensional extremal weight space V λ
wλ: for w P W , let

(6.1) 0 ‰ vwλ P V λ
wλ.

For any representative 9w P NGpT q of w, we have 9wvλ P xvwλy by Fact 4.1.

Remark 6.1. If the Weyl group W embeds into G, as is the case with G “ GLn, we can take the
more straightforward definition vwλ “ wvλ without ambiguity.

Now define the w-Plücker function Plλw as the coordinate function for vwλ with respect to the
weight space decomposition of V λ. We will abuse notation and also write Plλw for the projective
coordinate of G{B under Plλ; as we will only consider the vanishing of this coordinate, the arbi-
trary choices made in Equation (6.1) do not cause any issues. For λ “ λreg, we write Plw.

We now summarize some basic properties of Plücker functions for the Plücker embedding and
their connection to T -fixed points.

Fact 6.2.

(1) For t P T we have PlwptgBq “ pwλregqptqPlwpgBq.
(2) For a T -invariant variety X Ď G{B, we have XT “ twB | w P W, Plw |X ı 0u.
(3) We have PlwpgBq ‰ 0 ðñ wB P T ¨ gB. In particular the vanishing set tPlw “ 0u is

independent of the choice of λreg.

Proof. (1) follows as vwλreg belongs to the weight space for wλreg. For (2) note that if Plwpxq ‰ 0,
then because the extremal weights w1λreg are in convex position we are able to find a cocharacter
ψ of T which limits limtÑ0 ψptqx to a point where all Plücker functions vanish except for Plw. We
claim that only w P W has this Plücker vanishing property – indeed, any T -orbit closure in this
vanishing set could only have wB as a fixed point. But a projective toric variety with a single fixed
point is a singleton, so this T -orbit closure must be twBu itself. (3) follows from (2) once we note
that because Plw is T -equivariant we have PlwpgBq “ 0 ðñ PlwpT ¨ gBq “ 0. □
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Remark 6.3. Even though tPlwuwPW is basepoint-free, and hence induces a map G{B Ñ P|W |´1,
this map is not necessarily injective even for a well-chosen λreg, see Appendix A.

6.2. Relation to Grassmannian Plücker coordinates. This section is logically independent of the
remainder of the paper. Here we relate Pl to the Grassmannian Plücker coordinates that appear
more commonly in the literature, assuming for ease of exposition in this section only that G is
semisimple so that CharpT q “ Λ and E is spanned by the simple roots (see the discussion in
Section 5.1).

Enumerate the simple roots in Φ as ∆ “ tα1, . . . , αnu, and let the fundamental weights ω1, . . . , ωn P

Λ` be defined by pωi, α
_
j q “ δi,j where δi,j is the Kronecker delta. Then Λ` is the nonnegative in-

tegral span of ω1, . . . , ωn so we can write

λreg “
ÿ

kiωi with ki P Zą0.

The Grassmannian Plücker map Plωi : G{B Ñ PpV ωiq is associated to ωi, and factors as

G{B Ñ G{Pi ãÑ PpV ωiq

where Pi is associated to the maximal parabolic subgroup associated to ωi. We now observe that
the Plücker coordinates associated to any weight, in particular λreg, decompose as a product of
Grassmannian Plücker coordinates.

Observation 6.4. If a, b P Λ` then

Plaw Plbw is a constant nonzero multiple of Pla`b
w .

Proof. The map G{B Ñ PpV aq ˆ PpV bq Ñ PpV a b V bq obtained by composing pPla,Plbq with the
Segre embedding can also be written as G{B Ñ PpV a`bq ãÑ PpV a b V bq where the first map is
Pla`b and the second map is the inclusion of V a`b ãÑ V a b V b with the one-dimensional weight
space V a`b

a`b mapping isomorphically onto pV a b V bqa`b. □

Corollary 6.5. We have Pl
λreg
w “

ś

pPlωi
w qki .

In particular by Fact 6.2(3), the vanishing locus tPlw “ 0u Ă G{B decomposes as

(6.2) tPlw “ 0u “

n
ď

i“1

tPlωi
w “ 0u Ă G{B.

6.3. Plücker vanishing subvarieties. For any A Ă W , we define the Plücker vanishing subvariety

PVA :“
č

wPW zA
tPlw “ 0u Ă G{B.

We note that this variety is not necessarily irreducible, even when |W zA| “ 1 (see e.g. (6.2)).
In the following result, say that a T -invariant subvariety X Ă G{B is rigid if

Y T Ă XT ùñ Y Ă X for any T -invariant subvariety Y Ă G{B.
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Theorem 6.6. Let A Ď W .

(1) PVA is the union of all T -orbit closures Y Ă G{B with Y T Ă A.
(2) The variety PVA is the unique rigid variety with T -fixed points given by A Ă W .

Proof. For (1), every T -invariant variety is the union of the T -orbit closures contained within, so it
suffices to show that if T ¨ y

T
Ă A then Plwpyq “ 0 for all w R A. But

Plwpyq “ 0 ðñ Plw |T ¨y ” 0 ðñ wB R T ¨ y.

For (2) we show that PVA is rigid; uniqueness then follows from rigidity. Indeed, if Y T Ă XT ,
then for y P Y we have T ¨ y

T
Ă XT and hence by (1) we have y P T ¨ y Ă X . □

The next fact will be essential in our study of Plücker vanishing varieties in later sections.

Fact 6.7. For u, v P W , we have Xv
u “ PVru,vs. More generally, for any z P W the translated

Richardson variety
zXv

u “ PVzru,vs

is the Plücker vanishing variety associated to the translated Bruhat interval A “ zru, vs, and is
therefore rigid.

Proof. We first show that our claim about translated Richardson varieties zXv
u reduces to the claim

about un-translated Xv
u . By Fact 4.1(1), left translating any Plücker vanishing variety PVA by any

representative of w P W gives the Plücker vanishing variety PVwA.
Next we note that our claim about un-translated Richardson varieties Xv

u need only be verified
for each Schubert variety Xv “ Xv

id. Indeed, this is an immediate consequence of the equalities
Xv
u “ Xv X Xu, Xu “ w˝X

w˝u, and ru, vs “ rid, vs X w˝rid, w˝us, once we note that for subsets
A,B Ď W we have PVA XPVB “ PVAXB.

Finally, we prove the claim for un-translated Schubert varieties. As the T -fixed points of Xv are
by definition elements of rid, vs, we need only prove that Xv is rigid and apply Theorem 6.6(2) in
order to complete the proof. To this end suppose that Y T Ď rid, vs for some T -invariant subvariety
Y . Each x P Y belongs to a Schubert cell X̊w, and because X̊w – Nw any strictly antidominant
cocharacter ψ : C˚ Ñ T (i.e. one which pairs negatively with the roots in Φ´) has the property
that limtÑ0 ψptq ¨ x “ wB. It follows that wB P T ¨ x Ď Y . By assumption on Y we have w P rid, vs,
and therefore x P Xv. □

Going forward, say that two Bruhat intervals ru, vs and ru1, v1s are shape equivalent if u1u´1ru, vs “

ru1, v1s. An immediate application of Fact 6.7 is to geometrically interpret shape equivalence.

Definition 6.8. Given a Bruhat interval ru, vs, we denote
ÐÝÝÝ
ru, vs :“ u´1ru, vs.

Corollary 6.9. For u, v, u1, v1 P W , the following are equivalent.

(1) ru, vs and ru1, v1s are shape equivalent.
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(2)
ÐÝÝÝ
ru, vs “

ÐÝÝÝÝ
ru1, v1s

(3) u´1Xv
u “ pu1q´1Xv1

u1

Proof. The first two are clearly equivalent, and the equivalence of (2) and (3) follows immediately
from Fact 6.7. □

6.4. Coxeter matroids and moment polytopes. Because the T -fixed points wB P G{B map to
the coordinate lines xvw¨λregy in PpV λregq, for an irreducible T -invariant subvariety X Ă G{B the
moment polytope [5, 38] is by definition

µpXq “ convptw ¨ λreg | w P XT uq.

In particular µpG{Bq is the W -permutahedron

PermW :“ convptw ¨ λreg | w P W uq.

Since pXv
uqT “ ru, vs, the moment polytope of a Richardson variety is the twisted Bruhat interval

polytope [64]

µpXv
uq “ Pru,vs :“ convptw ¨ λreg | w P ru, vsuq Ă PermW .

A Coxeter matroid M Ă W is a subset of W such that wM has a unique Bruhat-maximum
element for every w P W , and a Coxeter matroid polytope is a polytope P Ă PermW whose vertices
are a subset of the vertices of PermW and whose edges are all parallel to roots of W . For example,
the set W is a Coxeter matroid, and the corresponding Coxeter matroid polytope is PermW .

The Gelfand–Serganova theorem (see [20, Theorem 6.3.1] for a textbook treatment) gives a bi-
jection between Coxeter matroids and Coxeter matroid polytopes given by

M ÞÑ PM :“ convptw ¨ λreg | w P Muq Ă PermW .

Fact 6.10 ([33, §7 Theorem 1]). The moment polytope µpXq of an irreducible T -invariant variety
X Ă G{B is a Coxeter matroid polytope.

Since this result is not stated in this precise way in loc. cit. we include a sketch of the proof.

Proof Sketch. µpXq “ µpT ¨ xq for generic x P X . Each edge of the moment polytope corresponds to
a T -invariant curve in T ¨ x, which is of the form Pu,τu for a reflection τ , and the moment polytope
of such a curve is a line segment in the direction rpτq P Φ`. □

Because pzXv
uqT “ zru, vs, we deduce the following combinatorial corollary.

Corollary 6.11. For u ďB v, the translated Bruhat interval zru, vs is a Coxeter matroid.
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7. NONCROSSING PARTITIONS VIA TRANSLATED BRUHAT INTERVALS

In this section we introduce the central combinatorial observation that will connect noncrossing
partitions and Bruhat combinatorics. Given a Bruhat interval ru, vs recall that

ÐÝÝÝ
ru, vs :“ u´1ru, vs.

We show the following.

Theorem 7.1. Let w P W be such that w ďB wc. Then
ÐÝÝÝÝ
rw,wcs Ď NCpW, cq, and considered as an

induced subposet of pNCpW, cq,ďTq, it is poset-isomorphic to the Bruhat interval prw,wcs,ďBq via
left multiplication by w´1:

rw,wcs
„

ÝÝÑ
ÐÝÝÝÝ
rw,wcs x ÞÝÑ w´1x.

Both intervals have rank n, and in particular ℓpwq ` ℓpcq “ ℓpwcq.
Moreover, every maximal chain in NCpW, cq lies in some translated Bruhat interval: for each

id ÌT τ1 ÌT τ1τ2 ÌT ¨ ¨ ¨ ÌT τ1τ2 ¨ ¨ ¨ τn “ c,

there exists a w P W such that w ÌB wτ1 ÌB wτ1τ2 ÌB ¨ ¨ ¨ ÌB wτ1τ2 ¨ ¨ ¨ τn “ wc.

Corollary 7.2. w ďB wc is equivalent to ℓpwcq “ ℓpwq ` ℓpcq. In particular, in either of these two
equivalent situations we may write the product wc in the length additive notation w ¨ c.

Proof of Theorem 7.1. We deal with the two halves of the statement separately. For the first half, fix
w P W with w ďB wc.

Step 1: containment and induced-subposet identification. Since Bruhat order is graded by ℓ,
every x P rw,wcs lies on some maximal chain from w to wc. Moreover, the product of the labels of
each chain give a factorization of c into reflections. Thus the length of this chain must be exactly
n: it cannot be larger as ℓpwcq ď ℓpwq ` n, and it cannot be smaller as ℓTpcq “ n. Thus translating
such a chain by w´1 yields a maximal chain in absolute order from id to c passing through w´1x.
Hence

ÐÝÝÝÝ
rw,wcs Ď NCpW, cq, and the length of this chain must be ℓTpcq “ n.

Moreover, along any maximal Bruhat chain w “ x0 ÌB x1 ÌB ¨ ¨ ¨ ÌB xℓpcq “ wc, w´1-
translation gives a maximal absolute-order chain id ÌT w´1x1 ÌT ¨ ¨ ¨ ÌT c. In particular, for
x P rw,wcs:

(7.1) ℓTpw´1xq “ ℓpxq ´ ℓpwq.

Since both posets are graded (by ℓ on rw,wcs and by ℓT on NCpW, cq), the equality in (7.1) forces
the translation map x ÞÑ w´1x to have the property that for x, y P rw,wcs,

x ÌB y ðñ w´1x ÌT w
´1y.

This is exactly the statement that
ÐÝÝÝÝ
rw,wcs with the induced order from NCpW, cq, is poset isomor-

phic to rw,wcs via x ÞÑ w´1x.
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Step 2: every absolute chain comes from a translated Bruhat chain. Let id ÌT τ1 ÌT τ1τ2 ÌT

¨ ¨ ¨ ÌT τ1τ2 ¨ ¨ ¨ τn “ c be a maximal chain in NCpW, cq. Define roots

βi :“ τ1 ¨ ¨ ¨ τi´1prpτiqq p1 ď i ď nq.

Since sβ1 ¨ ¨ ¨ sβn “ c is a minimal reflection factorization we have that β1, . . . , βn are linearly inde-
pendent. In particular there exists w P W so that wpβiq P Φ` for 1 ď i ď n. We claim that for this
choice of w we get a maximal chain in Bruhat order that we seek. Setting yi :“ wτ1 ¨ ¨ ¨ τi we have

yi´1prpτiqq “ wpβiq P Φ`,

so yi´1 ăB yi for all i. As there are n “ ℓpcq steps, the chain w ăB y1 ăB ¨ ¨ ¨ ăB wc is maximal,
and every consecutive relation corresponds to a cover. In particular wu ÌB wv. Also, the same
length count gives ℓpwcq “ ℓpwq ` ℓpcq.

This proves the pñq direction in the final equivalence of the theorem. The converse pðq direc-
tion is exactly the cover correspondence established in the first half. □

Recall that there is an EL-labeling of NCpW, cq where the edge xy is labeled with the reflection
x´1y “ y´1x. Decreasing chains under the c-reflection order are called c-decreasing chains, and
there are Cat`

W -many c-decreasing maximal chains in NCpW, cq (Corollary 3.6).

Corollary 7.3. A translated interval
ÐÝÝÝÝÝ
rw,w ¨ cs Ă NCpW, cq contains a unique c-decreasing maximal

chain. Furthermore each c-decreasing maximal chain in NCpW, cq is contained in
ÐÝÝÝÝÝ
rw,w ¨ cs.

Proof. By Theorem 3.4 there is a unique c-decreasing maximal chain in rw,wcs under the edge
labeling of xy by x´1y “ y´1x. By Theorem 7.1, left-multiplication by w´1 gives a poset isomor-
phism between

ÐÝÝÝÝ
rw,wcs and rw,wcs, which in view of pwxq´1wy “ x´1y, induces an edge labeling

on
ÐÝÝÝÝ
rw,wcs. So we conclude there is a unique c-decreasing maximal chain in

ÐÝÝÝÝ
rw,wcs. Finally, Theo-

rem 7.1 also implies every maximal chain in NCpW, cq belongs to at least one
ÐÝÝÝÝ
rw,wcs. □

8. THE COXETER FLAG VARIETY

In this section we introduce the c-Coxeter Richardson varieties and the c-Coxeter flag variety.

8.1. c-Coxeter Richardson varieties. A Bruhat interval ru, vs is said to be toric if the Richardson
varietyXv

u is a toric variety with respect to T . Because Richardson varieties are normal [57, Propo-
sition 1.22], toric Richardson varieties are normal projective toric varieties, and so each such Xv

u is
the toric variety XΣ of the complete fan Σ arising as the normal fan of the moment polytope.

Proposition 8.1. Each face of Pru,vs is a polytope of the form Pru1,v1s for a subinterval ru1, v1s Ă

ru, vs. Furthermore the T -invariant subvarieties of Xv
u with ru, vs toric are exactly the Richardson

varieties Xv1

u1 with ru1, v1s Ă ru, vs.
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Proof. The first part is [64, Theorem 7.13]. The second part follows as the faces of the moment
polytope are in bijection with T -invariant subvarieties. □

Now recall from the introduction that a c-Coxeter Richardson variety is one of the form Xw¨c
w .

Theorem 8.2. Every c-Coxeter Richardson variety Xw¨c
w is toric.

Proof. By [64, Proposition 7.12], for any Bruhat interval ru, vs one has

dimPru,vs ď ℓpvq ´ ℓpuq,

and equality holds if and only if ru, vs is toric. Setting u “ w and v “ wc implies that

dimPrw,wcs ď ℓpwcq ´ ℓpwq “ n

Thus it suffices to show that dimPrw,wcs ě n.
Write c “ s1 ¨ ¨ ¨ sn as a reduced product of simple reflections. Consider the sequence of vertices

w ¨ λreg, ws1 ¨ λreg, ws1s2 ¨ λreg, . . . , ws1 ¨ ¨ ¨ sn ¨ λreg “ wc ¨ λreg(8.1)

in Prw,wcs. Consider the vectors υi for 1 ď i ď n obtained by taking consecutive differences:

υi :“ ws1 ¨ ¨ ¨ si´1 ¨ λreg ´ ws1 ¨ ¨ ¨ si ¨ λreg “ ws1 ¨ ¨ ¨ si´1

`

id´siq ¨ λreg.

Since λreg is regular dominant we have pid´siq ¨ λreg “ pλreg, rpsiq
_q rpsiq with pλreg, rpsiq

_q ą 0.
Thus, υi is parallel to ws1 ¨ ¨ ¨ si´1

`

rpsiq
˘

. Equivalently, if we translate by w´1, the directions are
given by:

rps1q, s1rps2q, s1s2rps3q, . . . , s1 ¨ ¨ ¨ sn´1rpsnq.

We now check that these n vectors are linearly independent. We have for any root β that

sjpβq “ β ´ pβ, rpsjq
_q rpsjq,

which inductively implies that s1 ¨ ¨ ¨ si´1

`

rpsiq
˘

is a linear combination of rps1q, . . . , rpsiq with
nonzero coefficient on rpsiq and no contribution from rpsjq for j ą i. Hence a routine triangularity
argument implies that these vectors are linearly independent. Left-translating by w does not affect
linear independence, and hence so are the υi vectors as well. Therefore the n ` 1 vertices in (8.1)
are affinely independent, and we obtain dimPrw,wcs ě n, as desired. □

8.2. The toric complex CFlc. Recall that c-Coxeter flag variety is the union

CFlc “
ď

w´1Xw¨c
w Ă G{B.

By Theorem 8.2, each w´1Xw¨c
w is a T -orbit closure in G{B so CFlc is a toric complex.

Theorem 8.3. The following hold.
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(1) We have CFlTc “ NCpW, cq, and the T -invariant curves Pu,v (Definition 5.3) contained in
CFlc are

tPu,v | u, v adjacent in NCpW, cqu.

In particular (from the fixed point statement) we have CFlc Ă PVNCpW,cq .

(2) Distinct T -orbit closures in CFlc have distinct fixed point sets XT Ă NCpW, cq.
(3) For T -orbit closures Y and Z in CFlc we have

Y T Ă ZT ðñ Y Ă Z.

Proof. (1) follows from Theorem 7.1. For (2) and (3) it suffices to show that T -orbit closures in
CFlc are rigid in the sense of Theorem 6.6. By Proposition 8.1, every T -orbit closure in CFlc is a
translated Richardson w´1Xv

u for some w P W with ℓpwcq “ ℓpwq ` ℓpcq, and so we conclude by
Fact 6.7. □

Later in Theorem 9.3 we will improve Theorem 8.3(1), showing the equality CFlc “ PVNCpW,cq.

8.3. pW, cq-polypositroids. We now proceed to identify the faces of the polytopes in ComplexpCFlcq

from Section 2 as members of the class of pW, cq-polypositroids introduced by Lam–Postnikov [46].
The results that follow are a substantial generalization of [8, Theorem 7.6].

Definition 8.4 ([46, Definition 13.1]). A Coxeter matroid polytope is called a pW, cq-polypositroid if
it can be defined by inequalities x ¨ n⃗ ď a using vectors n⃗with the property that pid´cq n⃗ is parallel
to a root in Φ.

We now show that the moment polytopes arising in this complex are pW, cq-polypositroids.

Theorem 8.5 (Theorem 2.2). All faces of polytopes in ComplexpCFlcq are pW, cq-polypositroids.

Proof. Any face of a pW, cq-polypositroid is a pW, cq-polypositroid, so it suffices to show that the
top-dimensional w´1Prw,wcs are pW, cq-polypositroids. By Proposition 8.1, the facets of w´1Prw,wcs

are exactly the faces of the form w´1Prw,wvs with w ďB wv ÌB wc and w´1Prwu,wcs with w ÌB

wu ďB wc, so we want to show that the normal vectors n⃗ to these facets have the property that
pid´cqn⃗ are parallel to roots in Φ.

We first consider facets of the form w´1Prw,wvs with w ďB wv ÌB wc. Take any maximal chain

C “ w ÌB wτ1 ÌB wτ2τ1 ÌB . . . ÌB wτn´1 ¨ ¨ ¨ τ1 ÌB wτn ¨ ¨ ¨ τ1 “ wc with τn´1 ¨ ¨ ¨ τ1 “ v.

Since τn ¨ ¨ ¨ τ1 is a minimal reflection factorization for c, the collection of roots trpτ1q, . . . , rpτnqu

is linearly independent. Translating C by w´1, the corresponding edges in w´1Prw,wcs are in the
linearly independent directions rpτ1q, . . . , rpτn´1q. Therefore the facet w´1Prw,wvs is spanned by
rpτ1q, . . . , rpτn´1q. The normal vector n⃗ is therefore fixed by τ1, . . . , τn´1, so we have

pid´cq n⃗ “ pid´τnq n⃗ “ pn⃗, rpτnq_q rpτnq,
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which is parallel to rpτnq P Φ.
For facets of the form w´1Prwu,wcs with w ÌB wu ďB wc, we take a maximal chain

w ÌB wτ1 ÌB wτ2τ1 ÌB . . . ÌB wτn´1 ¨ ¨ ¨ τ1 ÌB wτn ¨ ¨ ¨ τ1 “ wc with τ1 “ u.

Arguing as before we see that the facet w´1Prwu,wcs is spanned by the linearly independent roots
given by rpτ2q, . . . , rpτnq, and thus the facet normal n⃗ is fixed by τ2, . . . , τn.

Now we write
c “ ττ2 ¨ ¨ ¨ τn where τ “ pτn ¨ ¨ ¨ τ2q τ1 pτn ¨ ¨ ¨ τ2q´1 P T.

We then have pid´cq n⃗ “ pid´τq n⃗, which is parallel to rpτq P Φ. □

9. PLÜCKER VANISHING

In this section we characterize the Coxeter flag variety using the combinatorics of noncrossing
partitions and clusters. Both Theorem A and Theorem B are established in Theorem 9.3. Recall the
map Clust` : NCpW, cq Ñ Cl`c from Section 3.5. We show in Fact 9.7 that the set rpInvNCpuqq Ď

rpInvpuqq is a closed set of roots, allowing us to make the following definition.

Definition 9.1. For u P NCpW, cq we define the Coxeter Schubert cell to be

X̊u
NC :“ UrpInvNCpuqquB{B Ă UrpInvpuqquB{B “ BuB{B “ X̊u

and the Coxeter Schubert variety Xu
NC to be the closure of X̊u

NC.

Remark 9.2. Recalling Section 5.2, there is a T -equivariant isomorphism NrpInvNCpuqq – X̊u
NC. A

similar construction is given by Gelfand–Graev–Postnikov in [34], which studies the charts
à

αPClust`puq

C´α – u´1X̊u
NC Ă U´B,

where U´ “ UΦ´ is the unipotent subgroup of the opposite Borel B´. These charts in [34] are
considered in the coordinate chart compactification of U´ – Aℓpw˝q Ă Pℓpw˝q, which makes their
closures isomorphic to projective spaces. Our closuresXu

NC are not these projective spaces because
our charts are compactified under the Plücker embedding into PpV λregq.

An affine paving of a closed subvariety X is a sequence of closed subvarieties X1 Ă X2 Ă ¨ ¨ ¨ Ă

Xm “ X such that XkzXk´1 is isomorphic to an affine space for all k.

Theorem 9.3 (Theorem A, Theorem B). We have

CFlc “ PVNCpW,cq “
ğ

uPNCpW,cq

X̊u
NC.

Moreover, for any linear extension u1, u2, . . . , uCatW of the Bruhat order restricted to NCpW, cq,

Xi “ Xui X CFlc “
ğ

kďi

X̊uk
NC
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defines an affine paving of CFlc.

Corollary 9.4. There are exactly Cat`
W -many distinctw´1Xw¨c

w comprising CFlc, and if u P
ÐÝÝÝÝÝ
rw,w ¨ cs

is the Bruhat-maximum element, then u P NCpW, cq` and w´1Xw¨c
w “ Xu

NC.

Proof. The irreducible components of PVNCpW,cq are the closures of the top-dimensional Xu
NC, and

the Bruhat-maximum element of Xu
NC is u. Because dimXu

NC “ | InvNCpuq| ď n with equality if
and only if u P NCpW, cq`, the result follows. □

In later sections we will determine the u P NCpW, cq` with w´1Xw¨c
w “ Xu

NC.

Remark 9.5. As is well-known, the existence of an affine paving of a variety X tells us that the ith
Betti number H2ipXq “ H2ipXq is the number of pieces isomorphic to Ai. In the case of CFlc this
is the the number of positive c-clusters of size i. These numbers are enumerated by the diagonal
of the F -triangle of Chapoton [27, §2]. In type A [27, §4] one obtains the ballot numbers occurring
in the Catalan triangle [56, A009766]. In type B [27, §5] one obtains [56, A059481].

The B2 case is instructive. Using the table in Example 3.9 we have that the Betti numbers are
1, 2, 3. The Betti numbers of G{B on the other hand are 1, 2, 2, 2, 1. This implies that we do not
have a surjection H‚pG{Bq to H‚pCFlcq (see also the examples in Appendix B and Appendix C).

The proof of Theorem 9.3 is involved and occupies the next two subsections: in Section 9.1 we
prove several technical results about Plücker coordinates, and in Section 9.2 we relate these results
to Coxeter Schubert cells and CFlc.

9.1. Coordinate subspaces of X̊u associated to strongly closed subsets. Say that a subsetC Ă Φ`

of roots is strongly closed if the only roots in the nonnegative cone spanned by C are C itself. Every
strongly closed subset C is closed in the sense of Section 5.2, but the converse is not true.

Example 9.6. In the type B2 root system Φ “ t˘ϵ1 ˘ ϵ2u Y t˘ϵ1,˘ϵ2u, the set C “ tϵ1 ` ϵ2, ϵ1 ´ ϵ2u

is closed but not strongly closed, as

ϵ1 “
1

2
pϵ1 ` ϵ2q `

1

2
pϵ1 ´ ϵ2q P ConepCq X Φ.

This property is highly dependent on the root system: the same set is both closed and strongly
closed in type D2 (Φ “ t˘ϵ1 ˘ ϵ2u), and is neither closed nor strongly closed in type C2 (Φ “

t˘ϵ1 ˘ ϵ2u Y t˘2ϵ1,˘2ϵ2u).

Fact 9.7 (Cluster cone property). For u P NCpW, cq the subset rpInvNCpuqq Ă rpInvpuqq is strongly
closed.

Proof. As rpInvNCpuqq “ t´u´1α | α P Clust`puqu and the action of W preserves strong closure,
it suffices to show that the positive subset of any c-clusters are closed. Recall that the c-cluster
fan Clc is a complete, simplicial fan that includes every almost-positive root as a generating ray.
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Thus, every positive root in each cone of Cl`c must be one of its generators, for any others would
contradict the assumption that the cones form a fan. □

The aim of this section is to prove the following.

Proposition 9.8. For w P W and C Ă rpInvpwqq a strongly closed subset, the isomorphism Nw –

UwwB{B “ X̊w from Section 5.2 restricts to an isomorphism

NC – UCwB{B “ X̊w X
č

τPInvpwq

rpτqRC

tPlτw “ 0u.

In particular for u P NCpW, cq we have

X̊u
NC “ X̊u X

č

τPInvpuqz InvNCpuq

tPlτu “ 0u.

Example 9.9. We illustrate this proposition and its proof with an example, using the notation and
matrices from type A as in Appendix A. Take c “ s3s2s1 P S4, and u “ w˝ “ 4321. Then

Xw˝ “

»

—

—

—

–

1 a b c

0 1 d e

0 0 1 f

0 0 0 1

fi

ffi

ffi

ffi

fl

w˝B{B “

»

—

—

—

–

c b a 1

e d 1 0

f 1 0 0

1 0 0 0

fi

ffi

ffi

ffi

fl

B{B

with a, b, c, d, e, f corresponding to positive roots ϵi ´ ϵj for the transpositions given by

pi, jq “ p1 2q, p1 3q, p1 4q, p2 3q, p2 4q, p3 4q

respectively. The Plücker coordinates associated to pi jqw˝ are given by

pi jq p1 2q p1 3q p1 4q p2 3q p2 4q p3 4q

Plpi jqw˝
a bpad´ bq cpcd´ beqpbf ` ae´ c´ adfq d epdf ´ eq f

each of which is computed as a product of determinants of submatrices using the first ℓ P

t1, 2, 3u columns and rows pi, jqw˝t1, . . . , ℓu. We have Invpw˝qz InvNCpw˝q “ tp1 2q, p2 4q, p3 4qu, so

X̊w˝

NC “

»

—

—

—

–

c b 0 1

0 d 1 0

0 1 0 0

1 0 0 0

fi

ffi

ffi

ffi

fl

B{B,

obtained by setting a “ e “ f “ 0. On the other hand, the corresponding Plücker equations
indexed by Invpw˝qz InvNCpw˝q are a, epdf ´ eq, f .

As in the proof, we will order these equations by removing successive extreme ray generators
to ensure—as proved in Lemma 9.11 below—that all but one variable is eliminated. Note that

‚ ϵ1 ´ ϵ2 is an extreme ray of Rě0Φ
`,
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‚ ϵ3 ´ ϵ4 is an extreme ray of Rě0pΦ`ztϵ1 ´ ϵ2uq, and
‚ ϵ2 ´ ϵ4 is an extreme ray of Rě0pΦ`ztϵ1 ´ ϵ2, ϵ3 ´ ϵ4uq,

so if we impose vanishing conditions in the same order, i.e. p1 2q, p3 4q, p2 4q or a “ 0, f “ 0,
epdf ´ eq “ 0, we see that epdf ´ eq “ 0 becomes ´e2 “ 0, so a “ f “ epdf ´ eq “ 0 defines the
same subspace as a “ f “ e “ 0.

The proof follows the next two technical results. The first, which we suspect is known to experts
in the area, describes the behavior of Plücker coordinates under the action of W .

Lemma 9.10. Let α P Φ` and w P W . There exists a nonzero constant k P Cˆ such that

Plsαwpvq “ kx´pα_,wλregqPlwpsαp´xqvq for all x P Cˆ and v P V λreg .

Proof. Recall the fixed extremal weight vectors tvuλreg | u P W u from (6.1), and recall that sαp´xq

sends each of these vectors to a scalar multiple of another; we will calculate this scalar for vsαwλreg .
We begin by applying the Chevalley relations from Section 4.2:

sαp´xqvsαwλreg
(4.6)
“ hα_p´xqsαp´1q´1vsαwλreg

(4.3),(4.4)
“ hα_p´xqsαp1qvsαwλreg .

Define k P Cˆ by the equation ksαp1qvsαwλreg “ p´1qpα_,wλregqvwλreg , so that the above is equal to

k´1p´1qpα_,wλregqhα_p´xqvwλreg “ k´1p´1qpα_,wλregqp´xqpα_,wλregqvwλreg

“ k´1xpα_,wλregqvwλreg .

Thus Plwpsαp´xqvq “ k´1xpα_,wλregqPlsαwpvq, from which the claim follows. □

Before stating the second lemma, we make some general observations about the computation
of Plücker coordinates. For w P W and C “ tβ1, . . . , β|C|u Ď rpInvpwqq,

eβ1pxβ1q ¨ ¨ ¨ eβ|C|
pxβ|C|

qvwλreg “
ÿ

a⃗PZ|C|

ě0

xa1β1 ¨ ¨ ¨x
a|C|

β|C|
Ea1β1 ¨ ¨ ¨E

a|C|

β|C|
vwλreg .

With the caveat that all but finitely many summands above are zero, we observe that the summand
for a⃗ P Z|C|

ě0 belongs to the wλreg ` a1β1 ` ¨ ¨ ¨ ` a|C|β|C| weight space. Thus for u P W ,

(9.1) Plu

´

eβ1pxβ1q ¨ ¨ ¨ eβ|C|
pxβ|C|

qvwλreg

¯

“ Plu

˜

ÿ

solutions a⃗

xa1β1 ¨ ¨ ¨x
a|C|

β|C|
Ea1β1 ¨ ¨ ¨E

a|C|

β|C|
vwλreg

¸

,

where the sum in the right hand side is over all a⃗ P Z|C|

ě0 for which

uλreg ´ wλreg “ a1β1 ` ¨ ¨ ¨ ` a|C|β|C|.

Lemma 9.11. Let w P W and C Ă rpInvpwqq. For any ordering β1, . . . , β|C| of C so that α “ β|C| is
an extremal ray generator of ConepCq, and any collection txβi P C | βi P Cu,

Plsαw

´

eβ1pxβ1q ¨ ¨ ¨ eβ|C|
pxβ|C|

qvwλreg

¯

“ kx
´pα_,wλregq
α
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where k P Cˆ is the proportionality constant in Lemma 9.10 for w and α.

Note that w´1α is a negative root, so the exponent ´pα_, wλregq above is in fact nonnegative.

Proof. We first reduce to the case wherein C “ tαu by proving that

(9.2) Plsαw

´

eβ1pxβ1q ¨ ¨ ¨ eβ|C|
pxβ|C|

qvwλreg

¯

“ Plsαw
`

eαpxαqvwλreg
˘

.

By (9.1) and the fact that sαwλreg “ wλreg ´ pα_, wλregqα, all contributions to the left hand side
of (9.2) must correspond to solutions a⃗ P Z|C|

ě0 to the equation

´
`

a|C| ` pα_, wλregq
˘

α “ a1β1 ` ¨ ¨ ¨ ` a|C|´1β|C|´1.

By assumption ConepCztαuq X Zα “ t⃗0u, so any possible solution has a|C| “ ´pα_, wλregq and
ř|C|´1
i“1 aiβi “ 0⃗. As each βi P Φ`, the only solution to the latter equation is a1 “ ¨ ¨ ¨ “ a|C|´1 “ 0;

this can be seen for example by taking the inner product of both sides with λreg, as pβi, λregq ą 0.
Therefore the sαw-Plücker coordinate comes solely from x

´pα_,wλregq
α E

´pα_,wλregq
α vwλreg . This is also

the case for the right hand side of (9.2), proving that (9.2) holds.
Now assume C “ tαu. If xα “ 0, then eαpxαqvwλreg “ vwλreg is entirely in the wλreg weight space

and therefore has sαw-Plücker coordinate zero. Therefore we assume that xα ‰ 0 and consider
sαp´xαqeαpxαqvwλreg , with an eye toward applying Lemma 9.10.

We first claim that sαp´xαqeαpxαqvwλreg “ eαp´xαqvwλreg . Using the Chevalley relations we
have

sαp´xαqeαpxαq
(4.3)
“ eαp´xαqe´αpx´1

α qeαp´xαqeαpxαq
(4.4)
“ eαp´xαqe´αpx´1

α q.

To prove our claim we show that e´αpx´1
α q acts trivially on vwλreg . Let w “ sα1 ¨ ¨ ¨ sαℓ

be a reduced
word for w. As λreg is regular, there exists a h P T such that 9w “ sα1p1qsα2p1q ¨ ¨ ¨ sαℓ

p1qh P NGpT q

maps vλreg to vwλreg . We therefore have

e´αpx´1
α qvwλreg “ e´αpx´1

α q 9wvλreg
(4.8),(4.9)

“ 9we´w´1αpyqvλreg for some y P Cˆ.

Now vλreg is a highest weight vector, and ´w´1α P Φ` (as sα P Invpwq), so E´w´1αvλreg “ 0, and
therefore e´w´1αpyqvλreg “ vλreg . Therefore the above expression is equal to 9wvλ “ vwλreg .

As a consequence,

Plw
`

sαp´xαqeαpxαqvwλreg
˘

“ Plw
`

eαp´xαqvwλreg
˘

“ 1.

Lemma 9.10 now gives the desired formula for Plsαw
`

eαpxαqvwλreg
˘

. □

Proof of Proposition 9.8. As C is strongly closed, by greedily removing extreme rays from the cone
spanned by rpInvpwqq we can order rpInvpwqqzC as β|C|`1, . . . , βℓpwq in such a way that, for each
|C| ă i ď ℓpwq, βi is an extreme ray of the cone spanned by rpInvpwqqztβi`1, . . . , βℓpwqu.
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Now using Lemma 9.11, the sβℓpwq
w-Plücker function composed with Nw – UwwB is a power

of the βℓpwq-coordinate function of Nw and as λreg is regular, this power is not zero. Thus the iso-
morphism descends to X̊w X tPlλβℓpwq

“ 0u and NrpInvpwqqztβℓpwqu. Repeating this descent argument
for NrpInvpwqqzD with D “ tβ|C|`i, . . . , βℓpwqu for each 1 ď i ă ℓpwq ´ |C|, we arrive at the desired
isomorphism. □

9.2. Coxeter Schubert cells and CFlc via Plücker vanishing. We now apply results of the previ-
ous section to Coxeter Schubert cells and eventually CFlc. The proof of Theorem 9.3 is given at
the end of the section.

Proposition 9.12. We have PVNCpW,cq Ă
Ů

uPNCpW,cq X̊
u
NC.

Proof. Let x P PVNCpW,cq and take u P W so that x P X̊u. Then T ¨ x Ă PVNCpW,cq by Theorem 6.6.
For a strictly antidominant cocharacter ψ : C˚ Ñ T (as in the proof of Fact 6.7) we have u “

limtÑ0 ψptqx P T ¨ x and so u P NCpW, cq. The fact that x P X̊u
NC now follows from Fact 9.7 and

Proposition 9.8. □

Corollary 9.13. If u P
ÐÝÝÝÝÝ
rw,w ¨ cs is the Bruhat-maximum element then w´1Xw¨c

w “ Xu
NC.

Proof. We have u P w´1Xw¨c
w Ă Xu, and so w´1Xwc

w X X̊u is a dense open subset of the irreducible
n-dimensional variety w´1Xwc

w . Furthermore by Theorem 8.3(1) and Proposition 9.8 we have

pw´1Xwc
w q X X̊u Ă PVNCpW,cq XX̊u Ă X̊u

NC,

and X̊u
NC – An. Therefore w´1Xw¨c

w X X̊u is dense in X̊u
NC, and taking closures we obtain

w´1Xw¨c
w “ Xu

NC. □

For the next result, we make a few observations about descending to a standard parabolic sub-
group W 1 Ď W . First, if c1 ďB c is a Coxeter element of W 1, then NCpW 1, c1q Ď NCpW, cq. Second,
if w1 P W has ℓpw1c1q “ ℓpw1q ` ℓpc1q , then

ÐÝÝÝÝÝÝÝ
rw1, w1 ¨ c1s Ď NCpW 1, c1q by Theorem 7.1.

Corollary 9.14. Let W 1 Ď W be a standard parabolic subgroup and let c1 be a Coxeter element of
W 1 with c1 ďB c. If w1 P W and u P

ÐÝÝÝÝÝÝÝ
rw1, w1 ¨ c1s Ă NCpW 1, c1q is the Bruhat-maximum element, then

pw1q´1Xw1¨c1

w1 “ Xu
NC.

Proof. Let L Ď LB Ď G be the Levi and parabolic subgroups associated to W 1, so that BL :“ BXL

is a Borel subgroup for L. Then pw1q´1Xw1c1

w1 Ď LB{B, and under L{BL – LB{B it must map
to CFlc1 . We can therefore apply the argument in the proof of Corollary 9.13 above to equate the
ℓpc1q-dimensional varieties

Č

pw1q´1Xw1c1

w1 “ ĆXu
NC,

where r̈ indicates that these varieties are viewed in L{BL. Transporting back along L{BL –

LB{B Ď G{B identifies ĆXu
NC with Xu

NC. □
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Lemma 9.15. If in Corollary 9.14 we have w1 P W 1, then we have ℓpw1cq “ ℓpw1q ` ℓpcq.

Proof. If y, z are in the subgroup of W generated by simple reflections in Sztsju and ℓpyq ` ℓpzq “

ℓpyzq then we claim that ℓpysjzq “ ℓpyzq`1. Indeed, ysjy´1 R Invpyzq as Invpyzq is in the subgroup
of W generated by Sztsju, so ℓpyzq ` 1 ě ℓpysjzq ą ℓpyzq.

Now, start with a reduced word for w1c1 obtained by concatenating reduced words for w1 and c1

and apply the claim iteratively, inserting the missing letters from c that are not in c1. □

Proposition 9.16. Let u P NCpW, cq and let c1 ďB c be the sub-Coxeter corresponding to a standard
parabolic subgroup W 1 Ă W such that u P NCpW 1, c1q`. Then there exists w1 P W 1 with ℓpw1c1q “

ℓpw1q ` ℓpc1q with u P
ÐÝÝÝÝÝÝ
rw1, w1c1s Ă NCpW 1, c1q.

Proof. It suffices to prove the statement for u P NCpW, cq`, as we can apply that statement di-
rectly to W 1 and c1. Note that by Corollary 7.3 and Corollary 3.6 we know that there are at least
Cat`

W -many translated
ÐÝÝÝÝ
rw,wcs, so there are at least Cat`

W many distinct w´1Xw¨c
w comprising the

irreducible components of CFlc. On the other hand, by Theorem 8.3(1) and Proposition 9.12 we
know that

CFlc Ď PVNCpW,cq Ď
ğ

uPNCpW,cq

X̊u
NC Ď

ď

uPNCpW,cq

Xu
NC,

and dim X̊u
NC “ | InvNCpuq| ď n with equality if and only if u P NCpW, cq`, so there are Cat`

W -
many top-dimensional irreducible components of

Ť

uPNCpW,cq X
u
NC. We conclude that each Xu

NC

must equal at least one w´1Xw¨c
w . □

Proof of Theorem 9.3. By Theorem 8.3(1) and Proposition 9.12 we know that

CFlc Ď PVNCpW,cq Ď
ğ

uPNCpW,cq

X̊u
NC,

so to show these containments are equalities it suffices to show that
Ů

uPNCpW,cq X̊
u
NC Ď CFlc.

For each u P NCpW, cq`, there exists w P W with ℓpwq ` ℓpcq “ ℓpwcq such that u is the Bruhat-
maximum element of

ÐÝÝÝÝ
rw,wcs (which exists by Proposition 9.16). Then by Corollary 9.13 we have

Xu
NC “ w´1Xwc

w Ă CFlc .

For an arbitrary u P NCpW, cq if c1 is the associated sub-Coxeter element in the minimal sub-Weyl
group pW 1,S1q Ă pW, Sq containing u, then u P NCpW 1, c1q` and we again take by Proposition 9.16
a w1 P W 1 such that u is the Bruhat-maximum element of

ÐÝÝÝÝÝÝ
rw1, w1c1s Ă W 1. By Lemma 9.15 we have

ℓpw1q ` ℓpcq “ ℓpw1cq and so by Corollary 9.14 we have

Xu
NC “ pw1q´1Xw1c1

w1 Ă pw1q´1Xw1c
w1 Ă CFlc .

Finally we establish the affine paving. Recall that u1 through uCatW is an ordering of NCpW, cq

compatible with Bruhat order on W . Because Xk`1zXk “ X̊
uk`1

NC , which is isomorphic to an affine
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space, it suffices to show that Xk is closed. But this follows as

Xuk X CFlc “

˜

ğ

uďuk

BuB

¸

X

CatW
ğ

i“1

X̊ui
NC “

k
ğ

i“1

X̊ui
NC “ Xk. □

Remark 9.17. The affine paving implies that ComplexpCFlcq is contractible. Indeed, let Pk “

µpXuk
NCq. Let Cďk Ă ComplexpCFlcq be the part of the complex associated to Xk “

Ťk
i“1 X̊

ui
NC “

Ťk
i“1X

ui
NC, i.e. the part of the complex associated to just the polytopes P1, . . . , Pk. Then Cďk`1 is

obtained from Cďk by gluing Pk`1 to Cďi along the subset µpX
uk`1

NC zX̊
uk`1

NC q “ pBPkq1 Ă BPk, the
part of BPk`1 not touching the simple vertex µpuk`1q P Pk`1. Hence we can successively collapse
ComplexpCFlcq by collapsing in reverse order each Pk onto pBPkq1.

10. COHOMOLOGY

In this section we describe the torus-equivariant cohomology of CFlc using the suite of tools
known as GKM theory. This culminates in the proof of Theorem D in Corollary 10.7. For tech-
nical reasons, we will need to use the adjoint torus Tad “ T {ZpGq on G{B (Section 5.1). As a
consequence, the rings computed in this section depend only on the root system Φ of G.

10.1. GKM Theory. In this section we recall specific facts from GKM theory; beginning with
Goresky–Kottwitz–MacPherson [36], versions of these statements have been proven by several
authors under varying conditions. In a few cases we have not found statements that match our
exact hypothesis, and therefore include proofs for the sake of completeness.

For us, a GKM variety is a (possibly reducible) algebraic variety X with the action of a torus T
such that

(1) X has finitely many T -fixed points,
(2) X has finitely many T -invariant curves, and
(3) X embeds T -equivariantly into PpV q, the projectivization of a T -representation V .

All of our GKM varieties will come from the generalized flag variety G{B, equipped with the
action of Tad. As ZpGq acts trivially on G{B, the Tad-orbits are exactly the same as the T -orbits,
so that the fixed points are twB | w P W u and the Tad-invariant curves are still Pu,v for u “ τv

and τ P T. For embedding, we take the generalized Plücker embedding Pl : G{B Ñ V λreg coming
from our choice of regular dominant λreg P CharpTadq “ ZΦ.

Any T -invariant subvariety Y of a GKM variety is again a GKM variety, so every T -invariant
subvariety of G{B is GKM. In particular any Tad-invariant (or simply T -invariant) subvariety
Y Ď G{B is also GKM.

In any GKM variety X , each T -fixed point corresponds to a line in some weight space Vµ, µ P

CharpT q, and each T -invariant curve Y contains two fixed points coming from distinct weights,
µ, ν P CharpT q. The tangent spaces to Y at these points afford the characters pν ´µq and ´pν ´µq.
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Definition 10.1. The GKM graph of a GKM variety X is the edge-labeled graph GKMpXq with
vertex set XT , edges determined by the T -invariant curves, and edge labels “˘χ” where ˘χ are
the characters of the tangent spaces to the two fixed points.

ForG{B, identifyingwB withw P W realizes the GKM graph as the Cayley graph CayleypW,Tq,
with edges tw, τwu labelled by ˘rpτq. If Y Ď G{B is T -invariant, then its GKM graph will be a
subgraph of CayleypW,Tq with the same edge labels; this will be particularly important if Y is
toric or if Y is a Plücker vanishing variety. In the former case, it is well-known that the GKM
graph is exactly the 1-skeleton of the moment polytope PY , and each edge label is the direction of
the corresponding edge in PX . The latter case is described in the following result.

Proposition 10.2. For A Ď W , the GKM graph of the Plücker vanishing variety PVA is the induced
subgraph of CayleypW,Tq on A.

Proof. By Theorem 6.6, PVA consists of all torus orbit-closures whose T -fixed point set lies in the
set AB “ twB | w P Au. The zero-dimensional orbits in this set are AB, and the one-dimensional
orbits are the edges tw, τwu Ď A. □

Under certain assumptions, the cohomology ring of a GKM variety can be computed from its
GKM graph. The T -equivariant cohomology ring of a point is given by the polynomial ring

H‚
T pptq :“ Sym‚

`

CharpT q
˘

As is standard in algebraic combinatorics, we denote by tλ P H‚
T pptq for the element corresponding

to ´λ P CharpT q, the negative character, and grade this ring so that each nonzero tλ has degree 2.
Let

H`
T pptq :“ the ideal generated by elements of degree ě 2.

The adjoint torus Tad has character lattice equal to the root lattice ZΦ, so that in Tad-equivariant
cohomology we have

H‚
Tad

pptq “ Zrtα | α P ∆s.

Definition 10.3. For a GKM graph G, we define the graph cohomology ring to be the H‚
T pptq-algebra

H‚
T pGq :“ tpfvqvPV pGq | tχpvv1q divides fv ´ fv1 for all edges vv1 in Gu Ă pH‚

T pptqq‘V pGq.

We identify H‚
T pptq with its diagonal embedding in pH‚

T q‘V pGq.

Under certain conditions the graph cohomology ring of the GKM graph computes the actual
cohomology ring of a GKM space X . Say that X has a good affine paving if it has a filtration by
T -invariant subvarieties

∅ “ X0 Ă X1 Ă X2 Ă ¨ ¨ ¨ Ă Xℓ “ X

such that the following holds for each i ě 1:
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(1) XizXi´1 is T -equivariantly isomorphic to a linear T -representation Vi, and therefore con-
tains a unique T -fixed point wi;

(2) the representation Vi decomposes into a direct sum of one-dimensional T -representations

Vi “
à

jPAi

Vi,j for Ai Ď t1, . . . , i´ 1u,

such that Vi,j “ Vi,j \ twju; and
(3) The character fi,j of Vi,j is nonzero, and is moreover reduced in the sense that 1

rfi,j R

CharpT q for any integral r ‰ ˘1.

Returning to our example of X “ G{B, we obtain a good affine paving by fixing a linear ex-
tension of the Bruhat order on W , w1, w2, . . . , wN , and taking Xi “ Xw1 Y Xw2 Y ¨ ¨ ¨ Y Xwi . Then
the isomorphism X̊wi – NrpInvpwiqq in Section 5.2 satisfies condition (1) and the Vi,j are the root
subspaces gα, which correspond to xrpτqpCqwB Ď X̊wi , whose closure is Pwi,wiτ . While the char-
acter of gα, which is the root α P Φ, may not be reduced in CharpT q, it is always reduced in
CharpTadq “ ZΦ. Satisfying condition (3) is the primary reason for us to pass to the adjoint torus.

Fact 10.4. If T “ Tad and all characters fi,j above are roots in Φ, then condition (3) is automatically
satisfied.

Theorem 10.5 ([8, Theorem 11.3]). For a GKM variety X with a good affine paving, we have

(1) H‚pXq has a homology basis trXizXi´1suiPt1,...,ℓu Ă H‚pXq,
(2) H‚

T pXq – H‚
T pGq, and

(3) H‚
T pXq is a free H‚

T pptq-module and H‚pXq – H‚
T pGq{pH`

T pptqq.

Proof. All parts were shown in [8, Theorem 11.3], except that in (3) the freeness was a hypothesis
rather than a conclusion. However, the freeness follows from (1) as this implies that the Leray–
Hirsch spectral sequence degenerates at the E2–page. □

For CFlc we will actually be able to combinatorially establish the existence of a free H‚
Tad

pptq-
basis with additional properties, see Theorem 11.2.

10.2. The cohomology of CFlc. We now apply the machinery developed in the previous section
to describe the equivariant cohomology of CFlc, and in particular prove Theorem D. We continue
to use the action of the adjoint torus Tad. For this reason, the results in this section are independent
of the choice of G up to the underlying root system Φ.

Theorem 10.6. Let Φ be a root system, W its Weyl group, and c P W a Coxeter element.

(i) For any linear extension u1, u2, . . . , uCatW of the Bruhat order on NCpW, cq, the filtration of
CFlc given by

Xi “ X̊u1
NC Y ¨ ¨ ¨ Y X̊ui

NC

is a good affine paving with respect to the action of Tad.
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(ii) We have

H‚
Tad

pCFlcq “ H‚
Tad

pCayleypW,Tq|NCpW,cqq

and

H‚pCFlcq “ H‚
Tad

pCFlcq{H`
Tad

pptq.

Proof. Point (i) follows from Theorem 9.3 and the fact that the associated charts for the affine
paving are coordinate subspaces of the good affine paving for G{B by Schubert cells. By Theo-
rem 10.5, point (i) implies point (ii). □

Corollary 10.7 (Theorem D). For Coxeter elements c, c1 P W , and u P W such that c “ wc1w´1,
there is a ring isomorphism Ψc,w : H‚pCFlcq – H‚pCFlc1q. Furthermore these isomorphisms
satisfy Ψc,id “ id, and if w1c1pw1q´1 “ c2 P W is another Coxeter element, then Ψc1,w1Ψc,w “ Ψc,w1w.

Proof. We define a ring isomorphism on Tad-equivariant cohomology rings

ĆΨc,w : H‚
Tad

pCFlcq Ñ H‚
Tad

pCFlc1q by pfuquPNCpW,cq ÞÑ
`

w ¨ fw´1vw

˘

vPNCpW,c1q
,

which maps H`
Tad

pCFlcq to H`
Tad

pCFlc1q. This therefore descends to ring isomorphisms Ψc,w, and

the compatibilities are trivially checked on the lifts ĆΨc,w. □

Remark 10.8. The map used to prove Corollary 10.7 is an isomorphism of rings between the equi-
variant cohomology rings as well, but not an isomorphism of H‚

Tad
pptq-modules.

11. DUALITY BASES

LetX be a GKM variety with a good affine pavingX1, . . . , XN . BecauseH‚
T pXq is a freeH‚

T pptq-
module, we can look to find distinguished H‚

T pptq-bases.

Definition 11.1. A flowup basis for H‚
T pXq is a subset tf p1q, f p2q, . . . , f pNqu Ă H‚

T pXq such that

(11.1) f
piq
j “ 0 for all j ă i and f

piq
i “ ˘

ź

edges wiwj and j < i

tχpwiwjq.

A straightforward upper-triangularity argument shows that a flowup basis must be a free
H‚
T pptq-basis, justifying the name. In general a flowup basis, if it exists, is not unique. One con-

dition we might hope to impose is that f piq
j “ 0 whenever i ‰ j and dimXi “ dimXj (see for ex-

ample [39, Proposition 4.3]), but because of the strange way that our cells fit together, H‚
Tad

pCFlcq

does not have a flowup basis satisfying this extra condition.
We will instead create a basis which is dual with respect to certain degree maps. We work under

the assumption in this section that there is a T -equivariant degree map
şT
XizXi´1

: H‚
T pXizXi´1q Ñ
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H‚
T pptq for each i (see Section 11.1). We say that a collection of elements f p1q, f p2q, . . . , f pNq in

H‚
T pXq is a duality basis for this paving if

ż T

XizXi´1

f pjq “ δi,j P H‚
T pptq.

The papers [7, 8] define a duality basis with respect to the affine paving in Theorem 10.6 in the
special case that G “ GLn`1 and c “ pn ` 1 ¨ ¨ ¨ 2 1q, which we called double forest polynomials. We
now show that analogues of forest polynomials exist for any Coxeter flag variety.

Theorem 11.2. Let W be a Weyl group, and c P W a Coxeter element. Then there exist unique
elements

tĆSNC
u | u P NCpW, cqu Ă H‚

Tad
pCFlcq

we call Coxeter Schubert classes which give a (unique) duality basis with respect to any affine paving
of the form described in Theorem 10.6. These elements satisfy, but are not uniquely characterized
by, the conditions that

pĆSNC
u qu “

ź

τPInvNCpuq

rpτq

and for v P NCpW, cq

pĆSNC
u qv “ 0 whenever u ­ď v (in the Bruhat order).

The remainder of the section is concerned with the proof of Theorem 11.2: Section 11.1 es-
tablishes general properties of duality bases needed for the proof and Section 11.2 applies these
properties to the combinatorial structure of CFlc.

11.1. Duality bases via Atiyah–Bott localization. In this section, let X be a GKM variety with a
good affine pavingX1, . . . , XN . IfXizXi´1 is smooth, then

şT
XizXi´1

f is the T -equivariant pushfor-
ward to a point. In general, the pushforward is not a priori well-defined. We say that the paving
admits T -equivariant degree maps if for each i we are able to find a fixed T -equivariant resolution

πi : ČXizXi´1 Ñ XizXi´1,

by a smooth irreducible GKM variety ČXizXi´1, which is an isomorphism on the open set XizXi´1.
In this case we define the T -equivariant degree

ż T

XizXi´1

f :“

ż T

ČXizXi´1

π˚
i f P H‚

T pptq.

For each class f P H‚
T pXq and each T -fixed-point p, let fp be the pullback of f to H‚

T ppq. Then
T -equivariant Atiyah–Bott localization (see e.g. [6, 10]) computes the T -equivariant degree of f on
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Y “ XizXi´1 by constructing a family of elements CYwj
P FracpH‚

T pptqq, 1 ď j ď i for which:

ż T

Y
f “

i
ÿ

j“1

CYwj
fw P H‚

T pptq and CYwi
“ ˘

ź

edges wiwj and jăi

t´1
χpwiwjq

.

We will primarily be interested in the case where X is a toric complex with a good affine paving.
Recalling the well-known facts that

(1) every projective toric variety admits a toric resolution by a smooth projective toric variety
(2) the associated degree maps are independent of the choice of resolution,

we see that such an X in fact admits T -equivariant degree maps in an essentially unique way.

Remark 11.3. For CFlc, all of whose XizXi´1 are normal toric varieties associated to Coxeter
matroid polytopes, one can always resolve using the toric variety XPermW

associated to the W -
permutahedron (Section 6.4).

Theorem 11.4. Suppose thatX is a GKM variety with a good affine paving admitting T -equivariant
degree maps. If a duality basis tf p1q, f p2q, . . . , f pNqu exists for H‚

T pXq, then it is a flowup basis.
Moreover, if H‚

T pXq has a flowup basis, then it has a unique duality basis.

Proof. Let F be the N ˆN matrix with i, j entry f pjq
wi and C be the matrix with j, k entry is equal to

C
XkzXk´1
wj P FracpH‚

T pptqq if wj P XkzXk´1 and 0 otherwise. Then
ż T

XizXi´1

f pjq “ pCF qi,j ,

so we have a duality basis if and only if F “ C´1. As C is lower triangular with diagonal entries

Cj,j “ ˘
ź

edges wiwj with i < j

t´1
χpwiwjq

,

we see that F “ C´1 implies that (11.1) holds.
On the other hand, if (11.1) holds then F is lower triangular with diagonal entries Fi,i “ 1{Ci,i.

In this case CF is unipotent lower triangular, so pCF q´1 “
řN
k“0pI´CF qk is also unipotent lower

triangular with entries in H‚
T pptq. Thus the columns of C´1 “ F pCF q´1 determine a duality basis

of H‚
T pXq whose elements are H‚

T pptq-linear combinations of the f piq. □

For G{B and any linear extension of the Bruhat order, the paving admits T -equivariant degree
maps via a choice of Bott–Samelson Bw resolution for each Schubert cell Xw associated to a choice
of reduced word w for w. The unique duality basis corresponds to the Schubert classes tĄSw | w P

W u in H‚
Tad

pCayleypW,Tq. These are recursively defined by

ĄSw˝ “
`

δw,w˝

ź

αPΦ`

tα
˘

wPW
,
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where δw,w˝ is the Kronecker delta, and for w P W and si P Despwq with associated simple root αi,

rSwsi “ BiĄSw where Bif “ p
fv ´ fvsi
tαi

qvPW .

We now describe how to construct duality bases under stronger hypotheses on X .

Theorem 11.5. Let X be a toric complex with good affine paving. If the characters of each affine
chart XizXi´1 can be extended to a basis of CharpT q, then X has a duality basis.

To prove this theorem, we need the following lemma, which was proved in [24, Proposition 5.3]
in a slightly weaker setting over the rational numbers.

Lemma 11.6. Under the assumptions of Theorem 11.5, for any h P H‚
T pXi´1q there is a class h1 P

H‚
T pXiq with hwj “ h1

wj
P H‚

T pptq for all j ď i´ 1.

Proof. Suppose that the vertex wi in GKMpXiq is incident to the edges wj1wi, wj2wi, . . . , wjmwi,
with respective edge labels λ1, λ2, . . . , λm. Fix an extension λm`1, . . . , λn of this set to a basis of
CharpT q and define tj “ tλj , so that H‚

T pptq – Zrt1, . . . , tns.
Now we must construct an h1

wi
P H‚

T pptq which is compatible with each hwjr
under the divisi-

bility condition imposed by each edge wjrwi. This amounts to solving the system

h1
wi

” hwj1
mod pt1q, h1

wi
” hwj2

mod pt2q, . . . , h1
wi

” hwjm
mod ptmq.

It turns out that we have a solution if and only if

hwjk
” hwjℓ

mod ptk, tℓq for 1 ď k ă ℓ ď m.

Indeed, this condition is equivalent to requiring that each monomial ta11 t
a2
2 ¨ ¨ ¨ tann has the same

coefficient in all hwr for which ar “ 0. We denote this coefficient by ca1,...,an and for convenience
set ca1,...,an “ 0 when all ai ą 0. We then set

h1
wi

“
ÿ

ca1,...,ant
a1
1 t

a2
2 ¨ ¨ ¨ tann ,

which clearly solves the given system.
We conclude by demonstrating the congruence hwjk

” hwjℓ
mod ptk, tℓq by considering the

GKM conditions arising from the edges of the moment polytope for XizXi´1. Let F be the 2-
face containing the vertices corresponding to the fixed points wi, wjk , and wjℓ , and let wjk “

v1, v2, . . . , vr “ wjℓ , wi be the path in GKMpXiq corresponding to the boundary of F . As h satisfies
the divisibility condition for each edge in this path except the last one, there exist a1, a2, . . . , ar´1 P

H‚
T pptq for which

hwjk
“ hv2 ` a1tχpv1v2q “ hv3 ` a1tχpv1v2q ` a2tχpv2v3q “ ¨ ¨ ¨ “ hwjℓ

`

r´1
ÿ

q“1

aqtχpvqvq`1q.
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Finally, each tχpvqvq`1q belongs to ptk, tℓq: each character χpvqvq`1q is a real multiple of the corre-
sponding edge vq`1 ´ vq, which lies in the real span of λjk and λjℓ . As λjk , λjℓ are part of a basis,
this means each χpvqvq`1q is in the integral span of tλjk , λjℓu. □

Proof of Theorem 11.5. We construct a flowup basis, and then conclude by Theorem 11.4.
If X “ X1 “ pt, then the claim is immediate. Otherwise, we assume the existence of a flowup

basis thp1q, hp2q, . . . , hpi´1qu for H‚
T pXi´1q and construct a flowup basis tgp1q, . . . , gpiqu Ă H‚

T pXiq.
For this we define gpiq by setting

gpiq
wj

“ δi,j
ź

edges wjwi and j < i

tχpwjwiq
,

and to construct gpjq for j ď i´ 1 we apply Lemma 11.6 to hpjq. □

11.2. A duality basis for CFlc. We now show Theorem 11.2.

Lemma 11.7. For any Coxeter element c P W , every c-cluster is a basis for the root lattice ZΦ. As
a consequence, every positive c-cluster can be extended to a basis of ZΦ.

In order to prove the lemma, we recall the definition of a bipartite Coxeter element. Given a
bipartition S` \ S´ of the Coxeter diagram of S, we define the corresponding bipartite Coxeter
element c by

ź

sPS`

s
ź

sPS´

s.

Proof. If c is a bipartite Coxeter element this is [31, Theorem 1.8]. Otherwise, there exists a w P W

such that c1 “ wcw´1 is a bipartite Coxeter element [42, Proposition 3.16], and wuw´1 P NCpW, c1q

if and only if u P NCpW, cq. Thus for each u P NCpW, cq, rpInvNCpwuw´1qq “ w ¨ rpInvNCpuqq,
so that w maps Clc to Clc1 . As the reflection action of w is defined over Z and the image of each
c-cluster under w is a basis for ZΦ, the proof is complete. □

Proof of Theorem 11.2. The characters of the affine spaces Clust`puq in the affine pavings are W -
translates of subsets of c-clusters, so Lemma 11.7 verifies the necessary basis extension property
to apply Theorem 11.5. The duality basis remains the same as we vary the linear extension of
NCpW, cq determining the order the pieces of the affine paving appear in. This implies the duality
basis is a flowup basis for every linear extension of NCpW, cq, verifying the remaining vanishing
conditions. □

12. COHOMOLOGY IN TYPE A AND PERMUTED QUASISYMMETRY

Fix G “ GLn`1 so that W “ Sn`1, and G{B “ Fln`1 is the complete flag variety parametrizing
complete flags of subspaces

Fln`1 “ t0 Ĺ F1 Ĺ F2 Ĺ ¨ ¨ ¨ Ĺ Fn Ĺ Cn`1 | dimFi “ iu.
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We summarize the work of [7, 8] on the quasisymmetric flag variety QFln`1 “ CFlsn¨¨¨s1 Ă Fln`1,
and then prove Theorem E in Theorem 12.2. In these references the diagonal torus T of GLn`1

was used instead of the adjoint torus Tad “ T {C˚ Ă PGLn`1. In type A this is inessential to all
cohomology results as the sequence 1 Ñ C˚ Ñ T Ñ Tad Ñ 1 splits, and hence if X is a variety
with a Tad action we have canonical identifications

H‚
T pXq “ H‚

Tad
pXq bH‚

Tad
pptq H

‚
T pptq.

Moving forward in this section, we work with T rather than Tad.
The noncrossing partitions in NCn`1 :“ NCpSn`1, snsn´1 ¨ ¨ ¨ s1q are combinatorially determined

by set partitions P of t1, . . . , n ` 1u with an additional noncrossing property: if A,B P P are
distinct blocks and i ă j ă k ă ℓ, then we do not have i, k P A and j, ℓ P B. To such a set
partition, the associated element of NCn`1 is given by multiplying the backwards cycles on each
of the blocks. The finest partition corresponds to the identity, the coarsest partition corresponds
to pn ` 1, n, . . . , 1q “ snsn´1 ¨ ¨ ¨ s1, and the Kreweras order is identified with the refinement order
on set partitions restricted to the noncrossing set partitions.

1 2 3 4

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

1 2 3 4

FIGURE 7. NC4 drawn as a lattice on noncrossing set partitions

The combinatorics of QFln`1 centers around the notion of equivariant quasisymmetry defined in
[7] for polynomials fpx; tq P Zrx1, . . . , xn`1srt1, . . . , tn`1s. In particular QFln`1 has combinatorially
defined Coxeter and equivariant Coxeter Schubert classes given by the forest polynomials and
double forest polynomials respectively. We refer the reader to [7, 8] for details about the forest and
double forest polynomials.
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Definition 12.1. Define the equivariant Bergeron–Sottile maps R´
i ,R

`
i by

R´
i f “ fpx1, . . . , xi´1, ti, xi, . . . , xn; tq

R`
i f “ fpx1, . . . , xi´1, xi, ti, . . . , xn; tq

A polynomial fpx; tq is equivariantly quasisymmetric if for 1 ď i ď n we have R´
i f “ R`

i f , and we
denote EQSymn`1 Ă Zrx1, . . . , xn`1srt1, . . . , tn`1s for the subring of equivariantly quasisymmetric
polynomials.

Setting ti “ 0, we have R´
i and R`

i´1 become identified with the Bergeron–Sottile maps Ri [9, 50]
on the polynomial ring Zrx1, . . . , xn`1s defined by

Rif “ fpx1, . . . , xi´1, 0, xi, . . . , xnq.

As shown in [7] this specialization induces a surjection from EQSymn`1 to the ring of quasisym-
metric polynomials QSymn`1 Ă Zrx1, . . . , xn`1s of Gessel [35] and Stanley [59], defined by either
of the equivalent conditions that R1f “ ¨ ¨ ¨ “ Rn`1f , or that for any sequence pa1, . . . , akq of pos-
itive integers we have equality of the coefficients rxa1i1 ¨ ¨ ¨xakik sf “ rxa1j1 ¨ ¨ ¨xakjk sf for all increasing
sequences 1 ď i1 ă ¨ ¨ ¨ ă ik ď n` 1 and 1 ď j1 ă ¨ ¨ ¨ ă jk ď n` 1.

Define the ideal

EQSym`
n`1 “ xfpx; tq ´ fpt; tq | f P EQSymn`1y Ă Zrx1, . . . , xn`1srt1, . . . , tn`1s.

It was shown in [8] that the natural map H‚
T pFln`1q Ñ H‚

T pQFln`1q is surjective, giving a Borel-
type presentation

Zrx1, . . . , xn`1srt1, . . . , tn`1s{EQSym`
n`1

–
ÝÑ H‚

T pCFlsn¨¨¨s1q

fpx1, . . . , xn`1; t1, . . . , tn`1q ÞÑ
`

fptwp1q, . . . , twpn`1q; t1, . . . , tn`1q
˘

wPNCn`1
.

We now prove Theorem E, relating the quasisymmetric coinvariants to the cohomology rings
of CFlc for other choices of c.

Theorem 12.2. ForG{B “ Fln`1 and any Coxeter element c P Sn`1, the restriction mapH‚pFln`1q Ñ

H‚pCFlcq is surjective. Moreover, if c is the cycle pwpn` 1qwpnq ¨ ¨ ¨ wp1qq for some w P Sn`1 then
under this restriction map we can realize H‚pCFlcq as a quotient of the presentation in (1.1):

H‚pCFlcq – Zrx1, . . . , xn`1s

MA

fpxwp1q, . . . , xwpn`1qq ´ fp0, . . . , 0q

ˇ

ˇ

ˇ
f P QSymn`1

E

,

the ring of permuted quasisymmetric coinvariants.

Proof. Because c “ wsn ¨ ¨ ¨ s1w
´1, by Corollary 10.7, we have a map

ĆΨc,w : H‚
T pCFlsn¨¨¨s1q – H‚

T pCFlcq given by pfvqvPNCn`1 ÞÑ pw ¨ fw´1vwqvPNCn`1 .
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This map descends to an isomorphism Ψc,w : H‚pCFlsn¨¨¨s1q – H‚pCFlcq after quotienting by the
ideal H`

T pptq “ pt1, . . . , tn`1q. Let EQSym`
n`1,w be the image of EQSym`

n`1 under the automor-
phism of Zrx1, . . . , xn`1srt1, . . . , tn`1s given by

fpx1, . . . , xn`1; t1, . . . , tn`1q ÞÑ fpxwp1q, . . . , xwpn`1q; twp1q, . . . , twpn`1qq.(12.1)

Then there is a commutative square

Zrx1, . . . , xn`1srt1, . . . , tn`1s{EQSym`
n`1 Zrx1, . . . , xn`1srt1, . . . , tn`1s{EQSym`

n`1,w

H‚
T pCFlsn¨¨¨s1q H‚

T pCFlcq,

„

„ „

„

where the top map is induced by the automorphism in (12.1). The result then follows by quotient-
ing out the ideal H`

T pptq “ pt1, . . . , tn`1q. □

Remark 12.3. As in the introduction we remark that the map Ψc,w does not preserve flowup bases.
While the image of the flowup basis for H‚

T pCFlcq certainly maps to a basis, conjugation by w only
preserves the absolute order and not the Bruhat order used for our flowup condition.

13. PRELIMINARIES OF c-SORTABILITY

In this section we define and recall key properties of c-sortability. Throughout, we use the right
weak order ďR defined in Section 3.2. Additionally we adopt the convention that if w is a word
in simple reflections, then w P W denotes the group element it represents.

Fix a reduced word c for c and let c8 denote the string obtained by repeating this reduced
word infinitely. We will depict each copy of c in c8 as separated by vertical bars, so for example
if W “ S5 and c “ s2s1s3s4 we have

c8 “ s2 s1 s3 s4 | s2 s1 s3 s4 | s2 s1 s3 s4 | ¨ ¨ ¨

For any subword x of c8, we refer to the part of x in the ith copy of c in c8 as the ith syllable of x.
The c-sorting word xc8 of an element x P W is the lexicographically first reduced word for x in c8.

Definition 13.1. A c-sortable element x P W is an element such that each syllable of the c-sorting
word xc8 contains every letter in the following syllable. We denote the set of c-sortable elements
in W by SortpW, cq.

We illustrate these notions by an example.

Example 13.2. Let W “ S5 and c “ s2s1s3s4 P S5. We display c8 with the letters of the sorting
word unstruck (and unused letters struck out in gray): the permutations x “ 35421 and y “ 53421

in one-line notation have c-sorting words

xc8 “ s2 s1 s3 s4 | s2 s1 s3 s4 | s2 s1 s3 s4 | ¨ ¨ ¨ , and
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yc8 “ s2 s1 s3 s4 | s2 s1 s3 s4 | s2 s1 s3 s4 | ¨ ¨ ¨ .

Then x is c-sortable, but y is not, as ts2, s3, s4u Ğ ts1, s2u.

The following lemma shows that the syllable containment property of a reduced word in c8

implies it is already the c-sorting word of a c-sortable permutation.

Lemma 13.3. Let x be a reduced subword of c8 representing x P W . If, syllable by syllable, the
set of letters used in x is weakly decreasing under inclusion (i.e. each syllable contains every letter
appearing in the following syllable), then x is the c-sorting word of x. In particular, x P SortpW, cq.

Proof. Let xc8 be the c-sorting word of x, and assume x ‰ xc8 . Let p be the leftmost position in
c8 where the chosen subwords differ, so xc8 uses s :“ c8

p at position p while x skips it. Writing

xc8 “ y s z and x “ yw

with y the common chosen prefix before p, we claim that w contains no letter s. Indeed, since each
simple reflection occurs at most once per syllable of c8, skipping s at p means the syllable of x
containing p has no s, and by the syllable-containment hypothesis no later syllable can contain s.

Let y, w, z P W be the elements represented by y,w, z. Then y´1x “ w P WSztsu, while also
y´1x “ sz has a reduced word beginning with s, a contradiction. Hence x “ xc8 , and x is
c-sortable by definition. □

We now record some fundamental results due to Reading [53] that revolve around the study of
c-sortability that we shall appeal to in the sequel.

Fact 13.4.

(1) By [53, Theorem 1.1], there is a unique maximum c-sortable element πÓpxq P SortpW, cq

below x in the right weak order ďR called the downward projection.
(2) The downward projection determines an equivalence relation on W called Cambrian equiv-

alence saying x ”c y if πÓpxq “ πÓpyq. The proof of [53, Theorem 1.1] shows that the Cam-
brian equivalence class of x P W is a ďR-interval rπÓpxq, πÒpxqs, whose maximum πÒpxq is
called the upward projection.

(3) πÒpxq can be computed (see [53, §3]) using the downward projection πpc´1q

Ó
for c´1 and the

antiautomorphism x Ñ xw˝ of the right weak order:

(13.1) πÒpxq “ π
pc´1q

Ó
pxw˝q w˝.

Figure 8 depicts the Hasse diagram of the weak order on S4 and highlights the intervals arising
from Cambrian equivalence for c “ s1s3s2. So, for instance, t1324, 3124, 1342, 3142, 3412u consti-
tutes a single Cambrian class with 1324 and 3412 being the bottom and top elements respectively.
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1234

2134 1324 1243

2314 3124 2143 14231342

3214 2341 2413 3142 4123 1432

3241 2431 3412 4213 4132

3421 4231 4312

4321

FIGURE 8. The right weak order on S4 with non-singleton c-Cambrian classes em-
phasized using bolded edges, for c “ s1s3s2

The longest element w˝ P W is c-sortable [52, Corollary 4.4], and (recalling the notation of (3.1))
the inversion factorization for its c-sorting word w˝ determines the c-reflection order ďc [4] by

τw˝

1 ăc τ
w˝

2 ăc ¨ ¨ ¨ ăc τ
w˝

ℓpw˝q

on the set of reflections T. We now describe the connection between c-sortability and c-reflection
orders.

Fact 13.5. Let x P SortpW, cq with c-sorting word x. Then the sequence τx1 , . . . , τ
x
ℓpxq

can be re-
ordered into a ďc-increasing sequence by repeatedly swapping adjacent pairs of reflections that
commute.

Proof. By employing a certain bilinear pairing on the roots, Reading and Speyer show [54, Propo-
sition 3.11] that the relative order in which two noncommuting reflections appear in the reflection
sequence of a c-sorting word is forced (equivalently, any ambiguity in the sequence comes only
from commuting adjacent factors). In particular, whenever τxp and τxq do not commute, their order
for p ă q already agrees with ďc. Thus the only way the list τx1 , . . . , τ

x
ℓpxq

can fail to be ďc-increasing
is via commuting reflections appearing in the “wrong” ďc-order. The claim now follows. □

13.1. Cover reflections and skip reflections. For the remainder of this section we fix

x P SortpW, cq with c-sorting word x “ xc8 Ă c8.

We now proceed to describe how the c-sortable elements are related to noncrossing partitions.
To this end we need the notion of cover reflections.
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Definition 13.6. The set of cover reflections for x is given by

Coverspxq “ txsx´1 | s P Despxqu Ă Invpxq.

Recalling the inversion factorization notation of (3.1) we define

nccpxq “ τxi1 ¨ ¨ ¨ τxik where Coverspxq “ tτxi1 , . . . , τ
x
ik

u and i1 ă ¨ ¨ ¨ ă ik.

By Fact 13.5 the order in which the cover reflections appear in the factorization of nccpxq is the
c-reflection order up to swapping adjacent commuting reflections.

Fact 13.7 ([52, Theorem 6.1]). The map x ÞÑ nccpxq is a bijection

SortpW, cq Ñ NCpW, cq.

Furthermore, this restricts to a bijection

tx P SortpW, cq | c ďR xu Ñ NCpW, cq`.

In the introduction, we write nccpxq “ nccpπÓpxqq for any x P W . The cover reflections can be
recovered from nccpxq in the following manner.

Fact 13.8 ([13, Proposition 3.3]). Let W 1 be the smallest reflection subgroup containing nccpxq.
With respect to the induced positive system Φ`

W 1 “ ΦW 1 X Φ` and simple system ∆W 1 , one has
Coverspxq “ tsβ : β P ∆W 1u, and nccpxq is a Coxeter element of W 1.

We therefore have that the product τxi1 ¨ ¨ ¨ τxik “ nccpxq is a minimal length reflection factor-
ization, and by [13, Proposition 3.4] any two minimal length reflection factorizations t1 ¨ ¨ ¨ tk “

t11 ¨ ¨ ¨ t1k “ nccpxq into the cover reflections in some order are related to each other by commuting
adjacent transpositions – we call any such factorization a cover reflection factorization of nccpxq.

Example 13.9. Continuing Example 13.2 with W “ S5 and c “ s2s1s3s4 P S5, and x “ 35421 P

SortpS5, cq, the cover reflections of x are p4 5q, p2 4q, and p1 2q. Moreover,

nccpxq “ p2 4qp1 2qp4 5q “ p2 4qp4 5qp1 2q “ 41352.

The minimal reflection subgroup containing nccpxq is the subgroup St1,2,4,5u Ď S5 comprising all
permutations which fix 3, which has simple generating set p1 2q, p2 4q, and p4 5q.

Definition 13.10. Say that p P Zą0 is a skip position for x if x does not include the pth letter s “ c8
p ,

and moreover x contains all copies of s in c8 before position p. We enumerate the skip positions
for x in increasing order (i.e. from left to right) as

p1 ă p2 ă ¨ ¨ ¨ ă pn.

See Example 13.15 where the circled positions denote skip positions. Each skip position pj

determines a special reflection as follows.
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Definition 13.11. For 1 ď j ď n, let a1a2 ¨ ¨ ¨ arj be the prefix of x consisting of all letters to the left
of the skip position pj , and let sj “ c8

pj . We define the jth skip reflection (or just “skip”) by

ϕj “ a1 ¨ ¨ ¨ arjsjarj ¨ ¨ ¨ a1,

and set Skipspxq :“ tϕ1, . . . , ϕnu

We will use the following fact repeatedly.

Proposition 13.12. For any 1 ď i1 ă ¨ ¨ ¨ ă ik ď n, the product ϕi1ϕi2 ¨ ¨ ¨ϕikx has a (possibly
non-reduced) word obtained from x Ă c8 by filling in the skips associated to ϕi1 , . . . , ϕik .

Proof. Write x “ a1a2 ¨ ¨ ¨ aℓpxq and take ri1 , ri2 , . . . , rik and si1 , . . . , sik as in Definition 13.11. Then

ϕi1ϕi2 ¨ ¨ ¨ϕikx “ pa1 ¨ ¨ ¨ ari1 qsi1pari1 ¨ ¨ ¨ a1q ¨ ¨ ¨ pa1 ¨ ¨ ¨ arik qsikparik ¨ ¨ ¨ a1qa1a2 ¨ ¨ ¨ aℓpxq

“ a1 ¨ ¨ ¨ ari1 si1 ari1`1 ¨ ¨ ¨ ari2 si2 ari2`1 ¨ ¨ ¨ arik sik arik`1 ¨ ¨ ¨ aℓpxq

as desired. □

As a consequence we obtain a minimal reflection factorization for c from the skip reflections.

Corollary 13.13. We have ϕ1 ¨ ¨ ¨ϕn “ c.

Proof. Let x1 be the (possibly nonreduced) word for pϕ1 ¨ ¨ ¨ϕnqx given by Proposition 13.12, ob-
tained from x Ă c8 by filling all skip positions.

Fix a simple reflection s P S, and letms be the number of occurrences of s used by x in c8. Since
the syllables of x are weakly decreasing under inclusion, x uses precisely the first ms occurrences
of s in c8. Hence the skip position for s is its pms ` 1qst occurrence, and filling all skips forces x1

to use the first ms ` 1 occurrences of s.
In particular, every s P S occurs in the first syllable of x1, so the first syllable of x1 is exactly c,

and the pi ` 1qst syllable of x1 coincides with the ith syllable of x for all i ě 1. Therefore x1 “ cx

as subwords of c8, and hence pϕ1 ¨ ¨ ¨ϕnqx “ cx. The claim follows. □

13.2. Forced and unforced skip reflections. Following Reading’s Cambrian theory [52], the c-
sorting word of a c-sortable element carries combinatorial data via cover reflections that deter-
mines its associated noncrossing partition. Reading–Speyer [54] show that this data can be read
directly from the pattern of omitted letters in c8: the skips that are forced by reducedness are
precisely the cover reflections, and hence encode nccpxq, while the remaining skips are optional
insertions, motivating the distinction between forced and unforced skips [54, Proposition 5.2].

Like before, we write x P SortpW, cq as x “ a1a2 ¨ ¨ ¨ aℓpxq.

Definition 13.14. Say that a skip ϕj is unforced if a1 ¨ ¨ ¨ arjsj is a reduced expression in W , and
forced otherwise. Equivalently, letting yj “ a1 ¨ ¨ ¨ arj , the skip ϕj is unforced iff ℓpyjsjq “ ℓpyjq ` 1,
and forced iff ℓpyjsjq “ ℓpyjq ´ 1.
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If we let USkipspxq and FSkipspxq denote the respective sets of unforced and forced skips, then
we have a decomposition

Skipspxq “ USkipspxq \ FSkipspxq.

We will enumerate elements of these sets according to their skip positions in c8 as

FSkipspxq “ tfs1, . . . , fsku, where k – |FSkipspxq|, and

USkipspxq “ tufs1, . . . ,ufsn´ku.

This is the same order used for Skipspxq, so ϕ1, . . . , ϕn is a shuffle of the lists ufs1, . . . ,ufsn´k and
fs1, . . . , fsk.

Example 13.15. As in Example 13.2 take c “ s2s1s3s4 P S5 and x “ 35421 P SortpW, cq. The skip
positions are the circled letters in the c-sorting word

x “ s2 s1 s3 s4 | s2 s1 s3 s4 | s2 s1 s3 s4 | s2 s1 s3 s4 | ¨ ¨ ¨

The corresponding skip reflections are, in order, p3 4q “ ufs1, p2 4q “ fs1, p1 2q “ fs2, and p4 5q “ fs3.

The agreement of forced skips and cover reflections in Example 13.15 is not accidental.

Fact 13.16. Coverspxq “ FSkipspxq, and fs1 ¨ ¨ ¨ fsk “ nccpxq is a cover reflection factorization.

Proof. By [54, Proposition 5.2], the forced skips are precisely the cover reflections, so Coverspxq “

FSkipspxq as sets. Let u :“ fs1 ¨ ¨ ¨ fsk, i.e. the product in skip-position order.
By definition, nccpxq is the product of the cover reflections in the order they appear in the reflec-

tion sequence of the c-sorting word (equivalently, in c-reflection order up to commuting adjacent
commuting reflections). Moreover, [13, Remark 3.2(2)] implies that for any two noncommuting
reflections in Coverspxq, their relative order agrees in any cover reflection factorization. Hence the
words u and nccpxq differ only by swapping adjacent commuting reflections, and in particular
u “ nccpxq.

Finally, by [13, Proposition 3.4] any minimal reflection factorization of nccpxq into the cover
reflections is unique up to swapping adjacent commuting factors, so fs1 ¨ ¨ ¨ fsk is a cover reflection
factorization. □

Proposition 13.17. The following hold.

(1) We have x ÌB ufsi x for all 1 ď i ď n´ k.
(2) ufsi x is c-sortable, and ufs1, . . . ,ufsi´1 are unforced skips of ufsi x.

Proof. Fix i. By Proposition 13.12, the product ufsi x admits an expression x1 obtained from the
c-sorting word x Ă c8 by filling the skip corresponding to ufsi (i.e. inserting the skipped letter at
its skip position). In particular, x1 has length ℓpxq ` 1, so ℓpufsi xq ď ℓpxq ` 1. On the other hand,
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[54, Lemma 5.7] gives ℓpufsi xq ą ℓpxq, hence ℓpufsi xq “ ℓpxq ` 1. Therefore x1 is reduced and
x ÌB ufsi x, proving (1).

Since x1 is a reduced subword of c8 and is obtained from x by adding a single letter in one
syllable, it still satisfies the syllable-containment condition. Thus Lemma 13.3 implies that x1 is
the c-sorting word of ufsi x, so ufsi x is c-sortable.

Finally, for any j ă i, the skip position of ufsj occurs before that of ufsi, so the prefix of x1

up to that position agrees with the corresponding prefix of x. Hence the reduced/nonreduced
status of the word a1 ¨ ¨ ¨ arjsj is unchanged, and ufsj remains an unforced skip for ufsi x. This
proves (2). □

Proposition 13.18. Let ϕi, ϕj P Skipspxq with i ă j. If ϕi is forced and ϕj is unforced, then ϕiϕj “

ϕjϕi.

Proof. We may truncate x immediately after the skip position of ϕj ; this does not change ϕi or ϕj
since both are defined using prefixes before that position. In particular, we may assume the skip
position of ϕj occurs after all letters of x, so ϕj “ xsjx

´1 and hence ϕjx “ xsj .
Since ϕi is forced, it is a cover reflection by Fact 13.16, so ϕi “ xsx´1 for some s P Despxq. Now

consider the element xsj “ ϕjx, which is c-sortable by Proposition 13.17. Appending sj does not
change the prefix data for the earlier skip position i, so ϕi is still a forced skip for xsj , hence again
a cover reflection of xsj . Thus ϕi “ pxsjq s

1 pxsjq
´1 for some s1 P Despxsjq.

Equating the two expressions for ϕi gives

xsx´1 “ xsjs
1sjx

´1, so s “ sjs
1sj .

Since s and s1 are simple reflections, the conjugate sjs1sj can be simple only if sj commutes with
s1, in which case sjs1sj “ s1. Therefore s “ s1 and s commutes with sj . Conjugating by x shows ϕi
commutes with ϕj . □

Applying these commutation relations to the identity in Corollary 13.13 gives us the following
alternate factorizations of c into skip reflections.

Corollary 13.19. ufs1 ¨ ¨ ¨ ufsn´k fs1 ¨ ¨ ¨ fsk “ c.

14. CHARACTERIZING EQUIVALENT TRANSLATED INTERVALS

We now determine when
ÐÝÝÝÝÝÝ
rw1, w1 ¨ cs “

ÐÝÝÝÝÝÝÝ
rw2, w2 ¨ cs using Cambrian equivalence by identifying

certain distinguished decreasing chains in the c-reflection order. The main theorem of this section
was also independently shown by Defant–Sherman-Bennett–Williams [28, Theorem 1.9 and Corol-
lary 1.10]. To transition between the condition ℓpwcq “ ℓpwq ` ℓpcq and c-sortable combinatorics,
we need the following transformation.

Definition 14.1. For each w P W , define wop :“ w´1w˝.
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Note that w ÞÑ wop is a bijection, with inverse x ÞÑ w˝x
´1.

Proposition 14.2.

(1) ℓpwcq “ ℓpwq ` ℓpcq is equivalent to c ďR wop.
(2) tx | c ďR xu is the union of Cat`

W -many Cambrian equivalence classes.

Proof. (1) follows because c ďR wop is equivalent to ℓpcq ` ℓpc´1w´1w˝q “ ℓpw´1w˝q, and we can
apply the identity ℓpy´1w˝q “ ℓpw˝q ´ ℓpyq to both sides for y “ wc and y “ w respectively. For (2),
by Fact 13.7 and the fact that c ďR x implies c ďR πÓpxq by definition of πÓpxq, we have that

c ďR x ðñ nccpπÓpxqq P NCpW, cq`.

Because |NCpW, cq`| “ Cat`
W we conclude. □

Theorem 14.3. For w1, w2 P tw | ℓpwcq “ ℓpwq ` ℓpcqu, or equivalently with pw1qop, pw
2qop P

tx | c ďR xu, the following are equivalent.

(1) pw1qop ”c pw2qop

(2)
ÐÝÝÝÝÝ
rw1, w1cs “

ÐÝÝÝÝÝÝ
rw2, w2cs

(3)
ÐÝÝÝÝÝ
rw1, w1cs and

ÐÝÝÝÝÝÝ
rw2, w2cs have the same c-decreasing chain.

In particular, there are Cat`
W -many distinct translated Bruhat intervals

ÐÝÝÝÝ
rw,wcs in NCpW, cq.

Proof. By Corollary 6.9 and Corollary 9.4 there are exactly Cat`
W -many translates

ÐÝÝÝÝ
rw,wcs, and by

Corollary 7.3 each of these contains a unique c-decreasing chain. By Proposition 14.2 there are
exactly Cat`

W -many c-decreasing chains in NCpW, cq, which establishes the equivalence between
(2) and (3). By Corollary 3.6 the number of c-Cambrian equivalence classes in tx | c ďR xu is also
equal to Cat`

W , so to show (1) and (3) are equivalent it therefore suffices to show the following.

Goal. For w with wop P tx | c ďR xu, the c-decreasing (reflection-labeled) maximal chain in
ÐÝÝÝÝ
rw,wcs

depends only on the c-Cambrian class of wop.

Fix such a w, and set

x :“ πÓpwopq.

Then x depends only on the c-Cambrian class of wop. Moreover c ďR x and, by Lemma 13.3,
deleting the first syllable c from the c-sorting word x produces the c-sorting word c´1x for c´1x,
so in particular c´1x P SortpW, cq.

Let

Skipspc´1xq “ tϕ1, . . . , ϕnu.

Define reflections ψ1, . . . , ψn by

ψi :“ ϕ1 ¨ ¨ ¨ϕi´1 ϕi ϕi´1 ¨ ¨ ¨ϕ1 p1 ď i ď nq.
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A c-decreasing maximal chain is determined by its set of labels, so it is enough to prove that the
unique c-decreasing maximal chain in

ÐÝÝÝÝ
rw,wcs is labeled by ψ1, . . . , ψn (in c-reflection order). The

remainder of the proof is organized in three steps.

Step 1: a distinguished Bruhat chain in rc´1x, xs. Set

xi :“ ψiψi`1 ¨ ¨ ¨ψn x p1 ď i ď nq, and xn`1 :“ x.

Then x1 “ c´1x and xi`1 “ ψixi for 1 ď i ď n. We claim that

x1 ÌB x2 ÌB ¨ ¨ ¨ ÌB xn`1

is a maximal Bruhat chain in the interval rc´1x, xs.
To verify the covering relations, write the c-sorting word c´1x (as a subword of c8) and fix

1 ď i ď n. Let aibi denote the portions of c´1x occurring before and after the ith skip position,
and let the letter at that skip position be si so that, on the level of group elements,

ϕi c
´1x “ aisibi.

Let a1
i be the word obtained from ai by filling in the first i´ 1 skips of c´1x. Then

ϕ1 ¨ ¨ ¨ϕi´1 c
´1x “ a1

ibi, hence xi “ ψi ¨ ¨ ¨ψnx “ ϕ1 ¨ ¨ ¨ϕi´1c
´1x “ a1

ibi.

We show by induction on i that a1
ibi is a reduced c-sorting word for a c-sortable element (namely

xi). For i “ 1 this is exactly c´1x. Assuming the claim for a1
ibi, the ith skip position of c´1x is also

a skip position for a1
ibi, and inserting the letter si fills this position:

a1
i`1bi “ a1

isibi.

This insertion is unforced, because a1
isi is a prefix of x and hence reduced. Therefore Proposi-

tion 13.17 implies that a1
i`1bi remains reduced. Finally, Lemma 13.3 implies that a1

i`1bi`1 is again
a c-sorting word of a c-sortable element. This completes the induction and establishes that each
step xi ÌB xi`1 is a Bruhat cover.

Step 2: lifting the chain to rc´1wop, wops. Since x ďR wop, let z :“ x´1wop and choose a reduced
word z for z so that xz is a reduced word for wop. For each i set

yi :“ ψiψi`1 ¨ ¨ ¨ψnwop p1 ď i ď nq, and yn`1 :“ wop.

Then y1 “ c´1wop and yi`1 “ ψiyi.
We claim that

y1 ÌB y2 ÌB ¨ ¨ ¨ ÌB yn`1

is a maximal Bruhat chain in rc´1wop, wops. Using the notation from Step 1, we have

yi “ ψi ¨ ¨ ¨ψnwop “ pa1
ibiq z,
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so it suffices to prove that a1
ibiz is reduced for each i. Proceed by induction on i, with the base

case i “ 1 given by the reduced word c´1xz for c´1wop.
Assume a1

ibiz is reduced. Since yi`1 “ ψiyi and ψia1
i “ a1

isi, the word

a1
i`1biz “ a1

isibiz

represents yi`1 and has one more letter than a1
ibiz. Thus it is enough to show that ψi R Invpa1

ibizq

(equivalently, that left-multiplication by ψi increases length by 1). Using

Invpa1
ibizq “ Invpa1

iq Y pa1
iq Invpbizqpa1

iq
´1,

and the fact that ψi R Invpa1
iq (since ψia1

i “ a1
isi and a1

isi is reduced from Step 1), it remains to show
thatψi R pa1

iq Invpbizqpa1
iq

´1, i.e. that si R Invpbizq. As before, by Lemma 13.3, we have πÓpc´1wopq “

c´1πÓpwopq “ c´1x. If si P Invpbizq, then one can delete the letter of biz corresponding to this
inversion and prepend si, contradicting the ďR-maximality of the c-sorting word c´1x “ aibi

for c´1x “ πÓpc´1wopq. Hence si R Invpbizq, completing the induction and proving the Bruhat
covering claims.

Step 3: transporting to the interval
ÐÝÝÝÝ
rw,wcs. Applying the map v ÞÑ w˝v

´1 to the chain in Step 2
yields a maximal chain

w ÌB wψn ÌB wψnψn´1 ÌB ¨ ¨ ¨ ÌB wψnψn´1 ¨ ¨ ¨ψ1,

whose reflection labels are, in order, ψn, . . . , ψ1.
These same reflections appear (in reverse order) in the reflection sequence associated to the c-

sorting word of wop, corresponding to the final occurrence of each simple reflection. Therefore, by
Fact 13.5, we can repeatedly swap adjacent commuting reflections to obtain a reordering

ψ1
1, ψ

1
2, . . . , ψ

1
n

that is in reverse c-reflection order. Since only commuting reflections are swapped, the chain

w ÌB wψ1
n ÌB wψ1

nψ
1
n´1 ÌB ¨ ¨ ¨ ÌB wψ1

nψ
1
n´1 ¨ ¨ ¨ψ1

1

remains inside the same Bruhat interval rw,wcs, hence is the unique c-decreasing maximal chain
in

ÐÝÝÝÝ
rw,wcs by Corollary 7.3. In particular, its label set is tψ1, . . . , ψnu, which depends only on

x “ πÓpwopq, and hence only on the c-Cambrian class of wop.
This proves the Goal. Combining this with the counting discussion at the start of the proof

yields the equivalences (1)–(3), and the final assertion follows. □

Example 14.4. Work in type B4 in one-line notation wp1qwp2qwp3qwp4q, writing i :“ ´i. Let
s0, s1, s2, s3 be the standard simple reflections, where s0 negates the first entry. Fix c “ s0s1s2s3.

Say we takewop “ 3 4 2 1, so that c ďR wop. Its c-sorting word wop is s0 s1 s2 s3 s1 s2 s0 s1 s0 s1.
The downward Cambrian projection is x “ πÓpwopq “ 4 3 2 1, whose c-sorting word x is given by
x “ s0 s1 s2 s3 s1 s2 s1. Deleting the initial syllable c from x gives c´1x “ 3 2 1 4 with c-sorting
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word c´1x “ s1s2s1. The skip positions of c´1x are t1, 4, 7, 10u with simple reflections at these
positions being s0, s3, s2, and s1 respectively. We thus get

Skipspc´1xq “ tϕ1, . . . , ϕ4u “ ts0, s1s2s3s2s1, s1, s2u “ t1 2 3 4, 4 2 3 1, 2 1 3 4, 1 3 2 4u.

The conjugated reflections ψi “ ϕ1 ¨ ¨ ¨ϕi´1 ϕi ϕi´1 ¨ ¨ ¨ϕ1 are then computed to equal

ψ1 “ 1 2 3 4, ψ2 “ 4 2 3 1, ψ3 “ 1 4 3 2, ψ4 “ 1 2 4 3.

The Bruhat chain in rc´1x, xs constructed in Step 1 in the proof is given by

3 2 1 4
ψ1
ÝÑ 3 2 1 4

ψ2
ÝÑ 3 2 4 1

ψ3
ÝÑ 3 4 2 1

ψ4
ÝÑ 4 3 2 1.

These reflections then give the following Bruhat chain in rc´1wop, wops as per Step 2 in the proof.

2 3 1 4
ψ1
ÝÑ 2 3 1 4

ψ2
ÝÑ 2 3 4 1

ψ3
ÝÑ 4 3 2 1

ψ4
ÝÑ 3 4 2 1.

We now transport to the translated interval
ÐÝÝÝÝ
rw,wcs as per Step 3 in the proof. We havew˝ “ 1 2 3 4

and so w :“ w˝w
´1
op “ 4 3 1 2. Then wc “ 3 1 2 4. and applying the inverse of the op-map to the

previous chain gives the maximal chain in rw,wcs:

w “ 4 3 1 2
ψ4
ÝÑ 4 3 2 1

ψ3
ÝÑ 4 1 2 3

ψ2
ÝÑ 3 1 2 4

ψ1
ÝÑ 3 1 2 4 “ wc.

Thus the labels in the translated interval
ÐÝÝÝÝ
rw,wcs are exactly ψ1, ψ2, ψ3, ψ4 (appearing along the

chain as ψ4, ψ3, ψ2, ψ1), as in the proof. We reconcile this with the c-reflection order for our choice
of c. The c-sorting word for w˝ is c4 and in the resulting reflection order, the ψ1 through ψ4

appear in positions 1, 4, 15 and 16 respectively. Thus the chain constructed last is the c-decreasing
maximal chain in rw,wcs.

Corollary 14.5. Let W 1 Ď W be a standard parabolic subgroup and let c1 ďB c be the correspond-
ing Coxeter element. If w P W has πÓpwopq P W 1, then denoting x P W for the element with
xop “ πÓpwopq, we have

ÐÝÝÝÝÝ
rw,wc1s “

ÐÝÝÝÝ
rx, xc1s.

Proof. We first recall the well-known fact [41, §1.10] thatW 1 has a complete set of right coset repre-
sentativesM such that for everym P M and every v P W 1m, we have v “ v1 ¨m for v1 “ vm´1 P W 1.
If u P W 1 has u ďR v, then applying the above to u´1v shows that u ďR v

1. Furthermore, if v ÌB τv

is a Bruhat cover in W 1, then vm ÌB τvm is a Bruhat cover in W .
Now factor wop “ w1

op ¨m. As c1-sortablility and c-sortability coincide in W 1, the ďR-preserving
property implies that xop is the maximal c1-sortable below w1. Thus Theorem 14.3 implies that
rpc1q´1xop, xops and rpc1q´1w1

op, w
1
ops are isomorphic as edge-labeled posets with each v ÌB τv

labeled by τ . By the cover-preserving property, rpc1q´1w1
op, w

1
ops is isomorphic in the same way

to rpc1q´1wop, wops. Transporting intervals as in Step 3 of the proof above, we have
ÐÝÝÝÝ
rx, xc1s “

ÐÝÝÝÝÝ
rw,wc1s. □
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15. CLUSTERS, NONCROSSING INVERSIONS, AND BRUHAT MAXIMAL ELEMENTS

We now give a novel characterization of Reading’s map from c-sortable elements to noncross-
ing partitions; see Fact 13.7. The following result implies Theorem C, as we have established in
Corollary 9.4 that w´1Xw¨c

w “ Xu
NC for u P w´1rw,w ¨ cs the Bruhat-maximum element, and in

Corollaries 9.14 and 14.5 that all cases are equivalent to considering noncrossing partitions which
are fully supported in an appropriate standard parabolic subgroup.

Theorem 15.1. The Bruhat-maximal element of
ÐÝÝÝÝÝ
rw,w ¨ cs is u “ nccpπÓpwopqq, so the Bruhat maxi-

mal elements of w´1rw,w ¨ cs and pw1q´1rw1, w1 ¨ cs are equal if and only if wop ”c w
1
op.

In particular, the n elements adjacent to u in
ÐÝÝÝÝÝ
rw,w ¨ cs Ă NCpW, cq are tτu | τ P InvNCpuqu.

We illustrate Theorem 15.1 before laying the groundwork for the proof.

Example 15.2. We take W “ S5 and c “ s2s1s3s4 as in Example 13.15. For w “ 12534 it is seen
that ℓpwcq “ ℓpwq ` ℓpcq. One checks that wop “ 35421, which is c-sortable and thus satisfies
πÓpwopq “ wop. Using the forced skips computed in Example 13.15 together with Fact 13.16 we see
that u “ nccpπÓpwopqq “ 41352. A direct computation tells us that

ÐÝÝÝÝ
rw,wcs “

$

’

’

’

&

’

’

’

%

12345, 12354, 13245, 13254,

13425, 13452, 14325, 14352,

21345, 21354, 31245, 31254,

31425, 31452, 41325, 41352

,

/

/

/

.

/

/

/

-

,

and that u “ 41352 is indeed the Bruhat-maximal element. Finally, Theorem 15.1 says that the
elements of

ÐÝÝÝÝ
rw,wcs adjacent to u are precisely the four permutations τuwith τ P InvNCpuq, namely

p2 4qu “ 21354, p1 4qu “ 14352, p2 5qu “ 41325, p3 4qu “ 31452.

We remark that in the Bruhat interval rw,wcs, the element wu equals 31542, and among the four
wτu for τ P InvNCpuq, one covers wu while the remaining are covered by wu.

Biane and Josuat-Vergès describe the right noncrossing inversion set InvRNCpuq used to define
Clust` explicitly in terms of cover reflection factorizations. For u P NCpW, cq, note that u´1c P

NCpW, cq as well. Indeed, if c “ τ1 ¨ ¨ ¨ τn with u “ τ1 ¨ ¨ ¨ τk, then u´1c “ τk`1 ¨ ¨ ¨ τn, and we have a
minimal factorization c “ τk`1 ¨ ¨ ¨ τnσ1 ¨ ¨ ¨σk where σi “ pu´1cq´1τipu

´1cq.

Fact 15.3 ([13]). Let u P NCpW, cq`. Fix cover reflection factorizations

u “ t1 ¨ ¨ ¨ tk and u´1c “ tk`1 ¨ ¨ ¨ tn.

The set of right noncrossing inversions InvRNCpuq “ tu´1τu | τ P InvNCpuqu of u are given by

(1) the reflections p1, . . . , pk such that

t1 ¨ ¨ ¨ tkpi “ t1 ¨ ¨ ¨ pti ¨ ¨ ¨ tk,
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(2) the reflections q1, . . . , qn´k such that

qitk`1 ¨ ¨ ¨ tn “ tk`1 ¨ ¨ ¨ ytk`i ¨ ¨ ¨ tn.

Of all cover reflection factorizations of u and u´1c from Fact 15.3, there are two which are most
useful for us. They will be determined by the forced and unforced skips of the c-sortable x P

SortpW, cq with c ďR x (Fact 13.7) for which nccpxq “ u.

Lemma 15.4. For w P W , the element πÒpwopqw˝ is c´1-sortable, and

Covers
`

πÒpwopqw˝

˘

“ USkipspπÓpwopqq,

i.e. its set of cover reflections is the unforced skip set of πÓpwopq.

Proof. By (13.1) we have

π
pcq
Ò

pw´1q “ π
pc´1q

Ó
pw´1w˝qw˝,

so in particular πÒpwopqw˝ P SortpW, c´1q.
Let x :“ πÓpwopq, and let I be the c-Cambrian class of wop (equivalently of x). Then x is the

unique c-sortable element in I. Write tfs1, . . . , fsku and tufs1, . . . ,ufsn´ku for the forced and un-
forced skips of x. Let D “ Rě0Λ

` be the dominant chamber. By [54, Theorem 6.3] we have

ď

zPI
zD “

˜

k
č

i“1

txv, rpfsiqy ď 0u

¸

X

˜

n´k
č

i“1

txv, rpufsiqy ě 0u

¸

.

Thus the data of forced versus unforced skips for x are encoded by which side of each of these n
facet hyperplanes the cone lies on.

Now consider the image class Iw˝ under the anti-automorphism z ÞÑ zw˝. Since w˝D “ ´D,
we have

ď

zPIw˝

zD “
ď

zPI
zw˝D “ ´

ď

zPI
zD.

Therefore the defining inequalities for the cone
Ť

zPIw˝
zD are obtained from those for

Ť

zPI zD

by reversing all inequality signs. Equivalently, in the class Iw˝ the roles of “forced” and “un-
forced” skips are interchanged. Thus for the unique c´1-sortable element in the class Iw˝, namely
πÒpwopqw˝, we have

Covers
`

πÒpwopqw˝

˘

“ tufs1, . . . ,ufsn´ku,

as claimed. □

Proposition 15.5. If u P NCpW, cq` and c ďR x P SortpW, cq is such that nccpxq “ u (Fact 13.7),
then we have

(1) a cover reflection factorization u “ t1 ¨ ¨ ¨ tk is given by ti “ fsi,
(2) a cover reflection factorization u´1c “ tk`1 ¨ ¨ ¨ tn is given by tk`i “ c´1 ufsi c.

Here fs1, . . . , fsk and ufs1, . . . ,ufsn´k are the forced and unforced skips of x respectively.
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Proof. Part (1) has been shown in Fact 13.16. For (2), note that we have ufs1 ¨ ¨ ¨ ufsn´k fs1 ¨ ¨ ¨ fsk “ c

by Corollary 13.19. Rewriting this as

fs1 ¨ ¨ ¨ fsk pc´1 ufs1 cq ¨ ¨ ¨ pc´1 ufsn´k cq “ c

and using u “ fs1 ¨ ¨ ¨ fsk yields

u´1c “ pc´1 ufs1 cq ¨ ¨ ¨ pc´1 ufsn´k cq.

Thus it remains to show that the reflections c´1 ufsi c are the set of cover reflections associated to
the noncrossing element u´1c.

By Lemma 15.4 applied for wop equal to x, the reflections ufs1, . . . ,ufsn´k are the cover reflec-
tions of

y :“ πÒpxqw˝ P SortpW, c´1q.

We know that c ďR x ďR πÒpxq so ℓpc´1q ` ℓpyq “ ℓpc´1yq, and so c´1y P SortpW, c´1q, with c´1-
sorting word obtained by appending c´1 onto the front of the c´1-sorting word for y. This shows
that c´1 ufs1 c, . . . , c

´1 ufsn´k c are still skip reflections of c´1y, and we claim that they are a subset
of the cover reflections. Indeed,

pc´1 ufsi cqpc´1yq “ c´1 ufsi y,

which has smaller length than ℓpc´1yq “ n` ℓpyq. This is because ℓpufsi yq ă ℓpyq due to ufsi being
a cover reflection of y.

Finally, since the cover reflections of a noncrossing element are the simple generators relative to
the induced simple system ∆W 1 for the minimal reflection subgroup W 1 containing that noncross-
ing element (see Fact 13.8), we see that c´1y is the Coxeter element for the reflection subgroup W 1

generated by Coverspyq, and so u´1c is the Coxeter element associated to the standard parabolic
subgroup W 2 of W 1 with simple generators the reflections c´1 ufs1 c, . . . , c

´1 ufsn´k c. Therefore
W 2 Ă W is the minimal reflection subgroup containing the c-noncrossing element u´1c, establish-
ing that the c´1 ufsi c are exactly the cover reflections of u´1c. □

Example 15.6. Let W “ S8 with c “ s2s5s1s3s6s7s4. Set x :“ c2. We have that c ďR x and that x
is c–sortable. Let ďc denote the reflection order coming from the c–sorting word of w˝. The cover
reflections, ordered by ďc, are the transpositions p5 8q, p3 4q, p2 5q, p1 7q. Therefore

u “ nccpxq “ p5 8qp3 4qp2 5qp1 7q “ 78432615.

In particular u P NCpW, cq`.
The Kreweras complement of u is u´1c “ 47365128, and the unique c-sortable x1 P SortpW, cq

such that nccpx1q “ u´1c is x1 “ 36417258. Its cover reflections are Coverspx1q “ tp1 4q, p2 7q, p4 6qu.

Ordered by the same reflection order ďc, we have p1 4q ďc p2 7q ďc p4 6q, and therefore

u´1c “ p1 4qp2 7qp4 6q,
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which one can check agrees with the conjugated unforced skips of x.

15.1. The Bruhat maximal element. The proof of Theorem 15.1 follows the next two lemmas.

Lemma 15.7. Fix w P W and let d “ s1 ¨ ¨ ¨ sk be the product of k distinct simple reflections.

(1) If ℓpwdq “ ℓpwq ` k and wrid, ds Ă rw,wds then wrid, ds “ rw,wds.
(2) If ℓpwdq “ ℓpwq ´ k and wrid, ds Ă rwd,ws then wrid, ds “ rwd,ws.

Proof. (2) is the special case of (1) with w replaced with wsk ¨ ¨ ¨ s1. The hypothesis wrid, ds Ď

rw,wds in (1) is equivalent to rid, ds Ď w´1rw,wds. Interpreting these as T -fixed point sets of
Richardson varieties and applying the rigidity statement (Fact 6.7) gives an inclusion

Xd
id Ď w´1Xwd

w .

Both Richardson varieties are irreducible of dimension ℓpdq “ k, hence they are equal. Taking
T -fixed points yields the claim. □

Lemma 15.8. For w P W and distinct s1, . . . , sk P Despwq, multiplication by w gives an anti-
isomorphism from the interval rid, s1 ¨ ¨ ¨ sks to rws1 ¨ ¨ ¨ sk, ws.

Proof. By [16, Corollary 2.8(i)] we have that if si and sj are distinct simple reflections so thatwsi ăB

w and wsj ăB w, then wsisj ăB wsi and wsisj ăB wsj . Applying this repeatedly implies that for
all ti1 ă i2 ă ¨ ¨ ¨ ă iju Ď rks, we have ws1s2 ¨ ¨ ¨ sk ăB wsi1 ¨ ¨ ¨ sij ăB w. Since by the subword
property the interval rid, s1 ¨ ¨ ¨ sks contains all elements of the form si1 ¨ ¨ ¨ sij where 1 ď i1 ă ¨ ¨ ¨ ă

ij ď k, the claim now follows from Lemma 15.7. □

Proof of Theorem 15.1. By Theorem 14.3 we may assume that wop “ w´1w˝ is c-sortable, so that
wop “ πÓpwopq. Take w1 so that pw1qop “ πÒpwopq. Then by Theorem 14.3 we have

ÐÝÝÝÝ
rw,wcs “

ÐÝÝÝÝÝ
rw1, w1cs.

We will prove the following three claims. Let p1, . . . , pk, q1, . . . , qn´k be as in Fact 15.3, associated
to the specific cover reflection factorizations from Proposition 15.5. Then

(1) u P
ÐÝÝÝÝ
rw,wcs “

ÐÝÝÝÝÝ
rw1, w1cs

(2) The elements covered by wu in rw,wus are wup1, . . . , wupk.
(3) The covers of w1u in rw1u,w1cs are the elements w1uq1, . . . , w

1uqn´k.

Suppose that (1)-(3) are established. Then by Theorem 14.3, the adjacent elements of
ÐÝÝÝÝ
rw,wcs which

are adjacent to u P
ÐÝÝÝÝ
rw,wcs are

tup1, . . . , upk, uq1, . . . , uqn´ku “ tτu | τ P InvNCpuqu.

In particular, each element of
ÐÝÝÝÝ
rw,wcs which is adjacent to u precedes it in the Bruhat order. This

characterizes the unique Bruhat-maximum element in any Coxeter matroid, and
ÐÝÝÝÝ
rw,wcs is a Cox-

eter matroid, so u must be this maximum, completing the proof.
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We now show (1). Let s1, . . . , sk P Despwopq be the descents associated to the forced skips
fs1, . . . , fsk of wop, i.e. with fsiwop “ wopsi. Then as u “ fs1 ¨ ¨ ¨ fsk, by Lemma 15.8 applied to wop
and the descents sk, . . . , s1 we have

(15.1) woprid, sk ¨ ¨ ¨ s1s “ rwopsk ¨ ¨ ¨ s1, wops “ ru´1wop, wops,

and hence u´1wop ď wop. As c ďR wop, we have that c´1wop is c-sortable and the conjugates
c´1 ufs1 c, . . . , c

´1 ufsn´k c are an ordered subset of the unforced skips of c´1wop. We can therefore
apply Proposition 13.17 repeatedly followed by Corollary 13.19 to get

c´1wop ÌB pc´1 ufsn´k cqpc´1wopq ÌB ¨ ¨ ¨ ÌB

n´k
ź

i“1

pc´1 ufsi cqpc´1wopq “ u´1wop.

This shows that c´1wop ď u´1wop ď wop, which after inverting and multiplying by w˝ on the left
shows w ď wu ď wc as desired.

We record for future use that, because we have now established (1), we have the sequence

(15.2) rc´1w1
op, u

´1w1
ops

op
ÝÑ rw1u,w1cs

shape
ÝÝÝÑ rwu,wcs

op
ÝÑ rc´1wop, u

´1wops

between length n´k Bruhat intervals, where the first and last are anti-equivalences and the second
is an equivalence.

Now we show (2). By Proposition 13.17, the elements covering wopsk ¨ ¨ ¨ s1 in (15.1) are given
by wopsk ¨ ¨ ¨ ŝi ¨ ¨ ¨ s1, where psi denotes omission, so the elements covering u´1wop in (15.1) are

wopsk ¨ ¨ ¨ psi ¨ ¨ ¨ s1 “ fsk ¨ ¨ ¨ xfsi ¨ ¨ ¨ fs1wop “ piu
´1wop.

Inverting and multiplying by w˝ on the left then shows that the elements covered by wu in this
interval are exactly the wupi for i “ 1, . . . , k.

Finally, we show (3). The strategy is similar to (2), but with added complications to account for
the reversal in order. Lemma 15.4 states that the cover reflections of w1

opw˝ are ufs1, . . . ,ufsn´k, the
unforced skips of wop. Let s1

1, . . . , s
1
n´k be the associated descents of w1

opw˝, so that pw1
opw˝qs1

i “

ufsipw
1
opw˝q. Noting that ufs1 ¨ ¨ ¨ ufsn´k “ cu´1 by Fact 13.16 and Corollary 13.19, we thus have by

Lemma 15.8 that

w1
opw˝rid, s1

1 ¨ ¨ ¨ s1
n´ks “ rw1

opw˝s
1
1 ¨ ¨ ¨ s1

n´k, w
1
opw˝s “ rpcu´1qw1

opw˝, w
1
opw˝s.

Writing s2
i “ w˝s

1
iw˝, we have s2

1, . . . , s
2
i are the ascents of w1

op and w1
ops

2
i “ ufsiw

1
op. Therefore

w1
oprid, s

2
1 ¨ ¨ ¨ s2

n´ks “ rw1
op, w

1
ops

2
1 ¨ ¨ ¨ s2

n´ks “ rw1
op, pcu

´1qw1
ops,

providing an analogue of (15.1) which we will use to prove (3).
We claim that c´1w1

oprid, s
2
1 ¨ ¨ ¨ s2

n´ks “ rc´1w1
op, u

´1w1
ops (note the right hand interval is the left-

most length n ´ k Bruhat interval from (15.2)). This will follow from Lemma 15.7 if we can show
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that c´1w1
oprid, s

2
1 ¨ ¨ ¨ s2

n´ks Ă rc´1w1
op, u

´1w1
ops, or equivalently

#

ℓ
ź

j“1

pc´1 ufsij cqpc´1w1
opq | 1 ď i1 ă i2 ă ¨ ¨ ¨ ă iℓ ď n´ k

+

Ă rc´1w1
op, u

´1w1
ops

Applying the sequence of equivalences and anti-equivalence in (15.2) to this condition, it suffices
to show that each z “

śℓ
j“1pc´1 ufsij cqpc´1wopq is contained in rc´1wop, u

´1wops. To see this, note
that by applying Proposition 13.17 repeatedly, a reduced word for z is obtained by filling in the
unforced skips of c´1wop corresponding to each c´1 ufsij c, so we see that c´1wop is naturally a
subword of z, and u´1wop “

śn´k
i“1 pc´1 ufsi cqpc´1wopq has a reduced word which contains the

reduced word for z.
Finally, by Lemma 15.8 the covers of u´1w1

op in rc´1w1
op, u

´1w1
ops are the elements

c´1w1
ops

2
1 ¨ ¨ ¨ ps2

i ¨ ¨ ¨ s2
n´k “ pc´1 ufs1 cq ¨ ¨ ¨ {pc´1 ufsi cq ¨ ¨ ¨ pc´1 ufsn´k cqpc´1wopq

“ pqiu
´1cqpc´1wopq

“ qiu
´1w1

op.

Inverting and multiplying by w˝ on the left shows that the covers of w1u in rw1u,w1cs are given by
the elements w1uq1, . . . , w

1uqn´k as desired. □

APPENDIX A. TYPE A EXAMPLES

A.1. The type A flag variety. Our choice of G,B,B´, T for type A that we use in this section is
G “ GLn`1, B,B´ are upper and lower triangular matrices respectively, and T “ B XB´ are the
diagonal matrices. The complete flag variety GLn`1 {B parametrizes complete flags of subspaces
t0 Ĺ V1 Ĺ ¨ ¨ ¨ Ĺ Vn Ĺ Cn`1 | dimVi “ iu. A coset MB is determined by M up to invertible
forward column operations. To recover the flag from M we take Vi to be the span of the first i
columns.

We denote ϵi P CharpT q for the ith standard character written additively so that CharpT q “
Àn`1

i“1 Zϵi. The Weyl group is the group Sn`1 “ xs1, . . . , sny of permutations on t1, . . . , n ` 1u,
where si “ pi, i ` 1q. The root system is Φ “ tϵi ´ ϵj | i ‰ ju, and the positive roots are Φ` “

tϵi´ϵj | i ă ju. The weight lattice is Zn`1 and the root lattice is tpx1, . . . , xn`1q |
ř

xi “ 0u Ă Zn`1.
The fundamental dominant weights are ωi “ ϵ1 ` ¨ ¨ ¨ ` ϵi, with associated Plücker functions

Plωi
w pMq “ detMwp1q,...,wpiq,

where MA is the submatrix of M with rows chosen from A and columns chosen from 1, . . . , |A|.
Since each ωi lies in the character lattice CharpT q, we can take the regular dominant weight λreg “
ř

ωi “ pn, n´ 1, . . . , 0q. The associated Plücker functions for λreg are given by

PlwpMq “

n
ź

i“1

detMwp1q,...,wpiq.
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A.2. Classical presentation of Schubert cells. Each permutation in w P Sn`1 corresponds to the
permutation matrix in GLn`1 with 1’s in the entries pwpiq, iq and 0 elsewhere. We can represent
BwB as a matrix with entries in t0, 1, ˚u, where ˚ P C is a free entry (an omitted entry is by default
zero). To do so, we take the permutation matrix associated to w, and replace each 0 which has no
1 either to the left or above it with a ˚.

The 6 charts X̊u “ BwB “ UwwB for w P S3 are given by
»

—

–

1

1

1

fi

ffi

fl

looooomooooon

X̊123

,

»

—

–

˚ 1

1

1

fi

ffi

fl

looooomooooon

X̊213

,

»

—

–

1

˚ 1

1

fi

ffi

fl

looooomooooon

X̊132

,

»

—

–

˚ ˚ 1

1

1

fi

ffi

fl

looooomooooon

X̊231

,

»

—

–

˚ 1

˚ 1

1

fi

ffi

fl

looooomooooon

X̊312

,

»

—

–

˚ ˚ 1

˚ 1

1

fi

ffi

fl

looooomooooon

X̊321

.

As an example, if we write X̊321 as

»

—

–

c a 1

b 1 0

1 0 0

fi

ffi

fl

, then the Plücker functions in this chart are

pPl123,Pl213,Pl132,Pl231,Pl312,Pl321q “ pcpc´ abq, bpc´ abq,´ac,´b,´a,´1q.

We see that these do not induce an injection on X̊321 – for example if c “ ˘1, a “ 0, b “ 0.

A.3. Examples of type A Coxeter flag varieties. For c “ s2s1 “ 132 we have
»

—

–

1

1

1

fi

ffi

fl

looooomooooon

X̊123
NC

,

»

—

–

˚ 1

1

1

fi

ffi

fl

looooomooooon

X̊213
NC

,

»

—

–

1

˚ 1

1

fi

ffi

fl

looooomooooon

X̊132
NC

, ,

»

—

–

˚ 1

˚ 1

1

fi

ffi

fl

looooomooooon

X̊312
NC

,

»

—

–

˚ ˚ 1

0 1

1

fi

ffi

fl

looooomooooon

X̊321
NC

.

For c “ s1s2 “ 231 we have
»

—

–

1

1

1

fi

ffi

fl

looooomooooon

X̊123
NC

,

»

—

–

˚ 1

1

1

fi

ffi

fl

looooomooooon

X̊213
NC

,

»

—

–

1

˚ 1

1

fi

ffi

fl

looooomooooon

X̊132
NC

,

»

—

–

˚ ˚ 1

1

1

fi

ffi

fl

looooomooooon

X̊231
NC

, ,

»

—

–

˚ 0 1

˚ 1

1

fi

ffi

fl

looooomooooon

X̊321
NC

.

For c “ s3s2s1 “ 4123 we have
»

—

—

—

–

1

1

1

1

fi

ffi

ffi

ffi

fl

looooooomooooooon

X̊1234
NC

,

»

—

—

—

–

˚ 1

1

1

1

fi

ffi

ffi

ffi

fl

looooooomooooooon

X̊2134
NC

,

»

—

—

—

–

1

˚ 1

1

1

fi

ffi

ffi

ffi

fl

looooooomooooooon

X̊1324
NC

,

»

—

—

—

–

1

1

˚ 1

1

fi

ffi

ffi

ffi

fl

looooooomooooooon

X̊1243
NC
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»

—

—

—

–

˚ 1

˚ 1

1

1

fi

ffi

ffi

ffi

fl

looooooomooooooon

X̊3124
NC

,

»

—

—

—

–

1

˚ 1

˚ 1

1

fi

ffi

ffi

ffi

fl

looooooomooooooon

X̊1423
NC

,

»

—

—

—

–

˚ 1

1

˚ 1

1

fi

ffi

ffi

ffi

fl

looooooomooooooon

X̊2143
NC

,

»

—

—

—

–

˚ ˚ 1

0 1

1

1

fi

ffi

ffi

ffi

fl

looooooomooooooon

X̊3214
NC

,

»

—

—

—

–

1

˚ ˚ 1

0 1

1

fi

ffi

ffi

ffi

fl

looooooomooooooon

X̊1432
NC

»

—

—

—

–

˚ 1

˚ 1

˚ 1

1

fi

ffi

ffi

ffi

fl

looooooomooooooon

X̊4123
NC

,

»

—

—

—

–

˚ ˚ 1

0 1

˚ 1

1

fi

ffi

ffi

ffi

fl

looooooomooooooon

X̊4213
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APPENDIX B. TYPE B EXAMPLES

B.1. Type B flag variety. We write the coordinates on C2n`1 in order as xn̄, . . . , x0, . . . , xn, and fix
the symmetric form x20 `

ř

xixī. In type B we take G “ SOp2n ` 1q, B,B´ Ă G the subsets of
upper and lower triangular matrices, and T “ B X B´ Ă G are the diagonal matrices. Recall that
a subspace V Ă C2n`1 is isotropic if xv, wy “ 0 for all v, w P V . For Type B the flag variety is

SOp2n` 1q{B “ t0 Ĺ V1 Ĺ ¨ ¨ ¨ Ĺ Vn Ĺ C2n`1 | Vi is isotropic and dimVi “ iu.
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For i P t´n, . . . , nu we denote ϵi for the negative of the standard character associated to i, and
CharpT q “

Àn
i“´n Zϵi{xϵ´i ` ϵiy. The root system is Φ “ t˘ϵj ˘ ϵi | 1 ď i ă j ď nu Y t˘ϵi | 1 ď i ď

nu, and the simple roots are α0 “ ϵ1 and αi “ ´ϵi ` ϵi`1 for i P t1, . . . , n´ 1u. The associated Weyl
group is Hn, the permutations of t˘1, . . . ,˘nu with wp´iq “ ´wpiq. These are called the signed
permutations, and W is called the hyperoctahedral group. As is standard we write ī for ´i, and we
write the generators s0 “ p1, 1̄q and si “ pi, i ` 1qp̄i, i` 1q. Every permutation can be written in
one-line notation as w “ wp1qwp2q ¨ ¨ ¨wpnq.

The rows and columns of the matrices in SOp2n` 1q are labeled in order by n, . . . , 0, . . . , n. An
element of SOp2n ` 1q{B is determined by its restriction to the first n columns (the ones labeled
n̄, . . . , 1̄), and a p2n ` 1q ˆ n matrix represents an element of SOp2n ` 1q if it has rank n, and for
column vectors ran̄, . . . , ansT and rbn̄, . . . , bnsT we have a0b0 `

řn
i“1paibī ` aībiq “ 0. Two matrices

are equivalent if one can be obtained from the other by forward column operations, and such a
matrix is determined by the flag of isotropic subspaces where Vi is the span of the first i columns.

The fundamental dominant weights are

ω0 “
1

2

n
ÿ

i“1

ϵi and, for 1 ď i ď n´ 1, ωi “ ϵi`1 ` ¨ ¨ ¨ ` ϵn.

Each of 2ω0, ω1, . . . , ωn´1 lie in the character lattice CharpT q, with associated Plücker coordinates

(B.1) detM
wpnq,...,wpi`1q

,

where MA is the submatrix consisting of the first |A| columns (indexed by n, . . . , n´ |A| ` 1) and
the rows indexed by A. Therefore if we take the regular dominant weight λreg “ 2ω0 ` ω1 ` ¨ ¨ ¨ `

ωn´1, the associated Plücker function is

(B.2) Plw “

n
ź

i“1

detM
wpnq,...,wpi`1q

.

B.2. Classical presentation of Schubert cells. We learned the following presentation from [1].
The chart BwB can be written as an p2n ` 1q ˆ n matrix containing 0, 1, ˚,b, where 0 is often
omitted from the notation, ˚ P C is a free variable, and b are variables which are the unique
polynomials in the ˚ that ensure isotropy between the column they are in and previous columns.
Concretely, we put 1 in the entry pwpiq, iq for i P t´n, . . . ,´1u, and then we put ˚ in all entries
which are not below and not to the right of a 1, and then finally convert all ˚ to b which are weakly
to the right of pwpiq, iq for any i P t´n, . . . ,´1u. For n “ 2 the 8 charts Mpwq “ BwB for w P H2,
with rows labeled by 2̄, 1̄, 1, 2 and columns labeled by 2̄, 1̄ are given by
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B.3. Examples of type B Coxeter flag varieties. For the Coxeter s1s0 “ 2̄1 we have the charts
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For the Coxeter s2s1s0 “ 3̄12 we have the 20 charts
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APPENDIX C. TYPE C EXAMPLES

C.1. The type C flag variety. We write the coordinates on C2n in order as xn, . . . , x1, x1, . . . , xn,
and fix the symplectic form

ř

dxi ^ dxī. In type C we take G “ Spp2nq, B,B´ Ă G the subsets of
upper and lower triangular matrices, and T “ B XB´ Ă G are the diagonal matrices.

Recall that a subspace V Ă C2n is isotropic if xv, wy “ 0 for all v, w P V . For type C the flag
variety is

Spp2nq{B “ t0 Ĺ V1 Ĺ ¨ ¨ ¨ Ĺ Vn Ĺ C2n | Vi is isotropic and dimVi “ iu.

For i P t´n, . . . , nu we denote ϵi for the negative of the standard character associated to i, and
CharpT q “

Àn
i“´n Zϵi{pϵ´i ` ϵiq. The root system is Φ “ t˘ϵi ´ ˘ϵj | 1 ď i ă j ď nu Y t˘2ϵi | 1 ď

i ď nu, and the simple roots are α0 “ 2ϵ0 and αi “ ´ϵi` ϵi`1 for i P t2, . . . , n´1u. The Weyl group
is Hn like for type B.

The rows and columns of the matrices in Sp2n are labeled in order n̄, . . . , 1̄, 1, . . . , n. An ele-
ment of Sp2n{B is determined by its restriction to the first n columns, and a 2n ˆ n matrix rep-
resents an element of Sp2n if it is rank n, and for column vectors ran̄, . . . , a1̄, a1, . . . , ansT and
rbn̄, . . . , b1̄, b1, . . . , bnsT we have

řn
j“1 ajbj̄ “

řn
j“1 aj̄bj . Two matrices are equivalent if one can be

obtained from the other by forward column operations, and such a matrix is determined by the
flag of isotropic subspaces where Vi is the span of the first i columns. The fundamental weights
are given by ωi “ ϵi`1 ` ¨ ¨ ¨ ` ϵn for each 0 ď i ď n´1, so the fundamental Plücker coordinates are
given by the determinantal expressions in (B.1) for all i, and with λreg “

řn´1
i“0 ωi, the λreg-Plücker

coordinate is given by (B.2).

C.2. Classical presentation of Schubert cells. We learned the following presentation from [1].
The chart BwB can be written as an p2nq ˆ n matrix containing 0, 1, ˚,b, where 0 is often omitted
from the notation, ˚ P C is a free variable, and b are variables which are the unique polynomials
in the ˚ that ensure isotropy between the columns. Concretely, we put 1 in the entry pwpiq, iq for
i P t´n, . . . ,´1u, and then we put ˚ in all entries which are not below and not to the right of a 1,
and then finally convert all ˚ to b which are strictly to the right of pwpiq, iq for any i P t´n, . . . ,´1u.
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For n “ 2 the 8 charts Mpwq “ BwB for w P H2, with rows labeled by 2̄, 1̄, 1, 2 and columns
labeled by 2̄, 1̄ are given by
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For the Coxeter s1s0 “ 2̄1 we have the charts
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»

—

—

—

–

˚ ˚

1

b

1

fi

ffi

ffi

ffi

fl

looomooon

X̊ 2̄1
NC

,

»

—

—

—

–

˚ b

˚ 1

0

1

fi

ffi

ffi

ffi

fl

looomooon

X̊12̄
NC

,

»

—

—

—

–

˚

˚ b

1

1

fi

ffi

ffi

ffi

fl

looomooon

X̊ 2̄1̄
NC

, .

For the Coxeter s2s1s0 we have the 20 charts

»

—

—

—

—

—

—

—

—

–

1

1

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

looooomooooon

X̊123
NC

,

»

—

—

—

—

—

—

—

—

–

1

˚ 1

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

looooomooooon

X̊213
NC

,

»

—

—

—

—

—

—

—

—

–

˚ 1

1

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

looooomooooon

X̊132
NC

,

»

—

—

—

—

—

—

—

—

–

˚ 0 1

˚ 1

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

looooomooooon

X̊321
NC

,

»

—

—

—

—

—

—

—

—

–

1

1

˚

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

looooomooooon

X̊ 1̄23
NC

,

»

—

—

—

—

—

—

—

—

–

1

˚ b

˚ 1

0

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊12̄3
NC

,

»

—

—

—

—

—

—

—

—

–

˚

˚ 1

˚ 1

0

0

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

looooomooooon

X̊123̄
NC

,

»

—

—

—

—

—

—

—

—

–

1

˚ 0

˚ b

1

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊ 2̄1̄3
NC

,

»

—

—

—

—

—

—

—

—

–

˚ 0 b

0 b b

0 ˚ 1

0 0

1

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊13̄2̄
NC

,

»

—

—

—

—

—

—

—

—

–

˚ 0 0

˚ 1

˚ b

1

b

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊ 3̄21̄
NC

,

»

—

—

—

—

—

—

—

—

–

˚ 0 0

˚ b b

0 1

˚ b

1

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊ 3̄12̄
NC

,

»

—

—

—

—

—

—

—

—

–

˚ ˚ 1

1

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

looooomooooon

X̊312
NC

,

»

—

—

—

—

—

—

—

—

–

˚ ˚ 0

1

˚ b

1

b

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊ 3̄1̄2
NC

,
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»

—

—

—

—

—

—

—

—

–

˚ 1

1

˚

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

looooomooooon

X̊ 1̄32
NC

,

»

—

—

—

—

—

—

—

—

–

˚ 0 0

˚ ˚ b

0 b b

1

1

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊ 3̄2̄1̄
NC

,

»

—

—

—

—

—

—

—

—

–

˚ b b

˚ ˚ 1

˚ 1

0

0

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊213̄
NC

,

»

—

—

—

—

—

—

—

—

–

˚ ˚ b

1

˚ 1

0

b

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊13̄2
NC

,

»

—

—

—

—

—

—

—

—

–

˚ 0 ˚

˚ 1

1

b

b

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊ 3̄21
NC

,

»

—

—

—

—

—

—

—

—

–

1

˚ ˚

1

b

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊ 2̄13
NC

,

»

—

—

—

—

—

—

—

—

–

˚ ˚ ˚

1

1

b

b

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊ 3̄12
NC

.

APPENDIX D. TYPE D EXAMPLES

D.1. The type D flag variety. We write the coordinates on C2n in order as xn̄, . . . , x1̄, x1, . . . , xn,
and fix the symmetric form

ř

xixī. In type D we take G “ SOp2nq, B,B´ the subsets of upper
and lower triangular matrices, and T “ B XB´ Ă G are the diagonal matrices.

Recall that a subspace V Ă C2n is isotropic if xv, wy “ 0 for all v, w P V . For type D the flag
variety is

SOp2nq{B “ t0 Ĺ V1 Ĺ ¨ ¨ ¨ Ĺ Vn Ĺ C2n | Vi is isotropic and dimVi “ iu.

For i P t´n, . . . , nu we denote ϵi for the negative of the standard character associated to i, and
CharpT q is the index 2 sublattice in the type Bn consisting of elements with even coordinate sum
lattice. The root system is Φ “ t˘ϵi ´ ˘ϵj | 1 ď i ă j ď nu, and the simple roots are α1̂ “ ϵ1 ` ϵ2

and αi “ ´ϵi ` ϵi`1 for i P t1, . . . , n´ 1u. The associated Weyl group is Heven
n “ xs1̂, s1, . . . , sn´1y,

where s1̂ “ s0s1s0. This is the set of permutations w P Hn with #twp1q, . . . , wpnqu X t1, . . . , nu

even.
The rows and columns of the matrices in SOp2nq are labeled in order by n, . . . , 1, 1, . . . , n. An

element of SOp2nq{B is determined by its restriction to the first n columns (the ones labeled
n̄, . . . , 1̄), and a 2n ˆ n matrix represents an element of SOp2nq if it has rank n, and for column
vectors ran̄, . . . , ansT and rbn̄, . . . , bnsT we have

řn
i“1paibī ` aībiq “ 0. Two matrices are equiva-

lent if one can be obtained from the other by forward column operations, and such a matrix is
determined by the flag of isotropic subspaces where Vi is the span of the first i columns.

The fundamental dominant weights are

ω1̂“ 1
2pϵ1 ` ϵ2 ` ¨ ¨ ¨ ` ϵnq,

ω1“ 1
2p´ϵ1 ` ϵ2 ` ¨ ¨ ¨ ` ϵnq,

and, for 2 ď i ď n´ 1, ωi “ ϵi`1 ` ¨ ¨ ¨ ` ϵn

Each of ω1 ` ω1̂, ω2, . . . , ωn´1 lie in the character lattice CharpT q, with associated Plücker coor-
dinates given by the determinantal expressions in (B.1) for i “ 1, 2, . . . , n ´ 1, and with λreg “

pω1 ` ω1̂q `
řn´1
i“2 ωi, the λreg-Plücker coordinate is given by

Plw “

n´1
ź

i“1

detM
wpnq,...,wpi`1q

.
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D.2. Classical presentation of Schubert cells. We adapt the presentations in types B and C we
learned from [1] to type D. The chart BwB can be written as an 2nˆn matrix containing 0, 1, ˚,b,
where 0 is often omitted from the notation, ˚ P C is a free variable, and b are variables which are
the unique polynomials in the ˚ that ensure isotropy between the column they are in and previous
columns. Concretely, we put 1 in the entry pwpiq, iq for i P t´n, . . . ,´1u, and then we put ˚ in all
entries which are not below and not to the right of a 1, and then finally convert all ˚ to b which
are weakly to the right of pwpiq, iq for any i P t´n, . . . ,´1u. For n “ 2 the 4 charts Mpwq “ BwB

for w P Heven
2 , with rows labeled by 2̄, 1̄, 0, 1, 2 and columns labeled by 2̄, 1̄ are given by

»

—

—

—

–

1

1

fi

ffi

ffi

ffi

fl

looomooon

X̊12
NC

,

»

—

—

—

–

˚ 1

1

fi

ffi

ffi

ffi

fl

looomooon

X̊21
NC

,

»

—

—

—

–

˚ b

b b

1

1

fi

ffi

ffi

ffi

fl

loooomoooon

X̊ 2̄1̄
NC

,

»

—

—

—

–

b b

˚ b

˚ 1

1

fi

ffi

ffi

ffi

fl

loooomoooon

X̊ 1̄2̄
NC

.

For c “ s2s1s
p1 “ 1̄3̄2 we have

»

—

—

—

—

—

—

—

—

–

1

1

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

looooomooooon

X̊123
NC

,

»

—

—

—

—

—

—

—

—

–

1

˚ 1

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

looooomooooon

X̊213
NC

,

»

—

—

—

—

—

—

—

—

–

˚ 1

1

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

looooomooooon

X̊132
NC

,

»

—

—

—

—

—

—

—

—

–

˚ 0 1

˚ 1

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

looooomooooon

X̊321
NC

,

»

—

—

—

—

—

—

—

—

–

1

˚ b

b b

1

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊ 2̄1̄3
NC

,

»

—

—

—

—

—

—

—

—

–

˚ b b

b b b

˚ 0 1

˚ 0

1

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊13̄2̄
NC

,

»

—

—

—

—

—

—

—

—

–

˚ 0 b

˚ 1

b b

1

˚

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊ 3̄21̄
NC

»

—

—

—

—

—

—

—

—

–

˚ ˚ b

1

b b

1

b

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊ 3̄1̄2
NC

,

»

—

—

—

—

—

—

—

—

–

b b b

˚ 1

˚ b

˚ 1

0

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊ 1̄23̄
NC

,

»

—

—

—

—

—

—

—

—

–

˚ b b

˚ ˚ 1

b b

1

0

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊23̄1̄
NC

,

»

—

—

—

—

—

—

—

—

–

˚ ˚ 1

1

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

looooomooooon

X̊312
NC

,

»

—

—

—

—

—

—

—

—

–

1

b b

˚ b

˚ 1

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊ 1̄2̄3
NC

,

»

—

—

—

—

—

—

—

—

–

˚ b b

˚ ˚ b

1

b b

0 1

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊ 2̄3̄1
NC

,

»

—

—

—

—

—

—

—

—

–

˚ b b

1

˚ b

˚ 1

b

1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

loooooomoooooon

X̊ 1̄3̄2
NC
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