Solutions to Practice Final Exam 1

1. (12 pts) Give the following definitions

(a) an open set in R".

(b) a differentiable function f: R™ — R at a point p.
(c
(d

(e) a k-dimensional manifold in R™.

)
)
) an integrable function f on a rectangle A C R™.
) an alternating k-tensor on a vector space V.

)

Solution

(a) Aset U C R™is open if for every point p € U there exists € > 0 such that B(p,e) C U.

(b) A function f: R™ — R is differentiable at p € R™ if there exists a linear map
L: R" — R such that

i L@+ 1) = f(p) = L(h)

h—0 || =0

(c) A function f: A — R is called integrable if f is bounded and

limsup L(f,P)= _liminf U(f, P)

P partition of A P partition of A

(d) a k-tensor T" on a vector space V is called alternating if for any vectors vy, ..., v, € V
and any 1 <1 < j < k we have

T(vr, .o Uiy ooy Uy ey 0g) = =T (01,000 05,0, U4y oo, )

(e) Aset M C R"is a k-dimensional C"-manifold without a boundary if for every point
p € M there exists a set U C M which is open in M, an open subset V C R¥ and a
C" map f: V — R" such that

i. f(V)=Uand f: V— U is 1-1 and onto;
ii. rankldf,] =k for any x € V;
iii. f~': U — V is continuous.

2. (10 pts) Let A be a rectangle in R™. Suppose f,g: A — R are integrable on A.
Prove that f 4 g is also integrable on A.

Solution



First observe that if ) is any rectangle then ms ,QQ > msQ + m,Q. Indeed, for any
x € @ we have f(x)+g(z) > f(z)+msQ > msQ+myQ). Since this is true for any z € Q
this implies that msy,Q > msQ + myQ). Therefore, for any partition P of A we have

L(f+g,P)= ZQGP myigQvolQ > ZQ€p<me + mgQ)QVOIQ = L(f,P)+ L(g, P).
Next, note that for any partitions Py, P, of A and any common refinement P of P;, P, we
have L(f, P) > L(f, P\) and L(g, P) > L(g, P,). Therefore fAf+ng = supp, L(f, P1)+

SupPQL(f7P2) SSUpPL(f,P)—i—L(g,P) gSUpPL(f_'_gaP):iAf"i_g

Similarly, TAf + TAg > TAf + g. Together with the above this gives

o Lp=l o] grozf o]

Since, TAf = iAf and TAg = iAg. This implies that

ZAf+g=7Af+g=/Af+/Ag O

. (10 pts) Let A be a subset of R™. Prove that AU br(A) is closed.
Solution

Let U = R"\(AUbr(A)). We claim that U is open. Indeed, by definition if p € U then
there exists € > 0 such that B(p,e) N A = ). Then we also have that B(p,e) Nbr(A) =0,
i.e. B(p,e C U. Indeed, if not then there exists ¢ € B(p,e) Nbr(A). Pick 6 > 0 such
that 0 + d(¢q,p) < e. Then B(q,6) N A # 0 since ¢ € br(A). But B(q,d) C B(p,¢€) by
the triangle inequality. This means that B(p,e) N A # () also. This is a contradiction.

Therefore, B(p,e) C U. Since p € U was arbitrary this implies that U is open. Hence,
AUbr(A) is closed.

. (8 pts) Let C' C R™ be compact. Let f: C'— R be continuous.

Prove that f(C) is bounded. You are not allowed to use any theorems about
compact sets in the proof.

Solution

Let U, = {—n < f(x) < n}. Then U, is open in C for any n. Obviously, U,U,, = C and
hence it’s an open cover of C'. By compactness we can choose a finite subcover. Since
U, C U,, for m < n this implies that C' = U,, for some n. O

. (10 pts) Let f: R?* — R be given by f(x,y) = |xy|.
Show that f is differentiable at (0,0) and compute df (0, 0).

2



Solution
We claim that df(0,0) = 0. To verify that we check the definition

i L@+ h) = f(p) = L(h)

B0 1| =0

where h = (hy, he) € R% The above limit reduces to

limM:limlhl\-&:O
h—0 \/m h—0 \/m
since limy, 0 |h1| = 0 and _lha] < 1 for any h # 0.

. (8 pts) Let V' be an n-dimensional vector space and (-,-) be an inner product on V. Let
e1,-..,e, be an orthonormal basis of V. Recall that we use the following notation. For
I = (i1,...1) where 1 <i; <n denote e} =ef ®@...®¢j .

-----

Solution

Suppose Y, Ne; = 0. Let’s fix J = (ji,...J%) and compute 0 = ej(e;,,...,€;) =
dorhiei(egy,-ove5) = 2o N0y = Ay. This means that \; = 0 for any J and hence
{€7}1=(i,...ix) are linearly independent. O

. (10 pts) Let f = fi(x,y), f2(z,y)): R? — R? be a C! map satisfying
f(z,0) = (cosz,x), f(0,y) = (1 +y,siny)

Prove that for some open set U containing (0,0) the set V' = f(U) isopen and f: U — V
is a diffeomorphism and compute d(f~')(1,0).

Solution

We compute D; f(0,0) = (—sin0,1) = (0,1) and Do f(0,0) = (1,cos0) = (1,1). There-
fore the matrix of partial derivatives [df (0, 0)] is

=)

Note that f(0,0) = (cos0,0) = (1,0). Observe that det A = —1 # 0 and hence A is
invertible. We compute
L (-1 1
=

3



By Inverse Function Theorem there is an open set U containing (0,0) such that the set

V = f(U) is open and f: U — V is a diffeomorphism and
1 a1 (11
o)== (7))

. (10 pts) Let U = {(z,y) € R?| such that z > 1,1 < y < 2}. Let f: U — R be given by
flx,y) =4

Does f;xt fexist? If yes, compute it, if not, explain why not. Give a careful justification
of your answer.

Solution

Let U, = (1,n) x (1,2). Then U, is an open exhaustion of U. Observe that f > 0 on U.
Therefore f;xt [ exists iff lim,, o0 [, f exists. Note that f is continuous and bound and

hence integrable on every U,,. Therefore erwt f exists and is equal to fUn f. Using Fubini
we compute [, f = fln(ff %dy)d:r; = [["22dz =In2-Inn — co as n — oo. Therefore

ext .
v does not exist.

. (12 pts) Let w = xdw‘(l;jfj;fjg;'jj“dy be a 2-form on U = R3\(0,0,0).

One can check that dw = 0. You DO NOT have to verify that.

(a) Let S? = {(z,y,2) € R?| such that 22 + y* + 2? = 1} with the orientation induced
from B3 = {(z,y,2) € R?| such that 22 + ¢y* + 22 < 1}.
Show that w|g2 = dV

(b) Show that w is not exact on U.
Hint: Assume that w = dn and use Stokes’ formula.

Solution

(a) Note that w|s2 = xdy A dz + ydz A dx + zdz|s> and the unit outward normal filed n
on S?% is given by N(x,y,2) = (z,y,2). Let p = (z,y,2) € S%. Recall that for any
u,v € T,S% we have dV (u,v) = (u x v, N(p)) = det A where Ais the matrix with
rows u, v, N(p).

On the other hand we easily see that xdy A dz + ydz N dx + zdzx(u,v) = (u X
v, (z,y,2)) = det A also.

(b) Suppose w is exact on U. Then w = dn for some 1-form 7. Using Stokes formula we
get [, dn = 0 since 9S? = ). But dn = w. Hence, using a) we get [, dn = [o, w =
Js2 AV = area(S?) = 4w # 0. This is a contradiction and hence w is not exact on U.
O



10. (10 pts) Let U be the parallelogram with vertices (0,0), (2,1), (1,3) and (3,4).
Compute fU x + 2y.

Solution

Consider following change of variables (;j) = (? ;)) (Z) or xr = 2u+ v,y = u-+ 3v.

Then det A = 5 and by the change of variables forumla [,z + 2y = f(o 12 5[(2u +v) +
2(u+30)] =5 [z 4u+5 fg1: Tv =5 fol(fol dudu)dv + 5 fol(fol Todv)du =52+ 1) = 2



