Chow’s Theorem

Quentin Couix
University of Toronto

February 1, 2012

/19



Definitions

X C U, openin C", is analytic if it is closed and locally the set
of zeros of analytic functions fi,.. . ,f.

Reg(X)={x € X : X is a manifold around x}, and

Sing(X) = X \ Reg(X).

X c U, is *-analyticif : X = X0 ux—Dy...ux©

with X() a complex submanifold of U of dimension i and

XD cXxXOy...ux0,
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Preliminary Facts:

Thm 1. X analytic = Sing(X) analytic and
dim(Sing(X)) < dim(X).

Cor. X analytic = X is *-analytic.

Main Results

Thm 2. X is *-analytic = X is analytic.

Cor. X C P"is *-analytic = X is algebraic.



Proof. Let 7 : C"*'\ {0} — P" the canonical map. Then

Z =7~ 1(X)u {0} is *-analytic = Z is analytic. Write near 0
Z=V(f,.. 5). 80 =3y Y, X =5, fi, =0

= fi(AX) =, N (x)=0,VA| <1=>X=V(.. f,...).0O
Note: From now on all U’s and V’s are openin....

Proof of Thm 2 via repeated
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Inductive Step: Let X = X(D U X' c U c C"s.th. X(D is an

r-manifold (r-dimensional manifold); X(r) c X; X’ analytic,
*-analytic and dim(X’) < r = X() is analytic.

Proposition A. p : C"tk — C” linear projection. X c U c C"tk
analytic, V ¢ C" with p|x : X — V proper = p(X) is analytic in

V and p|x is finite-to-one.

Proof. Reduce to k=1. Factor p :

(Cn—i-k P1 Cn+k—1 P2 cn



Then p|x proper = pi|x : X — U; := p1(U) is proper

= X1 = py(X) is analyticin U; ...

Fork=1: Let y € V then X N p~'(y) compact and analytic in
Unp ' (y)=Xnp '(y) ={x,...,x} = 3U,..., U open,
disjoint, with x; € U; and W C V open s.th.

Xnp {(W)c UjU---U U.

It suffices to show that p(X N p~ ' (W) N U)) is analytic. We may

assume WLOG that y = 0 and p~—1(0) = {0}.



Let X = V(fi,...,fx) near 0. By Weierstrass Prep. Thm we

may assume : f; = z9, | + a;z%;]

et Tt ad

fi= b1,,'Zd_:11 + "'+bd7; ,fori> 2.

n

With a;, b;; € C{z,...,za}, @(0)=0.

Res(fi, tofo + - - - + tkfy) =: Z\a|:d t*R, with R, € C{z,...,zn}.

Claim. p(X) = V({R.}).
(21,--,20) € P(X) = X |4j=g t*Ral21, .., 20) = 0, ¥t € CF

= Ry (z1,...,2n) =0 ,Va.

19



(z1,...,2n) € V{R.}) = Wy U---U Wy = Ck-1, where

W, = {t e Ck', 3" t:fi(z1,...,2n, A;) = 0}, provided {A;} is a
root of fi(z1,...,2n,2) = Jjo, W), = C!

= (zy,...,2n,Ap) € X .0

Our case: Xo U X; C U c C", X; analytic in U and X, analytic

in U\ X;. We may assume Xo U X; # U and 0 € X;.

Lemma We may shrink U so that 3L ¢ C" a line with 0 € L s.th.
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(i) X;nL={0}.
(i) Xo N Lis a set of discrete points with only possible limit

point 0 .

Cor 1. (Xp U X7) N L is compact
Cor 2. We may shrink U so that the projection p|x,ux, along L

is proper (Mumford’s Lemma).
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Proof.
(i) X3 nLisanalyticin UNL, so 0isisolatedin Un L.
Remains to shrink U.
(i) Xo N Lis analyticin (U \ X7) N L, so similarly it suffices to
shrink U.

Proposition A + Induction = we can find a projection
p:C"— C"s.th. V := p(Xp U Xj) is an open nbhd of 0,

Plx,ux; is proper and plx;\ p-1(p(x,)) i finite-to-one.
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Then m = dim(Xy) using Sard’s Lemma.
In notation of inductive step (page 4):
X=XDuX (m=r),and Y :=p(X') c V:=p(X).

XO\p~"(Y) ¢ X > X'

qil Ip 3
V\Y c VvV o pX)=Y

Note that V' \ Y is open and dense in V and that if V is a ball
then it is connected (since dimc(Y) < dimg(V) ).

Similarly X0\ p~'(Y) is open and dense in X(").
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q:= pyx(r)\p_1(y) is proper and finite-to-one, between two
r-manifold.

Let J be the jacobian of g. Then A= J~'(0) is a closed analytic
subset of XN\ p=1(Y)

= B := g(A) is an analyitic subset of V' \ Y, by proposition A.
By Sard’s thm, / := V\ (BU Y) is open, dense in V. Also V is
connected (dimc(BU Y) < dimc(V) ).

Similarly X(0 = X0\ p=1(BU Y) is open and dense in X(".
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Sos:= q\xz,) is a proper, finite-to-one local diffeomorphism

onto a connected V/ c C".
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Definition of the functions:

(i) d the number of sheets of the covering s ;
(i) £ alinear function on C";
Let o; be the i-th symmetric function, so that for
M,..., g €C;
[1:(z=X) =294+ 0i(M,. .., A\g) 297"
(iii) fory € V, let s~ '(y) = {x1,..., Xy} and define

ai(y) = oi(L(x1), ..., L(Xq)) ;
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(iv) for y € V 3anbhd W s.th. a; is bounded on V n W
= we may extend ag; as C-anlytic functions on V by
Riemann Extension Thm.
(v) Fz(x) = L) + a1 (p(x))L(x)?~" + -+ + aa(p(x)) on
p (V).
End of Proof of Thm 2.

Step 1. Fz =00on X(0 = F. =00n X = X0 c N V(F;).
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Step 2. For x € p~'(V)\ X() c C", let y = p(x), and yx € V
s.th. limy, = y (V dense in V).

Let s '(yk) = {x},...,x7}. Since p: X() — V is proper we
may assume, by choosing a subsequence, that x,f; —xl e X,
Since x ¢ X(N, 3L € (C")* s.th. Vj we haveL(x) # L£(x))

= Fr(x) #0= X0 = V(F:) . O

Main Thm is proved.
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Appendix
Resultant Let R be a ring. For k € N let
Rk[X] = {P < R[X], deg(P) < k}.

Then for P, Q € R[X] with degrees p and g consider the map :

®pq: Rg1[X] x Rpt[X] — Rpig-1[X]
(S,T) —  PS+QT

Then Res(P, Q) := det(¢p.q)-
Claim. If Res(P, Q) = 0 then P and Q have a common root.
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Hilbert Basis Theorem. If R is a noetherian ring then for
n>1, R[Xj,..., Xy is also noetherian.

Weierstrass Preparation Theorem. f € C{Xj,..., X,} with
f(0,...,0,X,) = aX? + higher terms, o # 0.
=FueC{Xy,...,Xn}, a € C{Xq,..., Xp_1} s.t. :

u(0) #0, g(0) =0and f = u(X%,, +a X+ + aqg).
Moreover g € C{Xj,..., Xp} = I he C{Xy,...,Xn}, b €

C{Xy,..., Xp_1}st.:g=hf+ (bt X+ + by).
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Riemann Extension Theorem. X c U c C" an analytic set
and f analytic on U\ X, bounded in a nbhd of x, Vx € X

= f extends to an analytic function on U.

Mumford’s Lemma. f : X — Y continuous between locally
compact top. spaces. y € Y s.t. f1(Y) is compact.

= 3U and V open with f(U) c V and f: U — V proper.
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