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## Thurston maps

A Thurston map is a postcritically finite branched cover
$f: S^{2} \rightarrow S^{2}$ of the 2-sphere.
Recall

$$
P(f):=\bigcup_{n \geq 1} f^{n}(\text { Crit } f)
$$

and $f$ is postcritically finite if $\# P(f)<+\infty$.
Thurston's theorem: combinatorial characterization of Thurston maps which are "equivalent" to rational maps.
Examples

- $f(z):=\frac{p(z)}{q(z)}$ a postcritically finite rational map.
- A Lattés map $g(z)=2 z$ as $g: \mathbb{C} / \mathbb{Z} \rightarrow \mathbb{C} / \mathbb{Z}$ and $z \sim-z$



## Lattés maps



$$
g(z)=4 \frac{z\left(1-z^{2}\right)}{\left(1+z^{2}\right)^{2}}
$$
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Visual metric on the sphere:

$$
\operatorname{diam}(\text { piece of depth } n) \cong \lambda^{-n}
$$
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## History

- Bonk-Meyer: Expanding Thurston maps. Rigidity for measure of maximal entropy.
- Haïssinsky-Pilgrim: coarse expanding conformal (cxc) systems. General axioms in metric space, not postcritically finite. Existence and uniqueness of measure of maximal entropy.
- Przytycki, Urbański: ergodic theory of rational maps for hyperbolic potentials
- Rivera-Letelier, Inoquio-Renteria: ergodic theory of Collet-Eckmann rational maps
- Z. Li: ergodic theory of expanding Thurston maps. Existence and uniqueness of equilibrium measures. Note: he works directly on the sphere, estimating the PF operator.
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Given a point $y \in Y$, the local degree of $f$ at $y$ is

$$
\operatorname{deg}(f ; y):=\inf _{U} \sup \#\left\{f^{-1}(z) \cap U: z \in f(U)\right\}
$$

where $U$ ranges over all open neighborhoods of $y$. A point $y$ is critical if $\operatorname{deg}(f ; y)>1$.
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Definition
The map $f: Y \rightarrow Z$ is a finite branched cover of degree $d$ if $\operatorname{deg}(f)=d<\infty$ and

1. for any $z \in Z$,

$$
\sum_{y \in f^{-1}(z)} \operatorname{deg}(f ; y)=\operatorname{deg}(f)
$$

2. for any $y_{0} \in Y$ there are compact neighborhoods $U, V$ of $y_{0}$ and $f\left(y_{0}\right)$ such that

$$
\sum_{y \in U, f(y)=z} \operatorname{deg}(f ; y)=\operatorname{deg}\left(f ; y_{0}\right)
$$

for all $z \in V$.
We define the branch set as $B_{f}:=\{y \in Y: \operatorname{deg}(f ; y)>1\}$
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Let $f: W_{1} \rightarrow W_{0}$ be a finite branched covering.
Definition
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$$
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$$



If $\mathcal{U}$ is a cover of $W_{1}$, then
$\mathcal{U}_{n}:=\left\{\right.$ connected components of $\left.f^{-n}(\mathcal{U})\right\}$
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Haïssinsky-Pilgrim axioms
A finite branched cover $f: W_{1} \rightarrow W_{0}$ which satisfies:

- [Expanding]: There exists a cover $\mathcal{U}$ of $W_{1}$ such that

$$
\text { "diam }\left(\mathcal{U}_{n}\right) \rightarrow 0 "
$$

Formally: For any other cover $\mathcal{V}$ there exists $N$ such that for any $n \geq N$, every element of $\mathcal{U}_{n}$ is contained in some element of $\mathcal{V}$.

- [Irreducibility]: For any $x \in X$ and any open set $W \ni x$, there exists $n$ such that $f^{n}(W) \supseteq X$.
- [Degree]: $\exists C>0$ s.t.

$$
\operatorname{deg}\left(f^{k}: U \rightarrow V\right) \leq C
$$

for any $U \in \mathcal{U}_{n+k}, V \in \mathcal{U}_{n}$.
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## Weakly coarse expanding (wxc) systems

- [Expanding]: There exists a cover $\mathcal{U}$ of $W_{1}$ such that

$$
" \operatorname{diam}\left(\mathcal{U}_{n}\right) \rightarrow 0 "
$$

Formally: For any other cover $\mathcal{V}$ there exists $N$ such that for any $n \geq N$, every element of $\mathcal{U}_{n}$ is contained in some element of $\mathcal{V}$.

- [Irreducibility]: For any $x \in X$ and any open set $W \ni x$, there exists $n$ such that $f^{n}(W) \supseteq X$.
- [Finiteness]: $B_{f}$ is finite

Note: If $W_{1} \subseteq S^{2}$, then [Finiteness] is automatic (Whyburn).
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## Definition

A metric $\rho$ on $X$ is exponentially contracting if $\exists C, \alpha>0$ such that

$$
\operatorname{diam}_{\rho}(U) \leq C e^{-\alpha n}
$$

for any $U \in \mathcal{U}_{n}$.
Lemma
For any weakly coarse expanding system $f: W_{1} \rightarrow W_{0}$, there exists an exponentially contracting metric $\rho$ on the repellor $X$.
Definition
A metric $\rho$ on $X$ is a visual metric if $\exists C_{1}, C_{2}, \alpha>0$ such that

$$
C_{1} e^{-\alpha n} \leq \operatorname{diam}_{\rho}(U) \leq C_{2} e^{-\alpha n}
$$

for any $U \in \mathcal{U}_{n}$.
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- Polymodials (Blokh-Cleveland-Misiurewicz)

$$
f(z)=\lambda \frac{z^{2}}{|z|}+1
$$

with $|\lambda|>1$.

- Semigroups of rational maps (Atnip-Sumi-Urbański) Let $f_{1}, \ldots, f_{d}$ be rational maps.

$$
\begin{gathered}
F:\{1, \ldots, d\}^{\mathbb{N}} \times \widehat{\mathbb{C}} \rightarrow\{1, \ldots, d\}^{\mathbb{N}} \times \widehat{\mathbb{C}} \\
F(\omega, z):=\left(\sigma(\omega), f_{\omega_{0}}(z)\right)
\end{gathered}
$$

Finiteness holds under certain conditions: e.g. if

$$
f_{1}(z)=z^{2}+2, f_{2}(z)=z^{2}-2
$$
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Let $f: X \rightarrow X$ the dynamics, and $\varphi:(X, \rho) \rightarrow \mathbb{R}$ be Hölder function called a potential.
If $\mu$ is an $f$-invariant measure on $X$, its pressure is

$$
P_{\mu}(\varphi):=h_{\mu}(f)+\int \varphi d \mu
$$

and the topological pressure is

$$
P_{\text {top }}(\varphi)=\sup _{\mu \in M(f)} P_{\mu}(\varphi)
$$

## Definition

A measure $\mu$ which achieves the sup is called an equilibrium state.

- $\varphi=0: P_{\text {top }}(\varphi)$ is top. entropy, $\mu$ is measure of maximal entropy
- $\varphi=-s \log \left|f^{\prime}\right|: \mu$ is a conformal measure of dimension $s \Rightarrow$ compute Hausdorff dimension of $X$
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In (2) and (3), u is Hölder continuous w.r.t. the visual metric.
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## Periodic critical points

Warning: for periodic critical points entropy may drop for some measure $\mu$.
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- Then $g: Y \rightarrow Y$ is wcx without periodic critical points hence it satisfies the hypotheses of the first version of the theorem.
- Then: for any equilibrium measure $\mu$ on $\Sigma$, there is no entropy drop.
- The general theorem follows.
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## Further directions

- Do you have equidistribution of preimages? (Z. Li)

$$
\frac{1}{\# f^{-n}(x)} \sum_{y \in f^{-n}(x)} \delta_{y} \rightarrow \mu
$$

- Can you extract geometric information on the repeller $X$ (i.e., its Hausdorff dimension)? Then you need to consider the geometric potential $\log \left|f^{\prime}\right|$ which is not Hölder (for rational maps: F. Przytycki, J. Rivera Letelier, ... )
- Do you have a prime number theorem, i.e. counting periodic points according to period and/or multiplier? (Z. Li-T. Zheng)
- (D. Meyer) Can you identify the Lebesgue measure from the thermodynamics?


## The end

Thank you!

