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ABSTRACT. In this paper we use the deformation to the normal cone and the corresponding
Verdier-Saito specialization to define and study (spectral) Hirzebruch-Milnor type homology
characteristic classes for local complete intersections. Our main results describe vanishing
properties of these classes in relation to the minimal exponent. As applications, we show
how Hirzebruch-Milnor classes of local complete intersections with a projective singular
locus can be used to detect higher Du Bois and higher rational singularities.
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1. INTRODUCTION

Hirzebruch-Milnor type characteristic classes of complex hypersurfaces ([4, 22, 23]) and
of certain complete intersections ([21]) have been introduced in recent years as a Hodge-
theoretic homological measure of the complexity of singularities. In the context of hypersur-
faces these characteristic classes have been used in [22], resp., [23, 25], for detecting rational
and Du Bois singularities, and resp. higher versions of such singularities. In this paper, we
define and study Hirzebruch-Milnor type homology characteristic classes for arbitrary local
complete intersection (lci) varieties, and we describe vanishing properties of these classes in
relation to the minimal exponent. For lci varieties with a projective singular locus, we show
how Hirzebruch-Milnor classes can be used to detect higher Du Bois and higher rational
singularities.

Rational and Du Bois singularities are important classes of singularities which are in-
timately connected to birational geometry, and in particular to the minimal model pro-
gram. It is, for instance, well known that log terminal singularities are rational, while log
canonical singularities are Du Bois. Higher analogues of rational and Du Bois singulari-
ties of hypersurfaces and, more generally, of local complete intersections, were introduced
and studied recently through Hodge theoretic methods in the works of Jung-Kim-Saito-
Yoon [19], Mustaţă-Olano-Popa-Witaszek [26], Friedman-Laza [13, 14], Mustaţă-Popa [27],
Chen-Dirks-Mustaţă [6], Dirks [10], etc. (See Section 2 for the relevant definitions). Such
singularities are completely described in terms of the minimal exponent α̃ , an important
invariant of singularities introduced by Saito [32] in the case of hypersurfaces, and by Chen-
Dirks-Mustaţă-Olano [7] for local complete intersections, as a refinement of the more clas-
sical log canonical threshold (lct).

In the case of hypersurfaces, rational and Du Bois singularities were investigated from the
viewpoint of Hirzebruch-Milnor characteristic classes in [22], and the results of loc.cit. were
recently extended to the study of higher notions of Du Bois and rational singularities in [23,
25]; see Section 3.3 for an overview of these results. The goal of this paper is to investigate
higher rational and higher Du Bois singularities of arbitrary local complete intersections via
suitably defined Hirzebruch-Milnor classes.

For defining Hirzebruch-Milnor characteristic classes of an lci subvariety X in a smooth
variety Y , we make use of: (i) the deformation to the normal cone CXY of X in Y (cf. Sec-
tion 4.3), (ii) the corresponding Verdier-Saito specialization [39, 30] (recalled in Section
4.3), and (iii) the Brasselet-Schürmann-Yokura Hirzebruch class transformation [2]; com-
pare also with [34], where a corresponding Chern class theory was developed. These new
Hirzebruch-Milnor classes, denoted (in the un-normalized case) by My∗(X ⊂Y ) ∈ H∗(X)[y],
are supported on the singular locus of X and, as such, they provide both quantitative and
qualitative information about the singularities of the lci subvariety. We also introduce unipo-
tent and resp. non-unipotent versions of these classes, denoted by [M{1}

y∗ (X ⊂ Y )], resp.,
[M{≠1}

y∗ (X ⊂Y )]. We, moreover, define spectral Hirzebruch-Milnor classes Msp
t∗ (X ⊂Y ) of lci

varieties by taking advantage of the monodromicity of the specialization complex SpX(QH
Y ),

and using the spectral Hirzebruch class transformation of [22] (and recalled in Section 3.3).
These are refined versions of the Hirzebruch-Milnor classes, providing global homological
generalizations of the Hodge spectrum introduced in [9]. For the precise definition and main



CHARACTERISTIC CLASSES AND HIGHER SINGULARITIES 3

properties of the (spectral) Hirzebruch-Milnor classes of an lci variety, and for their relation
with previously defined notions of such classes of hypersurfaces, see Section 4.5.

Our main results describe vanishing properties of the spectral Hirzebruch-Milnor classes
of lci varieties, expressed in terms of the minimal exponent. For α ∈ Q, we denote the
coefficient of tα in the spectral Hirzebruch-Milnor class Msp

t∗ (X ⊂ Y ) by Msp
t∗ (X ⊂ Y )|tα ∈

H∗(Sing(X)). We then show the following (see Theorem 4.21).

Theorem 1.1. Let X ⊂Y be a codimension r local complete intersection in a smooth complex
algebraic variety Y such that the log canonical threshold of X satisfies lct(X)> r−1

Then we have the vanishing

(1) Msp
t∗ (X ⊂ Y )|tα = 0 for all α > dimY + r− α̃(X),

and if the singular locus Sing(X) of X is projective, then the converse holds.

Recall that for a codimension r lci subvariety X of a smooth variety Y , its log canonical
threshold satisfies the identity lct(X) = min{r, α̃(X)}, where α̃(X) is the minimal exponent
of X (see Section 4.1). Hence the assumption lct(X) > r − 1 appearing in the converse
statement of Theorem 1.1 can equivalently be written as α̃(X)> r−1. In particular, if X has
Du Bois singularities then this condition is automatically satisfied.

Remark 1.2. When X ⊆ Y is defined by a regular sequence f1, . . . , fr ∈ OY (Y ), [7, Theo-
rem 1.1] shows that the minimal exponent of X can also be computed through the minimal
exponent of an associated hypersurface by the following construction: let g = ∑

r
i=1 yi fi ∈

OY (Y )[y1, . . . ,yr] and consider the hypersurface defined by g on U = Y × (Ar \{0}). Then

α̃(X) = α̃(g|U).

In light of Theorem 1.1 (and Theorem 3.14 below), it is reasonable to expect that there
may be some relation between the characteristic classes for X (as defined in this paper) and
those of the hypersurface defined by g|U (as considered, e.g., in [22, 23]). We do not see
a simple way to relate them, at the moment. The main difficulty is that, in comparing the
vanishing cycles mixed Hodge module for g|U with the mixed Hodge module in the definition
of Msp

t∗ (X ⊂ Y ), a Fourier-Laplace transform is involved (see [10, Proposition 3.4]). This
does not allow for a simple dictionary between the associated graded de Rham pieces of
these mixed Hodge modules.

As a consequence of Theorem 1.1, we have the following result about the Hodge spectrum
of an isolated complete intersection singularity, as introduced in [9], with formula (2) below
already obtained in [10].

Corollary 1.3. Assume that the local complete intersection X ⊂ Y has only one isolated
singularity {x} and satisfies lct(X)> r−1. Then, if

Sp(X ,x) = ∑
α∈Q

mα,xtα

is the reduced spectrum of X at x, we have that

(2) min{α | mα,x ̸= 0}= α̃(X)− r+1.
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In particular, X has k-Du Bois singularities if and only if

(3) mα,x = 0 for all α < k+1.

Moreover, X has k-rational singularities if and only if

(4) mα,x for all α ≤ k+1.

To prove Theorem 1.1, we make use of a new formula for the minimal exponent α̃(X) of
the lci variety X , which is proved in Theorem 4.7. For the lower spectral classes, we have
the following result (see Theorem 4.24).

Theorem 1.4. Let X ⊂Y be a codimension r local complete intersection in a smooth complex
algebraic variety Y with lct(X)> r−1.

Then we have the vanishing

Msp
t∗ (X ⊂ Y )|tα = 0 for all α < α̃(X)− r+1.

Moreover, if Sing(X) is projective, then the converse holds.

As a consequence, we get the following result for the Hodge spectrum of an isolated
complete intersection singularity (using the notations from Corollary 1.3) .

Corollary 1.5. Assume that the local complete intersection X ⊂ Y has only one isolated
singularity {x} and satisfies lct(X)> r−1. Then

max{α ∈ Q | mα,x ̸= 0}= dim(Y )− α̃(X).

Finally, in Section 4.8 we use the relation between Hirzebruch-Milnor classes and spectral
classes to study higher Du Bois and higher rational singularities via vanishing properties of
these classes. Moreover, we get a complete homological characterization of such higher
singularities in the case when the singular locus of the lci variety X is projective.

If, for an integer p ≥ 0, we denote by [My∗(X ⊂ Y )]p the coefficient of yp in My∗(X ⊂
Y ), and similarly for [M{1}

y∗ (X ⊂ Y )]p and [M{≠1}
y∗ (X ⊂ Y )]p, then Theorem 4.21 yields the

following (see Theorem 4.29).

Theorem 1.6. Let X ⊂Y be a codimension r local complete intersection in a smooth complex
algebraic variety Y . If X has k-Du Bois singularities, then

(5)

{
[M{≠1}

y∗ (X ⊂ Y )]p = 0 for all p ≥ dim(Y )− k,

[M{1}
y∗ (X ⊂ Y )]p = 0 for all p ≥ dim(Y )+1− k,

and the converse holds if Sing(X) is projective and lct(X)> r−1.
If X has k-rational singularities, then

(6) [My∗(X ⊂ Y )]p = 0 for all p ≥ dim(Y )− k,

and the converse holds if Sing(X) is projective and lct(X)> r−1.

Similarly, Theorem 4.24 yields the following (see Theorem 4.30)).
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Theorem 1.7. Let X ⊂Y be a codimension r local complete intersection in a smooth complex
algebraic variety Y . If X has k-Du Bois singularities, then

(7) [My∗(X ⊂ Y )]p = 0 for all p ≤ k.

If X has k-rational singularities, then (7) holds and, moreover,

(8) [M{1}
y∗ (X ⊂ Y )]k+1 = 0.

If lct(X)> r−1 and Sing(X) is projective, then the converse implications hold.

Convention. Our characteristic classes are defined for (certain) mixed Hodge modules, by
using the De Rham complexes of the underlying filtered D-modules. Throughout this paper,
we work with right filtered D-modules.

Acknowledgment. The project began at the workshop ”Higher Du Bois and higher ra-
tional singularities” at the American Institute of Mathematics. The authors thank AIM for
providing a supportive and mathematically rich environment. We would also like to thank
Debaditya Raychaudhury, Jörg Schürmann and Rosie Shen for useful discussions. BD was
supported by the National Science Foundation under Grant No. DMS-1926686. LM ac-
knowledges support from the Simons Foundation and from the project “Singularities and
Applications” - CF 132/31.07.2023 funded by the European Union - NextGenerationEU -
through Romania’s National Recovery and Resilience Plan.

2. HIGHER DU BOIS AND HIGHER RATIONAL SINGULARITIES

In this section we recall the notions of higher Du Bois and higher rational singularities,
and relations between them.

Let us begin by recalling that for a reduced complex algebraic variety X there are two
generalizations of the classical De Rham complex, namely:

(i) the De Rham complex (Ω•
X ,F) of Kähler differentials,

(ii) the Du Bois complex (Ω•
X ,F); see [12].

Moreover, there is a natural morphism of filtered complexes

(9) (Ω•
X ,F)→ (Ω•

X ,F),

which is a filtered quasi-isomorphism if X is smooth.

In order to define higher Du Bois singularities, we introduce the following notation: for
p ≥ 0, set

Ω
p

X
:= grF

−p(Ω
•
X)[p] ∈ Db

coh(X)

(where we use the convention for increasing Hodge filtrations). Note that if X is smooth,
then Ω

p

X
≃ Ω

p
X . Moreover, if X has only quotient or toroidal singularities, then

Ω
p

X
≃ Ω̂

p
X := j∗Ω

p
Xreg

,

the p-th Zariski sheaf, for j : Xreg ↪→ X the inclusion of the smooth locus.
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Definition 2.1. [19, 26] For k ≥ 0, the complex algebraic variety X is said to have k-Du Bois
singularities if the induced morphism

Ω
p
X → Ω

p

X

is an isomorphism in Db
coh(X) for all 0 ≤ p ≤ k.

Note that when k = 0, this recovers the usual notion of Du Bois singularities.

Higher versions of rational singularities were introduced by Friedman-Laza in [14].

Definition 2.2. [14] (1) Assume X is irreducible, with µ : (X̃ ,D)→ (X ,Xsing) a log resolution
of singularities. Say that X has k-rational singularities if the natural morphism

Ω
p
X → Rµ∗Ω

p
X̃
(logD)

is an isomorphism for all 0 ≤ p ≤ k.
(2) An arbitrary variety X has k-rational singularities if all its connected components are
irreducible, with k-rational singularities.

When k = 0, this recovers the usual notion of rational singularities.
One has the following result relating the above notions of singularities (see also [20] for

the case k = 0).

Theorem 2.3. Assume X is a locally complete intersection in a smooth variety Y . Then:
(a) (Mustaţă-Popa [27], Friedman-Laza [14])

X is k-rational =⇒ X is k-Du Bois.
(b) (Mustaţă-Popa [27], Chen-Dirks-Mustaţă [6])

X is k-Du Bois =⇒ X is (k−1)-rational.

3. HIGHER SINGULARITIES OF HYPERSURFACES

We recall here motivating results which relate higher singularities to characteristic classes
in the case of complex hypersurfaces, see [25, 23] for more details. For simplicity, we restrict
here to the case of globally defined hypersurfaces, but see [23] for arbitrary hypersurfaces.

3.1. Characterization via minimal exponents. We first recall the characterization of higher
Du Bois and higher rational singularities in terms of the minimal exponent. Let Y be a smooth
complex algebraic variety and let f be a holomorphic function on Y such that X := f−1(0)
is reduced. The minimal exponent α̃ f is defined to be the smallest root of b f (−s)/(−s+1),
where b f (s) is the Bernstein-Sato polynomial associated to f . Recall that b f (s) = s+ 1
if, and only if, X is smooth (in which case the minimal exponent is ∞, by convention).
The minimal exponent is a refinement of the log canonical threshold lct( f ), which satisfies
lct( f ) = min{1, α̃ f }. Moreover, as shown in [32, Theorem 0.4], in our setting we always
have that α̃ f ≤ dimY

2 .
We collect below results from [19, Theorem 1], [26, Theorem 1.1] and [27, Theorem E].

Theorem 3.1. Let Y be a smooth complex algebraic variety and let f be a holomorphic
function on Y such that X := f−1(0) is reduced. Then

• X has k-Du Bois singularities if and only if α̃ f ≥ k+1.
• X has k-rational singularities if and only if α̃ f > k+1.
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3.2. Characterization via the V -filtration and vanishing cycles. Throughout this paper,
we use right filtered D-modules. For example, if Y is a connected smooth variety, then the
trivial Hodge module QH

Y [dimY ] has underlying filtered DY -module (ωY ,F) where

F−dimY−1ωY = 0, F−dimY ωY = ωY .

With Y, f ,X as above, denote the graph embedding of f : Y → C by

i f : Y → Y ×Ct , x 7→ (x, f (x)),

where t is the coordinate on C. Denote by (i f )+ the direct image functor for filtered D-
modules. Recall that on a quasi-unipotent regular holonomic DY -module M on Y one has
the V -filtration associated to f , which we index decreasingly and which satisfies the property
that t∂t +α is nilpotent on Grα

V M f , where

M f := (i f )+M .

Our convention here is that, if M ℓ is the corresponding left DY -module which satisfies
M = ωY ⊗OY M ℓ, then

V αM f = ωY×C ⊗O (V αM ℓ
f ),

where ∂tt −α is nilpotent on Grα
V (M

ℓ).
If M is a mixed Hodge module with underlying filtered D-module (M ,F) with increasing

filtration F , the filtered D-module underlying the vanishing cycle mixed Hodge module
ϕH

f M with the decomposition

ϕ
H
f M = ϕ

H
f ,̸=1M⊕ϕ

H
f ,1M

is

ϕ
H
f M =

⊕
0≤α<1

Grα
V M f ,

ϕ
H
f ,̸=1M =

⊕
0<α<1

Grα
V M f , ϕ

H
f ,1M = Gr0

V M f ,

with

Fkϕ
H
f ,̸=1M =

⊕
0<α<1

Fk−1Grα
V M f , Fkϕ

H
f ,1M = FkGr0

V M f .

For the filtered right DY -module (ωY ,F) underlying the constant mixed Hodge module
QH

Y [dimY ], we let
B f := (i f )+ωY ∼= ωY ⊗C C[∂t ]δ f ,

where δ f is a formal symbol which helps to keep track of the D-action:

(µδ f )t = f µδ f , (µδ f )D = (µD)δ f +D( f )µ∂tδ f , µ ∈ ωY ,D ∈ DerC(OY ),

The Hodge filtration is defined by

Fk−dimY B f :=
⊕

0≤ℓ≤k

ωY ∂
ℓ
t δ f ,

so that

(10) GrF
k−dimY B f = ωX ∂

k
t δ f , ∀k ∈ N.
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The following result was proved in [25, 23].

Theorem 3.2. In the above notations,

α̃ f ≥ k+1 ⇐⇒ Fk−dimY Grα
V B f = 0, 0 ≤ α < 1.

α̃ f > k+1 ⇐⇒

{
Fk−dimY Grα

V B f = 0, 0 ≤ α < 1,
Fk+1−dimY Gr0

V B f = 0.

Corollary 3.3. Let Y be a smooth complex algebraic variety and let f : Y → C be a non-
constant holomorphic function such that X = f−1(0) is reduced. Then, for any k ∈N, X has
k-Du Bois singularities if and only if{

Fk+1−dimY ϕH
f ,̸=1(Q

H
Y [dimY ]) = 0,

Fk−dimY ϕH
f ,1(Q

H
Y [dimY ]) = 0.

Similarly, X has k-rational singularities if and only if

Fk+1−dimY ϕ
H
f (Q

H
Y [dimY ]) = 0.

3.3. Characterization via spectral Hirzebruch classes. For a complex algebraic variety
X , we let MHM(X) denote the abelian category of algebraic mixed Hodge modules on X , cf.
[30]. We use Hi(X) in place of either HBM

2i (X ;Q) or CHi(X)Q, and let K0(X) :=K0(Coh(X)).
We next recall the definition of Hirzebruch classes, and of their spectral versions.

First, we introduce the motivic Chern class transformation

DRy : K0(MHM(X))→ K0(X)[y,y−1],

which is defined as follows. If X is smooth and M ∈ MHM(X), let (M ,F•M ) be the under-
lying filtered DX -module of M, and set

DRy[M] := ∑
p

[
GrF

−pDR(M )
]
· (−y)p

= ∑
p,i
(−1)i [H iGrF

−pDR(M )
]
· (−y)p ∈ K0(X)[y,y−1],

with GrF
−pDR(M ) the graded parts of the de Rham complex of M with respect to the in-

duced Hodge filtration. The definition of DRy extends to the case when X is singular by using
locally defined closed embeddings into smooth varieties, since the graded quotient cohomol-
ogy sheaves H iGrF

p DR(M ) are independent of local embeddings and are OX -modules.
Furthermore, it can also be extended to complexes M• ∈ DbMHM(X) by applying it to each
cohomology module H iM• ∈ MHM(X), i ∈ Z.

Definition 3.4. [2, 37] The (un-normalized) Hirzebruch class transformation is defined by

Ty∗ : K0(MHM(X))→ H∗(X)[y,y−1]

[M•] 7→ td∗(DRy[M•]),

where td∗ : K0(X)→ H∗(X) is the Baum–Fulton–MacPherson Todd class transformation [1],
which is linearly extended over Z[y,y−1]. A normalized Hirzebruch class transformation T̂y∗
is then defined by precomposing Ty∗ with a homological Adams-type operation {Ψk}k≥0,
which on a class γ ∈ Hk(X) acts by Ψk(γ) = (1+ y)−k · γ .
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Remark 3.5. Over a point, the transformations Ty∗ and T̂y∗ coincide with the Hodge poly-
nomial homomorphism χy : K0(mHsp) → Z[y±1] defined on the Grothendieck group of
(graded) polarizable mixed Hodge structures by

χy([H]) := ∑
p

dimGrp
F(H ⊗C) · (−y)p,

for F the (decreasing) Hodge filtration of H ∈ mHsp. Here we use the well-known equiva-
lence of categories MHM(pt)≃ mHsp.

By applying the above Hirzebruch class transformations to a vanishing cycle complex, one
gets (an un-normalized version of) the Hirzebruch–Milnor classes introduced in [4, 21]. Let
Y be a smooth complex algebraic variety and let f : Y → C be a non-constant holomorphic
function. Set X := f−1(0). Let ϕH

f be the vanishing cycle functor of mixed Hodge modules.
We will work with the shifted functor

(11) ϕ f := ϕ
H
f [1],

whose underlying functor on constructible complexes is the Deligne vanishing cycle functor.

Definition 3.6. The (un-normalized) Hirzebruch–Milnor class of the hypersurface X = f−1(0)
is defined by:

My∗(X) := Ty∗(ϕ f QH
Y )

= td∗

(
∑
p

[
GrF

−pDR(ϕ f QH
Y )
]
· (−y)p

)
∈ H∗(Sing(X))[y],

(12)

where QH
Y is the shifted constant Hodge module on Y . (Here we use the functoriality of

Ty∗ for proper maps, and the fact that ϕ f QH
Y is supported on Sing(X) to view My∗(X) as a

localized class on Sing(X).) One can define similarly a normalized version M̂y∗(X) of the
Hirzebruch–Milnor class by using instead T̂y∗ in (12).

Example 3.7. If the hypersurface X has only isolated singularities, then ϕ f QY is supported
only at these singular points, and we get (cf. [4, Example 3.6]):

My∗(X) = M̂y∗(X) = ∑
x∈Sing(X)

χy(i∗xϕ f QH
Y ) = ∑

x∈Sing(X)

χy([H̃∗(Fx;Q)]),

where ix : {x} ↪→ X is the point inclusion, and Fx denotes the Milnor fiber of the isolated
hypersurface singularity germ (X ,x).

The Hirzebruch class transformation T̂y∗ has been lifted in [22] to a spectral version, i.e.,
a characteristic class version of the Hodge spectrum. Here we work (as in [25]) mainly
with an un-normalized version of this class. As in the previous section, let us first assume
that X is a smooth complex algebraic variety. Let MHM(X ,Ts) be the abelian category of
mixed Hodge modules M on X which are endowed with an action of Ts of finite order. For
(M,Ts) ∈ MHM(X ,Ts) with T e

s = Id, let (M ,F•M ) be the underlying filtered DX -module
of M. There is a canonical decomposition

(M ,F•) = ∑
λ∈µe

(Mλ ,F•),
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such that Ts = λ · Id on Mλ , where µe = {λ ∈ C | λ e = 1}. With these notations, we define
the spectral motivic Chern class of (M,Ts) by

DRt [M,Ts] := ∑
p,λ

[GrF
−pDR(Mλ )] · t p+ℓ(λ ) ∈ K0(X)[t1/e, t−1/e],

where ℓ(λ ) is the unique number in [0,1) such that exp(2πiℓ(λ )) = λ . As in the case of
the motivic Chern class transformation, the above definition extends to the case when X is
singular and also to complexes (M•,Ts) of mixed Hodge modules on X endowed with the
action of a finite order automorphism Ts.

Let Kmon
0 (MHM(X)) denote the Grothendieck group of mixed Hodge modules on X en-

dowed with a finite order automorphism.

Definition 3.8. [22] The (un-normalized) spectral Hirzebruch transformation is defined by

T sp
t∗ : Kmon

0 (MHM(X))→
⋃
e≥1

H∗(X)
[
t1/e, t−1/e

]
[M•,Ts] 7→ td∗ (DRt [M•,Ts]) ,

where td∗ is as before the Todd class transformation. A normalized spectral Hirzebruch class
transformation T̂ sp

t∗ is then defined by precomposing T sp
t∗ with a homological Adams-type

operation {Ψk}k≥0, which on a class γ ∈ Hk(X) acts by Ψk(γ) = (1− t)−k · γ .

Remark 3.9. Over a point, the transformations T sp
t∗ and T̂ sp

t∗ coincide with the Hodge spec-
trum homomorphism (see [8, 17])

Sp′ : Kmon
0 (mHs)→ Z[Q]≃

⋃
e≥1

Z[t±1/e]

defined on the Grothendieck ring of the abelian category mHsmon of mixed Hodge structures
endowed with a finite order automorphism by

Sp′([H]) := ∑
p,λ

(dimGrp
FHC,λ ) · t p+ℓ(λ )

for any mixed Hodge structure H ∈mHsmon with an automorphism T of finite order, where F
is the (decreasing) Hodge filtration on HC = H⊗C, and HC,λ = ker(T −λ ) is the eigenspace
of T with eigenvalue λ = exp(2πiℓ(λ )) and ℓ(λ ) ∈ Q∩ [0,1). In [31], whose notation we
follow for the operation on mixed Hodge structures, this is called the “dual spectrum”.

Note that the Hodge polynomial χy is obtained from the Hodge spectrum Sp′ by forgetting
the T -action and substituting t =−y.

Let us now restrict to the case of globally defined hypersurfaces. Let Y be a smooth
complex algebraic variety and let f : Y → C be a non-constant holomorphic function with
X = f−1(0). Let

ϕ f QH
Y ∈ MHM(X)[−dim(X)]

be the (shifted) vanishing cycle mixed Hodge module, and let Ts be the semi-simple part of
the monodromy. Then one can introduce the following un-normalized version of the spectral
Hirzebruch class from [22].
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Definition 3.10. In the above notations, the (un-normalized) localized spectral Hirzebruch–
Milnor class of the hypersurface X is defined by:

Msp
t∗ (X) := T sp

t∗ (ϕ f QH
Y ,Ts) ∈ H∗(Sing(X))[t1/ord(Ts)].

We can similarly define a normalized version M̂sp
t∗ (X) of this class by using T̂ sp

t∗ instead.

Example 3.11. If the hypersurface X has only isolated singularities, we get as in Example
3.7 that

Msp
t∗ (X) = M̂sp

t∗ (X) = ∑
x∈Sing(X)

Sp′(X ,x) := ∑
x∈Sing(X)

Sp′(i∗xϕ f QH
Y )

where the action is given by the semi-simple part of the Milnor monodromy action for each
isolated hypersurface singularity germ (X ,x).

Remark 3.12. It is important to note that what we call Sp′(X ,x) differs from Sp′(X ,x) as
defined in [31], by a sign (−1)dimX . Indeed, in loc. cit., the dual spectrum at x ∈ X is defined
by Sp′(i∗xϕH

f (Q
H
Y [dimY ])).

As already shown in [22], the spectral Hirzebruch–Milnor class Msp
t∗ (X) of X = f−1(0) is

sensitive to X having rational or Du Bois singularities. The results of [22] were further ex-
tended in [25, 23] to higher notions of these singularities as follows. We make the following.

Notation 3.13. For α ∈ Q, we denote the coefficient of tα in the spectral Hirzebruch-Milnor
class Msp

t∗ (X) of X by
Msp

t∗ (X)|tα ∈ H∗(Sing(X)).

Then the following holds.

Theorem 3.14. [25, 23] With the above notations, if X has k-Du Bois singularities then
Msp

t∗ (X)|tα = 0 for all α < k + 1, with the converse implication being true if Sing(X) is
projective.

Moreover, if X has k-rational singularities then Msp
t∗ (X)|tα = 0 for all α ≤ k+1, with the

converse implication being true if Sing(X) is projective.

For some examples when the assumption that Sing(X) is projective is satisfied, see [33].
As noted in [23, Remark 1], one cannot replace projectivity by compactness in the assump-
tion of the converse assertions in Theorem 3.14. On the other hand, one cannot omit the
compactness assumption, since the Chow groups of affine varieties are usually small.

Remark 3.15. When the hypersurface X = f−1(0) has only isolated singularities, Theorem
3.14 provides necessary and sufficient conditions for these singularities to be k-Du Bois,
resp., k-rational, formulated in terms of the classical Hodge spectrum. More precisely, since
the spectral Hirzebruch–Milnor class is a characteristic class version of the notion of Hodge
spectrum Sp′(X ,x) = ∑α∈Q nα( f ,x)tα of a hypersurface singularity germ (X ,x), cf. Remark
3.9, Theorem 3.14 reads in the case of X with only isolated singularities as follows: X has
only k-Du Bois singularities if, and only if, nα( f ,x)= 0 for all α < k+1, and all x∈ Sing(X).
Similarly, X has only k-rational singularities if, and only if, nα( f ,x) = 0 for all α ≤ k+ 1,
and all x ∈ Sing(X). (Note that in the case of isolated hypersurface singularities, the two
notions of spectrum used in this paper, Sp and Sp′, coincide (up to sign) by the self-duality
of the mixed Hodge structure on the Milnor cohomology.)
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Let us note that, if for an integer p ≥ 0 we denote by

[My∗(X)]p ∈ H∗(Sing(X))

the coefficient of yp in My∗(X), then we have the identity

(13) [M(−y)∗(X)]p =
⊕

α∈Q∩[0,1)
Msp

t∗ (X)|t p+α ,

In particular, as a consequence of Theorem 3.14, one has the following interpretation of
X being k-Du Bois without involving the monodromy action (generalizing the case k = 0
considered in [22, Theorem 5], which in turn extended a result of Ishii [18] proved in the
case of isolated singularities).

Corollary 3.16. With the above notations, if X has k-Du Bois singularities, then

[My∗(X)]p = 0 ∈ H∗(Sing(X)) for all p ≤ k.

If Sing(X) is projective, then the converse is true. In particular, if X has only isolated
singularities, then X has k-Du Bois singularities if, and only if, Grp

FHn(Fx;C) = 0 for all
p ≤ k and all x ∈ Sing(X), where n = dimX and F is the Hodge filtration on the cohomology
of the Milnor fiber Fx of f at x ∈ Sing(X).

Similarly, using the decomposition ϕ f = ϕ f ,1⊕ϕ f ,̸=1, with ϕ f := ϕH
f [1] as before, we also

define the unipotent Hirzebruch–Milnor class of X by

(14) M{1}
y∗ (X) := Ty∗(ϕ f ,1QH

Y ) ∈ H∗(Sing(X))[y],

and we denote by [M{1}
y∗ (X)]k+1 the coefficient of yk+1 in (14). Then Theorem 3.14 implies

the following generalization of [22, (4.2.6)] where the case k = 0 was considered.

Corollary 3.17. With the above notations, if X has k-rational singularities, then

[My∗(X)]p = 0 ∈ H∗(Sing(X)) for all p ≤ k, and [M{1}
y∗ (X)]k+1 = 0 ∈ H∗(Sing(X)).

If Sing(X) is projective, then the converse is true.

For formulations of such results in terms of the normalized (spectral) Hirzebruch-Milnor
classes, see [23].

4. HIGHER SINGULARITIES OF LOCAL COMPLETE INTERSECTIONS

In this section we use of the deformation to the normal cone and the Verdier-Saito special-
ization to define (spectral) Hirzebruch-Milnor classes for an arbitrary lci subvariety X of a
smooth complex algebraic variety Y . These classes are global versions of the (dual) Hodge
spectrum introduced in [9]. We study these classes in relation to the minimal exponent, and
relate them to higher notions of rational and Du Bois singularities of lci varieties.
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4.1. Minimal exponent. Recall that for an arbitrary closed subscheme X of the smooth
variety Y , one can define a Bernstein–Sato polynomial bX(s) ∈ Q[s], extending the classical
notion from the case of hypersurfaces (see [3]).

If X ⊆ Y is a (nonempty) local complete intersection of pure codimension r, then (s+
r) divides bX(s), see [7, Proposition 6.1]. By analogy with the definition of the minimal
exponent in the case of hypersurfaces, one can then define α̃(X) to be the negative of the
largest root of bX(s)/(s+ r) (with the convention that this is infinite if bX(s) = (s+ r)).
As shown in [10], α̃(X) coincides indeed with the minimal exponent of the local complete
intersection X , as introduced in [7]. By definition, if Y =

⋃
i∈I Ui is an open cover, then

(15) α̃(X) = min
i∈I

α̃(X ∩Ui).

Remark 4.1. In the local complete intersection setting, we see that α̃(X) is a refinement of
the log canonical threshold of (Y,X), just like in the hypersurface setting. Recall that the log
canonical threshold is defined as follows: if a⊆ OY is the coherent ideal sheaf defining X in
Y , then

lct(Y,X) = lct(a) = min{λ > 0 | J (aλ ) ̸= OX},
where J (aλ ) is the multiplier ideal of X inside Y with exponent λ , defined through numer-
ical data on a log resolution of (Y,X).

Then lct(Y,X) = min{r, α̃(X)}, similarly to the hypersurface case. Below, we suppress
Y from the notation and write lct(X). In several statements below, the assumption lct(X) >
r−1 appears, and by this equality, it could equivalently be written α̃(X)> r−1, though we
prefer to state it in terms of the log canonical threshold as that invariant is more well-known.
By Theorem 4.2 below, if X has Du Bois singularities then this condition is automatically
satisfied.

One then has the following generalization of Theorem 3.1.

Theorem 4.2. [7, 6] If Y is a smooth, irreducible variety and X is a local complete intersec-
tion closed subscheme of Y , of pure codimension r, then:

• X has k-Du Bois singularities ⇐⇒ α̃(X)≥ k+ r
• X has k-rational singularities ⇐⇒ α̃(X)> k+ r.

4.2. Relation to the V -filtration. As above, let X ⊆ Y be a local complete intersection
subvariety of pure codimension r. Fix an open cover Y =

⋃
j∈J U j such that, for any j ∈ J

with X ∩U j ̸= /0 (which, below we will assume is true for all j ∈ J, for ease of notation), we
have X ∩U j ⊆U j is a complete intersection subvariety, meaning its ideal sheaf is defined by
a regular sequence in OU j(U j).

For some j ∈ J, let X ∩U j ⊆ U j be defined by a regular sequence f1, . . . , fr ∈ OU j(U j).
Again, for the filtered DU j-module (ωU j ,F) underlying the constant mixed Hodge module
QH

U j
[dimU j], we let

B f ,U j := (i f )+ωU j
∼= ωU j ⊗C C[∂t1, . . . ,∂tr ]δ f ,

with Hodge filtration defined by

Fk−dimY B f ,U j :=
⊕

0≤|α|≤k

ωU j∂
α
t δ f .
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This module admits a V -filtration along (t1, . . . , tr) as studied in [3]. This is an exhaustive
decreasing, discretely Q-indexed filtration V •B f ,U j such that if θt = ∑

r
i=1 ti∂ti , then θt +λ

is nilpotent on Grλ
V B f ,U j . An important difference between the higher codimension case

and the case of a hypersurface is that, in general, Grλ
V B f ,U j need not be a holonomic (or

even coherent) DU j-module. Nonetheless, we have the following analogue of Theorem 3.2
(which, in one sense, is the definition of the minimal exponent for complete intersection
subvarieties).

Theorem 4.3. [7] Let X ⊆Y be a local complete intersection subvariety of pure codimension
r and Y =

⋃
j∈J U j be an open cover as above. For any µ ≤ r, we have

α̃(X)≥ µ ⇐⇒ for all j ∈ J, we have F−dimY Grχ

V B f ,U j = 0 for all χ < µ.

Moreover, for any λ ∈ (0,1] and k ∈ Z≥−1, we have the equivalence

α̃(X)≥ r+ k+λ ⇐⇒ for all j ∈ J, we have Fk+1−dimY Grr−1+χ

V B f ,U j = 0 for all χ < λ .

4.3. Deformation to the normal cone, specialization. Let us now assume that ℓ : X ↪→ Y
is the embedding of a local complete intersection variety X of codimension r in a smooth
complex algebraic variety Y . Then ℓ gives rise to an embedding

X ×{0} ↪→ Y ×{0} ↪→ Y ×C.

Consider the blowup BlX×{0}(Y ×C) of Y ×C along X ×{0} (with Bl denoting the blowup),
with exceptional divisor P(C⊕1), for C =CXY the normal cone of X in Y . (Note that C is in
fact an algebraic vector bundle of rank r.) The second factor projection Y ×C → C induces
a flat morphism

BlX×{0}(Y ×C)→ C
whose zero fiber is given by

BlXY ∪P(C)P(C⊕1).
Let

Ỹ = BlX×{0}(Y ×C)\BlX×{0}(Y ×{0}),
and consider the induced morphism h : Ỹ → C, whose zero fiber is h−1(0) =C and general
fiber h−1(t) = Y ×{t}, t ∈ C∗. Let us set Y ×C∗ =: Ỹ ∗. Then we have the deformation to
the normal cone, explained by the following diagram:

(16) CXY

��

� � i
// Ỹ

h
��

Ỹ ∗
_?

j
oo

��

{0} � � // C C∗
_?

oo

To the above diagram, one can associate nearby and vanishing cycle functors ψh, resp., ϕh.
The nearby cycle functor ψh is used to define the Verdier specialization functor along X , see
[39, 30]. However, for our purpose, the vanishing cycles of h and the associated Hirzebruch-
Milnor class of CXY will turn out to be related to the singularities of X .

With j : Ỹ ∗ = Y ×C∗ → Ỹ the open (affine) inclusion, denote by

q : Ỹ ∗ → Y
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the projection map. Then for M ∈ MHM(Y ), the Verdier specialization of M is defined as

SpX(M) := ψh( j∗q∗M) ∈ MHM(CXY ),

with ψh = ψH
h [1] corresponding to Deligne’s nearby cycle functor as in (11), see [30, Section

2.30]. Recall that the functor SpX commutes with duality D, and it induces the identity on
MHM(X), meaning that for

s = s0 : X ↪→CXY

the inclusion of the zero section of CXY and M ∈ DbMHM(Y ), there is an isomorphism

(17) s∗SpX(M)→ ℓ∗M

in DbMHM(X). Here ℓ : X ↪→ Y is the inclusion map, and we consider the induced functor
SpX on derived categories.

Let
ρ : Ỹ → Y ×C → Y

be the composition of the (restriction of the) blowup with the projection map. Then ρ ◦ j = q,
whence

j∗( j∗q∗M)≃ q∗M ≃ j∗(ρ∗M).

Since for N ∈ MHM(Ỹ ), the nearby cycle ψH
h (N) only depends on j∗N, it follows that

SpX(M)≃ ψh(ρ
∗M).

Next consider the distinguished triangle

i∗
sp−→ ψh

can−→ ϕh
[1]−→,

with i : CXY ↪→ Ỹ as in (16), and apply it to ρ∗M to get a triangle

(18) i∗ρ
∗M

sp−→ SpX(M)
can−→ ϕh(ρ

∗M)
[1]−→

Finally, for M = QH
Y [dim(Y )], (18) becomes the following triangle in DbMHM(CXY ):

(19) QH
CXY [dim(X)+ r]

sp−→ SpX(Q
H
Y [dim(Y )]) can−→ ϕh(QH

Ỹ
[dim(Ỹ )−1])

[1]−→

Remark 4.4. Let us next note that since X , and hence CXY , is a local complete intersection,
the complex QH

CXY [dim(X)+r] is a single mixed Hodge module on CXY . Similarly, since X is
a local complete intersection, Ỹ is a local complete intersection as well, and so QH

Ỹ
[dim(Ỹ )]

is a mixed Hodge module. Since the functor ϕH
h = ϕh[−1] preserves mixed Hodge modules,

it follows that ϕh(QH
Ỹ
[dim(Ỹ )− 1]) is a single mixed Hodge module as well. Hence the

three objects in the above triangle (19) are mixed Hodge modules on CXY . By taking the
long exact sequence of cohomology objects associated to (19), we obtain the following short
exact sequence in MHM(CXY ):

(20) 0 −→ QH
CXY [dim(X)+ r]

sp−→ SpX(Q
H
Y [dim(Y )]) can−→ ϕh(QH

Ỹ
[dim(Ỹ )−1])−→ 0.
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Remark 4.5. It is important to highlight a difference between the definition of the mon-
odromy on SpX(QH

Y [dim(Y )]) and the one introduced in [39], as Verdier’s results are refer-
enced in later sections. Throughout this paper, we consider only the monodromy induced
by the vanishing cycle ψh of h (as described in [35, p.25]), which is the inverse of the one
defined via the isomorphism ι2πi in [39, §9].

Remark 4.6. We note here that ϕh(QH
Ỹ
[dim(Ỹ )− 1]) is supported on the restriction of the

normal bundle CXY to Sing(X), e.g., on Sing(X)×Cr if X is a global complete intersection
(since in this case CXY is a trivial rank r vector bundle on X). For this, we note that if X
(and hence CXY ) is smooth, then Ỹ is smooth and the shifted complex ϕhQH

Ỹ
is supported on

Sing(h−1(0)) = /0, i.e., it is the zero complex (in fact, h is in this case a smooth morphism,
as one can check in local coordinates). So when X is smooth, the injective map sp in (20)
is an isomorphism. Then the assertion follows from the localization property (SP0) of the
specialization functor (cf. [39]), which induces a similar property for ϕh(QH

Ỹ
[dim(Ỹ )−1]).

4.4. Minimal exponent, redux. In this section, we prove the following result, which is a
consequence of Theorem 4.3 above.

Theorem 4.7. Let X ⊆Y be a local complete intersection subvariety of pure codimension r.
Assume X satisfies lct(X)> r−1. We have the equality

(21) α̃(X) = r−1+min{p+λ | λ ∈ (0,1],GrF
p−dimY DRϕh,λ (QH

Ỹ
[dim(Ỹ )−1]) ̸= 0},

where ϕh,λ is short for ϕh,exp(−2πiλ ).

Before proving the theorem, we provide more details on the underlying filtered D-module
of ϕh,λ . Since both sides of (21) can be defined by taking the minimum over an open cover
Y =

⋃
j∈J U j, we can assume that X ⊆ Y is a complete intersection subvariety, defined by

f1, . . . , fr ∈OY (Y ). Let i f : Y →Y ×Cr
t be the graph embedding along ( f1, . . . , fr), with fiber

coordinates t1, . . . , tr on the affine space. As above, denote B f = (i f )∗(QH
Y [dimY ]). This has

underlying D-module B f =
⊕

α∈Nr ωY ∂ α
t δ f , where δ f is a formal symbol as above. The

Hodge filtration is given by

Fp−dimY B f =
⊕
|α|≤p

ωY ∂
α
t δ f ,

and this module admits a Kashiwara-Malgrange V -filtration along t1, . . . , tr, which we denote
V •B f . At this point, we observe that Fp−dimY B f is a coherent OY -module, and so any OY -
subquotient is also coherent.

In the above notations, we view SpX(QH
Y [dim(Y )]) as a mixed Hodge module on Y ×Cr

z,
and it has underlying filtered D-module given by (see [3, 5])

Sp(B f ) =
⊕
χ∈Q

Grχ

V (B f ),

FpSp(B f ) =
⊕
χ∈Q

FpGrχ

V (B f ), where FpGrχ

V (B f ) =
FpV χB f

FpV>χB f
.

Here the action of DY×Cr = DY ⟨z1, . . . ,zr,∂z1 , . . . ,∂zr⟩ is defined by

[m]P = [m]P for all m ∈ Grχ

V (B f ), P ∈ DY ,
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[m]zi = [mti] ∈ Grχ+1
V (B f ) for all m ∈ Grχ

V (B f ),

[m]∂zi = [m∂ti] ∈ Grχ−1
V (B f ) for all m ∈ Grχ

V (B f ).

Let K f =
⋂r

i=1 ker(∂ti : Grr
V (B f ) → Grr−1

V (B f )) ⊆ Grr
V (B f ). The canonical inclusion

QH
CXY [dim(X)+ r]

sp−→ SpX ,1(QH
Y [dim(Y )]) corresponds to the inclusion

K f [z1, . . . ,zr] ↪→
⊕
ℓ∈Z

GrℓV (B f ),

[m]zα 7→ [mtα ] ∈ Grr+|α|
V (B f ).

This map is strictly filtered, so that the Hodge filtration on K f [z1, . . . ,zr] is determined by
that on SpX ,1(QH

Y [dim(Y )]). The quotient module is, by definition, ϕh,1(QH
Ỹ
[dim(Ỹ )− 1]),

and so the Hodge filtration on this vanishing cycles module is determined by the Hodge
filtration on SpX ,1(QH

Y [dim(Y )]). Note that, for λ ∈ (0,1), we have a filtered isomorphism

(22)
⊕
ℓ∈Z

Grλ+ℓ
V (B f ,F)∼= (ϕh,λ (QH

Ỹ
[dim(Ỹ )−1]),F).

Although this formula looks similar to the definition of vanishing cycles in terms of V -
filtrations, we remark that the right hand side is not computed in terms of the V -filtration of
the hypersurface defined by h in Ỹ , because Ỹ is singular. The resemblance to the definition
of vanishing cycles in terms of V -filtrations can be especially confusing here, because neither
side has a shift of the Hodge filtration, but we hope no confusion will arise.

We will need some results concerning monodromic mixed Hodge modules on Y ×Cr.
Recall that these are modules whose underlying filtered D-module splits into generalized
eigenspaces for the Euler operator θ = ∑

r
i=1 zi∂zi . In other words, if M is monodromic,

then M =
⊕

χ∈Q M χ where M χ =
⋃

j>1 ker((θ + χ) j). The Hodge filtration also sat-
isfies FpM =

⊕
χ∈Q FpM χ , where FpM χ = M χ ∩ FpM . It is an easy application of

[5, Thm. 1] that, for χ > r, we have equality FpM χ = ∑
r
i=1 FpM χ−1zi. This has the

consequence that if M is a (filtered direct summand of a) monodromic module such that
FpM =

⊕
χ>r−1 FpM χ , then

(23) FpM = 0 if and only if FpM
r−1+λ = 0 for all λ ∈ (0,1].

Moreover, if we take λ ∈ (0,1] and σ = min{p ∈ Z | FpM λ+Z ̸= 0} and if we assume
FσM λ+Z =

⊕
ℓ∈Z≥0

FσM r−1+λ+ℓ, then the following natural map is surjective:

(24) (FσM r−1+λ )[z1, . . . ,zr]→ FσM λ+Z

In fact, by [10, Lemma 2.6] that natural map is an isomorphism in this case. Thus, if
FσM λ+Z =

⊕
ℓ≥0 FσM r−1+λ+ℓ, we have an isomorphism

(25) π
∗(FσM r−1+λ ) = (FσM r−1+λ )[z1, . . . ,zr]∼= FσM λ+Z, π : Y ×Cr

z → Y,

where π∗ is the pullback of O-modules and FσM r−1+λ is a coherent OY -module.
If s : Y → Y ×Cr is the zero section and if M is monodromic such that FσH rs!(M ) = 0

and FσM =
⊕

χ≥r−1 FσM χ , then we have an isomorphism

π
∗(FσM r−1) = FσM r−1[z1, . . . ,zr]∼= FσM Z.
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Indeed, FσH rs!(M ) = 0 implies that FσM r = ∑
r
i=1 FσM r−1zi by [5, Theorem 2], and so

one can use the same argument as above.
We can now prove the theorem.

Proof of Theorem 4.7. Assume α̃(Z) = r + λ + p for some λ ∈ (0,1] and p ∈ Z≥−1. By
Theorem 4.3, this means

Fp+1−dimY Grr−1+χ

V B f = 0 for all χ < λ

and we have non-vanishing{
Fp+1−dimY Grr−1+λ

V B f ̸= 0 λ ∈ (0,1)
Fp+2−dimY Grr−1

V B f ̸= 0 λ = 1
.

To prove the claim, we first show that Fp−dimY ϕh(QH
Ỹ
[dim(Ỹ )−1]) = 0. Using Theorem

4.3 (specifically, the inequality α̃(Z)≥ r+ p), we see that Fp−dimY Grχ

V (B f )= 0 for all χ < r.
Moreover, as Fp+1−dimY Grr−1

V (B f ) = 0, we know that

Fp−dimY K f = Fp−dimY Grr
V (B f ),

meaning that the rth monodromic Hodge piece vanishes: Fp−dimY ϕh,1(QH
Ỹ
[dim(Ỹ )−1])r =

0. This tells us by the equivalence (23) that Fp−dimY ϕh(QH
Ỹ
[dim(Ỹ )−1]) = 0.

We prove the claim in two cases. First, if λ ∈ (0,1), we have by Equation (22) that
Fp+1−dimY ϕh,λ (QH

Ỹ
[dim(Ỹ )−1]) ̸= 0. Moreover, for all µ ∈ (0,λ ), we have

Fp+1−dimY ϕh,µ(QH
Ỹ
[dim(Ỹ )−1]) = 0,

using the equivalence (23) for the monodromic module ϕh,µ(QH
Ỹ
[dim(Ỹ )−1]). This proves

the claim in this case.
Finally, if λ = 1, we know that Fp+1−dimY B f ⊆V rB f and that Fp+2−dimY B f ̸⊆V>r−1B f .

Note that Fp+2−dimY B f = Fp+1−dimY B f +∑
r
i=1(Fp+1−dimY B f )∂ti , by definition, so the fact

that this is not contained in V>r−1B f implies that

Fp+1−dimY K f ⊊ Fp+1−dimY Grr
V (B f ),

or, in other words, that Fp+1−dimY ϕh,1(QH
Ỹ
[dim(Ỹ )−1]) ̸= 0. As we have already observed

that Fp+1−dimY ϕh,λ (QH
Ỹ
[dim(Ỹ )−1]) = 0 for all λ ∈ (0,1) in this case, we are done. □

To end this subsection, we show how to glue the local isomorphisms in equation (25)
above. The difficulty is the following: for a mixed Hodge module M on a singular variety X ,
we have well-defined objects GrF

p DR(M) in Db
coh(OX) for all p ∈ Z. In particular, if we take

the first p where this complex is non-zero, we get a well-defined coherent sheaf (the lowest
Hodge piece of the filtered right D-module underlying M in any local smooth embedding).

Now, if M is such that there exists a collection of local smooth embeddings so that M is
monodromic in each embedding, we want this result to hold for the individual monodromic
pieces, too.
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Lemma 4.8. Let X ⊆ Y be a local complete intersection of pure codimension r. For any
λ ∈ Q and p ∈ Z, there is a coherent OX -module GrF

p Grλ
V (BX ,Y ) with the property that if

U ⊆Y is an open subset such that X ∩U ⊆U is a complete intersection defined by a regular
sequence f1, . . . , fr ∈ OU(U), then there is an isomorphism

GrF
p Grλ

V (BX ,Y )|U ∼= GrF
p Grλ

V (B f ).

Moreover, there exists a coherent OX -submodule GrF
p KX of GrF

p Grr
V (BX ,Y ) such that, for

any local choice of regular sequence as above, there is an isomorphism

(GrF
p KX)|U ∼= GrF

p K f .

Proof. We cover Y =
⋃

i∈I Ui such that X ∩Ui ⊆Ui, if non-empty, is a complete intersection
defined by a regular sequence f1, . . . , fr ∈ OUi(Ui) for all i ∈ I. By replacing Y with Ui ∩U j
for i ̸= j, we want to construct OY -linear isomorphisms

GrF
p Grλ

V (B f )∼= GrF
p Grλ

V (Bg)

for two regular sequences ( f ) = f1, . . . , fr,(g) = g1, . . . ,gr defining X inside Y . Moreover,
we want these isomorphisms to satisfy a cocycle condition if we had a third regular sequence
(h) = h1, . . . ,hr defining X .

We follow [7, Remark 4.8], so we write gi = ∑ai j f j for 1 ≤ i ≤ r. This gives an r× r-
matrix A=(ai j) whose determinant det(A) does not vanish on any point of X (as both ( f ),(g)
are regular sequences). By replacing Y with the non-vanishing locus of det(A), we have an
automorphism

uA : Y ×Cr
t → Y ×Cr

η ,(y, t) 7→ (y,∑ai jt j),

so that if i f is the graph embedding along f and ig is the graph embedding along g, then
ig = u ◦ i f . Thus, there is an (F,V )-bifiltered OY -linear isomorphism τA

f ,g : B f ∼= Bg, but
where the DY×Cr-action on B f is twisted by u. Note that the twisted action preserves the
OY -module structure.

As B f =
⊕

ωY ∂ α
t δ f , it suffices to explain for each µ ∈ ωY where the element µ∂ α

t δ f
gets sent. The relation ηi = ∑

r
j=1 ai jt j gives that ∂ti = ∑

r
j=1 a ji∂η j , which shows that the

Euler operators are identified: θt = θη . Then the isomorphism is given by

µ∂
α
t δ f 7→ µ

r

∏
i=1

(
r

∑
j=1

a ji∂η j

)αi

δg.

Restricting to GrF
p Grλ

V , we get OY -linear isomorphisms

(26) GrF
p Grλ

V (B f )∼= GrF
p Grλ

V (Bg).

We must check that these isomorphisms are independent of the choice of matrix A. Let
A′ be another matrix such that A( f ) = A′( f ) = (g). Then (A−A′)( f ) = 0, so by the regular
sequence property (for example, exactness of the Koszul complex), we see that each entry of
A−A′ lies in ( f1, . . . , fr). Using that GrF

p Grλ
V (B f ) is scheme-theoretically supported on X ,

we see then that τA
f ,g = τA′

f ,g on these objects. We write τ f ,g for those isomorphisms.
If h1, . . . ,hr is another regular sequence defining X in Y , then we can write (h) = B · (g)

for some matrix B whose determinant det(B) doesn’t vanish on X . Moreover, we have (h) =
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BA( f ) and we can replace Y by the non-vanishing locus of det(AB) = det(A)det(B). In
this case, we have uAB = uB ◦ uA as automorphisms of Y ×Cr which gives (F,V )-bifiltered
isomorphisms

τ
BA
f ,h = τ

B
g,h ◦ τ

A
f ,g : B f → Bg → Bh,

and so the induced isomorphisms

τ f ,h = τg,h ◦ τ f ,g : GrF
p Grλ

V (B f )∼= GrF
p Grλ

V (Bg)∼= GrF
p Grλ

V (Bh)

satisfy the cocycle condition.
We conclude from this that if X ⊆ Y is an arbitrary local complete intersection subvariety

and we take an open cover Y =
⋃

i∈I Ui such that X ∩Ui ⊆ Ui is a complete intersection for
all i, then the sheaves GrF

p Grλ
V (B f ,Ui) glue together to give OY -coherent sheaves

GrF
p Grλ

V (BX ,Y ) scheme-theoretically supported on X .

Finally, note that τA
f ,g maps FpK f =

⋂r
i=1 ker(∂ti : FpGrr

V (B f ) → Fp+1Grr−1
V (B f )) iso-

morphically onto FpKg =
⋂r

i=1 ker(∂ηi : FpGrr
V (Bg)→Fp+1Grr−1

V (Bg)), because the matrix
A is invertible. Thus, we can glue together to give OY -coherent sheaves GrF

p KX supported
on X . □

Remark 4.9. Another way to see that GrF
p K f is independent of the defining equations is by

its identification with GrF
p+rQH

X [dim(X)].

Let GrF
p QX be the quotient of GrF

p Grr
V (BX ,Y ) by GrF

p KX , which is a coherent OX -module
supported on Sing(X). Note that for any λ /∈ Z≥r, the OX -module GrF

p Grλ
V (BX ,Y ) is sup-

ported on Sing(X), too. If π : CXY → X is the projection, we also let π denote the vector
bundle projection π : π−1(Sing(X)) = Σ → ΣX := Sing(X).

In the statement of the Corollary, we also study the lowest non-vanishing GrDR of the
dual D(ϕh,1(QỸ [dim(Ỹ )−1])(−dimY )). We state the corollary including the Tate twist by
(−dimY ) because below it is the Tate twisted module that will play a role, and we will see
in the proof why the Tate twist naturally arises.

Corollary 4.10. Let X ⊆ Y be a local complete intersection of pure codimension r. Let
α̃(X) = r+ q+ µ for some q ∈ Z≥−1 and µ ∈ (0,1]. Then the lowest non-vanishing index
for GrF

• DRϕh,µ(QH
Ỹ
[dim(Ỹ )− 1]) occurs at q+ 1− dimY , and if π : Σ → ΣX is the vector

bundle projection, then

GrF
q+1−dimY DRϕh,µ(QH

Ỹ
[dim(Ỹ )−1]) =

{
π∗(GrF

q+1−dimY Grr−1+µ

V (BX ,Y )) µ ∈ (0,1)
π∗(GrF

q+1−dimY QX) µ = 1
.

Similarly, if µ = 1, the lowest non-vanishing index for

GrF
• DR(D(ϕh,1(QỸ [dim(Ỹ )−1])(−dimY )))

occurs at q+2−dimY , and we have an isomorphism

GrF
q+2−dimY DR(D(ϕh,1(QỸ [dim(Ỹ )−1])(−dimY )))∼= π

∗(GrF
q+2−dimY Grr−1

V (BX ,Y )).
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Proof. The claim that the lowest Hodge piece occurs at Fq+1−dimY is implied by Theorem
4.7.

We proceed with a gluing argument like the above. The only difficulty is that the OCr-
action is twisted in the isomorphism constructed above, so we must have care in defining the
gluing isomorphisms.

Let ( f ) = f1, . . . , fr,(g) = g1, . . . ,gr be two regular sequences in OY (Y ) defining the com-
plete intersection X . The proof of Theorem 4.7 and equation (25) shows that, assuming
α̃(X) = r+q+µ , the lowest Hodge piece of ϕh,µ(QH

Ỹ
[dim(Ỹ )−1]) can be represented us-

ing the regular sequence ( f ) by

GrF
q+1−dimY DR(ϕh,µ(QH

Ỹ
[dim(Ỹ )−1]))=

{
GrF

q+1−dimY Grr−1+µ

V (B f )[t1, . . . , tr] µ ∈ (0,1)
GrF

q+1−dimY (Grr
V (B f )/K f )[t1, . . . , tr] µ = 1

,

and similarly with Bg in place of B f and η in place of t.
If we choose a matrix A such that A( f ) = (g), recall that the fiber coordinates satisfy

ηi = ∑
r
j=1 ai jt j. As A is invertible (up to replacing Y by a neighborhood of X), we can write

ti = ∑
r
j=1 a′i jη j for A−1 = A′ = (a′i j) a matrix with entries in OY (Y ).

Then we define an isomorphism for µ ∈ (0,1):

τ̃ f ,g : GrF
q+1−dimY Grr−1+µ

V (B f )[t1, . . . , tr]∼= GrF
q+1−dimY Grr−1+µ

V (Bg)[η1, . . . ,ηr]

and similarly if µ = 1:

τ̃ f ,g : GrF
q+1−dimY (Grr

V (B f )/K f )[t1, . . . , tr]∼= GrF
q+1−dimY (Grr

V (Bg)/Kg)[η1, . . . ,ηr],

both given by

mtα 7→ τ f ,g(m)
r

∏
i=1

(
r

∑
j=1

a′i jη j

)αi

.

This is clearly OY×Cr-linear. As above, it is not hard to check that this is independent of
the choice of matrix A, and hence see that these isomorphisms satisfy a cocycle condition.

For the last claim, let s : ΣX → Σ be the inclusion of the zero section. Then dualizing the
vanishing s∗ϕh,1(QH

Ỹ
[dim(Ỹ )− 1]) = 0 (obtained by using (17)) and Tate twisting gives us

that

(27) s!(D(ϕh,1(QH
Ỹ
[dim(Ỹ )−1]))(−dimY )) = 0.

Dualizing the unipotent part of the short exact sequence (20) and using that QH
Y [dimY ] is

pure polarizable of weight dimY , we get a short exact sequence

0 → D(ϕh,1(QH
Ỹ
[dim(Ỹ )−1]))(−dimY )→ Sp(QH

Y [dim(Y )])

→ D(QH
CXY [dim(X)+ r])(−dimY )→ 0.

If we look locally, over an open subset U ⊆Y such that U ∩X ⊆U is defined by a regular
sequence f1, . . . , fr ∈ OU(U), then we can see that D(QH

CXY [dim(X)+ r]) only has non-zero
monodromic pieces in degrees ≥ r (which is the same property that QH

CXY [dim(X)+ r] has,
essentially because they are pulled back from mixed Hodge modules on X). In particu-
lar, the (r − 1)-st monodromic piece of D(ϕh,1(QH

Ỹ
[dim(Ỹ )− 1]))(−dimY ), as a filtered
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D-module, agrees with Grr−1
V (B f ,F). The assumption α̃(X) = r+ q+ 1 (here µ = 1) im-

plies Fq+1−dimY Grr−1
V (B f ) = 0 but Fq+2−dimY Grr−1

V (B f ) ̸= 0. Finally, using the vanishing
(from (27)) Fq+2−dimY H rs!(D(ϕh,1(QH

Ỹ
[dim(Ỹ )− 1]))(−dimY )) = 0 and the gluing argu-

ment above proves the claim. □

4.5. Characteristic classes of lci varieties. In the notations of Section 4.3, let

π : CXY → X

be the projection, and let
s = s0 : X ↪→CXY

be the inclusion of the zero section of CXY . As before, we use H∗(X) to denote either
HBM

2∗ (X ;Q) or CH∗(X)Q. The Hirzebruch-Milnor class of the local complete intersection
X ⊂ Y can now be defined by restricting to the zero section the corresponding Hirzebruch-
Milnor class of the hypersurface CXY = {h = 0} ⊂ Ỹ .

Definition 4.11. The (un-normalized) Hirzebruch-Milnor class of the local complete inter-
section X ⊂ Y is defined by

(28) My∗(X ⊂ Y ) := s∗Ty∗(ϕhQH
Ỹ
) ∈ H∗(X)[y],

where s∗ : H∗(CXY )→ H∗−r(X) is the Gysin morphism (i.e., the inverse of the isomorphism
π∗, see [15, Definition 3.3]), linearly extended over Q[y]. A corresponding (unipotent) class
M{1}

y∗ (X ⊂ Y ) is defined by using the unipotent vanishing cycles ϕh,1 instead, and similarly
we define the class M{≠1}

y∗ (X ⊂ Y ) by using the non-unipotent vanishing cycles ϕh,̸=1.
A normalized version M̂y∗(X ⊂ Y ) of the Hirzebruch-Milnor class is defined by using

the Adams-type operations Ψk, namely, by precomposing My∗(X ⊂ Y ) with the operation
{Ψk}k≥0, which on a class γ ∈ Hk(X) acts by Ψk(γ) = (1+ y)−k · γ . Note that since s∗ :
H∗(CXY )→ H∗−r(X) drops the Chow degree by r, an equivalent way to define M̂y∗(X ⊂ Y )
is to replace Ty∗ in (28) by (1+ y)r · T̂y∗.

Remark 4.12. Using the notations of the previous section, we can define similarly un-
normalized and normalized spectral Hirzebruch-Milnor classes, denoted by Msp

t∗ (X ⊂ Y )
and resp. M̂sp

t∗ (X ⊂ Y ), as in Definition 3.10.

Remark 4.13. As above, let
ΣX := Sing(X)

denote the singular locus of X . Since ϕhQH
Ỹ

is supported on Σ := CXY |ΣX = π−1(ΣX), by
the functoriality of the transformation Ty∗ for the closed inclusion Σ ⊂ CXY we can view
Ty∗(ϕhQH

Ỹ
) as a class localized on Σ, i.e., in H∗(Σ)[y]. The functoriality of the Gysin map s∗

then implies that we can view the class My∗(X ⊂Y ) ∈ H∗(ΣX)[y] as a localized class as well.
In particular,

My,i(X ⊂ Y ) = 0 ∈ Hi(ΣX)[y] for i > dim(Sing(X)).

Similar considerations apply to the normalized Hirzebruch-Milnor class M̂y∗(X ⊂ Y ).
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Remark 4.14. If X ⊆ Y is a complete intersection subvariety of pure codimension r and
x ∈ X , then the reduced spectrum of [9] is given (see [10, Lemma 4.1]) by choosing a general
point ξ of {x}×Cr ⊆CXY = X ×Cr, with closed embedding iξ : {ξ}→CXY , and defining

Sp(X ,x) = ∑
α∈Q

mα,xtα ,

where

mα,x = ∑
k∈Z

(−1)k dimC GrF
⌈α⌉−dimX−1H

k−ri∗
ξ
(ϕh,exp(−2πiα)(QH

Ỹ
[dim(Ỹ )−1]))

= (−1)dimX
∑
k∈Z

(−1)k dimC GrF
⌈α⌉−dimX−1H

ki∗
ξ
(ϕh,exp(−2πiα)(QH

Ỹ
)).

On the other hand, we have that the coefficient of tα in Sp′(i∗
ξ
(ϕh(QH

Ỹ
))) is

∑
k∈Z

(−1)k dimC GrF
⌈−α⌉H

ki∗
ξ
(ϕh,exp(2πiα)(QH

Ỹ
)).

We see, then, that if ι : Z[t±1/e] is the involution sending tα to t−α , then

(29) Sp(X ,x) = (−1)dimX tdimX+1
ι(Sp′(i∗

ξ
(ϕh(QH

Ỹ
)))).

We also have the following result in the spirit of [4, Example 3.9]. In the proposition state-
ment, we let Sp′(X ,x) = Sp′(i∗

ξ
ϕh(QH

Ỹ
)). When X has an isolated hypersurface singularity

at x, for the spectrum as defined in [9], we can take the element ξ to be (x,1) ∈ {x}×Cr.
Moreover, the isomorphism (42) below gives

i∗
ξ

ϕh,exp(2πiα)(QH
Ỹ
)∼= i∗xϕ f ,exp(2πiα)(QH

Y ),

and so we see that Sp′(X ,x) as just defined agrees with the definition in Example 3.11.

Proposition 4.15. Let X ⊂ Y be a codimension r local complete intersection in a smooth
complex algebraic variety Y . Assume for simplicity that ΣX := Sing(X) is irreducible. Then

(30) My∗(X ⊂ Y ) = (1+ y)dim(ΣX )+r ·χy(i∗ξ ϕhQH
Ỹ
) · [ΣX ]+ l.o.t. ∈ Hdim(ΣX )(ΣX)[y]+ · · · ,

and

(31) M̂y∗(X ⊂ Y ) = (1+ y)r ·χy(i∗ξ ϕhQH
Ỹ
) · [ΣX ]+ l.o.t. ∈ Hdim(ΣX )(ΣX)[y]+ · · · ,

where l.o.t refers to lower degree homological terms, and ξ is a general point in the fiber
of π : CXY → X over a general (smooth) point x ∈ ΣX . Similar formulae holds for the spec-
tral classes Msp

t∗ (X ⊂ Y ) and M̂sp
t∗ (X ⊂ Y ), upon substituting t = −y and replacing the χy-

polynomial in (30) and resp. (31) with the reduced dual spectrum Sp′(X ,x).

Proof. In view of Definition 4.11, and since ϕhQH
Ỹ

is supported on Σ :=CXY |ΣX = π−1(ΣX),
with ΣX := Sing(X) the singular locus of X , it suffices to show that

(32) T̂y∗(ϕhQH
Ỹ
) = χy(i∗ξ ϕhQH

Ỹ
) · [Σ]+ l.o.t. ∈ Hc+r(Σ)[y]+ · · · ,

where c = dim(ΣX). This follows just like in [4, Example 3.9], by noting that the top degree
part of T̂y∗(ϕhQH

Ỹ
) lies in

(33) Hc+r(Σ)∼= Hc+r(Σreg)∼= H0(Σreg)∼= Z,
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which is generated by the fundamental class [Σ]. Here Σreg = π−1((ΣX)reg) is the smooth lo-
cus of Σ, and the second isomorphism in (33) is just Poincaré duality. (Recall that Hc+r(Σ) =
Htop(Σ) denotes as before either the top Borel-Moore homology group or the top Chow

group, and note that there is a group isomorphism CHc+r(Σ)
∼=→ HBM

2(c+r)(Σ).) To find the

coefficient of [Σ] in T̂y∗(ϕhQH
Ỹ
), we proceed like in [4, Example 3.9] by taking the stalk of

the vanishing cycle complex at a general point ξ ∈ Σ.
Similar considerations apply when using the spectral class transformation T̂ sp

t∗ , in which
case the χy-polynomial in (30) gets replaced with Sp′(i∗

ξ
ϕhQH

Ỹ
) = Sp′(X ,x). □

Remark 4.16. In general, if Σi
X is a c-dimensional irreducible component of ΣX = Sing(X),

one has canonical arrows

Hc(Σ
i
X)→ Hc(ΣX)→ Hc((Σ

i
X)reg)

with the first arrow injective. So the argument of the above proof can be applied to each
irreducible component of ΣX .

As an immediate consequence of Proposition 4.15, we have the following.

Corollary 4.17. Assume that the codimension r local complete intersection X ⊂ Y has only
one isolated singularity {x}. Then

(34) My∗(X ⊂ Y ) = M̂y∗(X ⊂ Y ) = (1+ y)r ·χy(i∗ξ ϕhQH
Ỹ
)

for ξ ∈ π−1(x) a general point in the fiber of π : CXY → X over x, and

(35) Msp
t∗ (X ⊂ Y ) = M̂sp

t∗ (X ⊂ Y ) = (1− t)r ·Sp′(X ,x).

The first implication in the next proposition is an immediate consequence of Definition
4.11 and Remark 4.13.

Proposition 4.18. Assume the local complete intersection X ⊂ Y is smooth. Then

My∗(X ⊂ Y ) = 0 and M̂y∗(X ⊂ Y ) = 0,

and similarly, the spectral classes vanish as well.
Conversely, if the lci X ⊆ Y is singular with singular locus ΣX , then the coefficient of the

fundamental class [ΣX ] in either of the classes My∗(X ⊂Y ), Msp
t∗ (X ⊂Y ) (or their normalized

versions) is non-zero.

Proof. Since by Remark 4.13 we know that My∗(X ⊂ Y ) ∈ H∗(ΣX)[y], with ΣX := Sing(X),
the assertion is immediate. The vanishing of Msp

t∗ (X ⊂ Y ) and of the normalized (spectral)
classes follows similarly.

We prove that the coefficient of [ΣX ] in the class Msp
t∗ (X ⊂ Y ) is non-zero, the rest can be

shown in a similar fashion or deduced from this claim. By Proposition 4.15, the coefficient
of [ΣX ] in Msp

t∗ (X ⊂ Y ) is, up to a power of (1− t), given by Sp′(X ,x), where x ∈ ΣX is a
general point. Hence the non-vanishing of the coefficient of [ΣX ] in Msp

t∗ (X ⊂Y ) is equivalent
to Sp′(X ,x) ̸= 0, which is equivalent to Sp(X ,x) ̸= 0 by Remark 4.14.

By [9, Theorem 2(ii)], this non-vanishing implies the same is true if we take a normal slice
to ΣX through x. As x is a general point of Σ, the resulting lci subvariety (in the normal slice)
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has an isolated singularity at x. But the spectrum of an ICIS singularity is always non-zero.
Indeed, that spectrum agrees with the Hodge spectrum of the monodromy on the reduced
Milnor cohomology, and so the vanishing of the spectrum is equivalent to the vanishing of
the reduced Milnor cohomology, i.e., for the Milnor number to be zero. By [16, Theorem
6.3.10], the Milnor number is zero if and only if the point is smooth, a contradiction. □

Let us next unravel Definition 4.11 in the case when r = 1, i.e., relate the Hirzebruch-
Milnor classes My∗(X ⊂ Y ), M̂y∗(X ⊂ Y ) defined via the deformation to the normal cone to
the Hirzebruch-Milnor classes of the corresponding hypersurface, as introduced in Definition
3.6.

Proposition 4.19. If X = { f = 0} with f ∈ OY (Y ), we have the following identities:

(36) My∗(X ⊂ Y ) = (1+ y) ·My∗(X)

and

(37) M̂y∗(X ⊂ Y ) = (1+ y) · M̂y∗(X).

Similarly, the spectral classes satisfy

(38) Msp
t∗ (X ⊂ Y ) = (1− t) ·Msp

t∗ (X).

and

(39) M̂sp
t∗ (X ⊂ Y ) = (1− t) · M̂sp

t∗ (X).

Proof. If X = { f = 0}, then
π ×C( f ) : CXY → X ×C

is an isomorphism, and let s1 : X → CXY be the section corresponding to id ×{1} under
this isomorphism, i.e., the constant section z = 1, with z the fiber coordinate. Then, by [39,
(Sp6)],

(40) s∗1 ◦SpX = ψ f ,

and by applying s∗1 to (19) we get that

(41) s∗1(ϕhQH
Ỹ
)≃ ϕ f QH

Y .

Moreover, using the discussion in Remark 4.5, s∗1 identifies the monodromy automorphisms
of ϕh and ϕ f . More precisely, for any µ ∈ (0,1], we have the identification (which can also
be verified for underlying D-modules):

(42) s∗1(ϕh,µQH
Ỹ
)≃ ϕ f ,µQH

Y .

Since s = s0 and s1 are sections of the same (trivial) line bundle π , they induce the same
Gysin morphism, so

(43) My∗(X ⊂ Y ) := s∗Ty∗(ϕhQH
Ỹ
) = s∗1Ty∗(ϕhQH

Ỹ
).

On the other hand, by (41), we get

(1+ y) ·My∗(X) = (1+ y) ·Ty∗(s∗1(ϕhQH
Ỹ
)).
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Hence, in order to prove formula (36), it suffices to show that for a monodromic mixed
Hodge module M on CXY , one has the following identity

(44) s∗1Ty∗(M) = (1+ y) ·Ty∗(s∗1M).

Consider the function g = z− 1 : CXY = X ×C → C, with z the fiber coordinate. Then
g−1(0) is identified with X under the inclusion given by the section s1. Schürmann’s special-
ization result for the transformation DRy (see [36], or [24, Section 4]), coupled with Verdier’s
specialization result for the Todd class transformation td∗ (cf. [38, 15]), yields that

(45) s∗1Ty∗(M) = (1+ y) ·Ty∗(ψg(M))

Thus to prove (44) it suffices to show that s∗1M ≃ ψg(M) or, equivalently, that ϕg(M) = 0.
The last claim can be checked on the underlying analytically constructible sheaves, and

here we can work on a trivial open disc bundle X ×D around s1(X) contained in the com-
plement CXY \ s(X) of the zero section. Then a monodromic sheaf F on CXY is (locally)
constant on the fibers of the projection p : X ×D → X so that it is of type p∗G , from which
one gets that ϕgF = 0.

For the spectral class version, note that Schürmann’s result holds more generally for
strictly specializable filtered D-modules. Hence, for any µ ∈ (0,1], it applies for the fil-
tered direct summand ϕh,µ(QH

Ỹ
[dim(Ỹ )−1]) and we have

s∗1Ty∗(ϕh,µ(QH
Ỹ
[dim(Ỹ )−1])) = (1+ y) ·Ty∗(ψg(ϕh,µ(QH

Ỹ
[dim(Ỹ )−1]))),

but then using that ϕh,µ(QH
Ỹ
[dim(Ỹ )−1]) is (locally) monodromic, we get that the right hand

side is equal to (1+ y)Ty∗(s∗1(ϕh,µ(QH
Ỹ
[dim(Ỹ )−1]))). Evaluating at y =−t and using (42),

we have the equality

s∗1T(−t)∗(ϕh,µ(QH
Ỹ
[dim(Ỹ )−1])) = (1− t)T(−t)∗(s

∗
1(ϕh,µ(QH

Ỹ
[dim(Ỹ )−1])))

= (1− t)T(−t)∗(ϕ f ,µ(QH
Y [dimY ])).

Multiplying by t1−µ for µ ∈ (0,1) (because ϕ∗,µ corresponds to eigenvalue exp(−2πiµ) for
∗= h, f ) or by t0 if µ = 1, and summing over all µ ∈ (0,1], we get the desired equality (38).

To prove formula (37), we proceed similarly, the only changes appearing in formula (43),
which gets replaced by

(46) M̂y∗(X ⊂ Y ) := (1+ y) · s∗1T̂y∗(ϕhQH
Ỹ
),

and also formula (45) gets replaced by (see [36], or [24, Section 4])

(47) s∗1T̂y∗(M) = T̂y∗(ψg(M)).

Formula (39) follows similarly. □

Remark 4.20. In view of Corollary 4.17 and Example 3.11, Proposition 4.19 provides a
characteristic class (and higher homological) generalization of the fact that, if the hyper-
surface X = { f = 0} ⊂ Y has only an isolated singularity, then the two notions of Hodge
spectrum Sp′(X ,x) (one defined as in Example 3.11 via the vanishing cycles of f , and the
other defined as in [9] via the deformation to the normal cone) agree (cf. also Remark 4.14).
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4.6. Spectral classes, minimal exponent, and Hodge spectrum. In this section we relate
the spectral classes of a local complete intersection X to the minimal exponent α̃(X). As a
consequence, we discuss results about the Hodge spectrum. For simplicity, we formulate our
results in terms of the un-normalized classes.

Recall that for α ∈ Q, we denote the coefficient of tα in the spectral Hirzebruch-Milnor
class Msp

t∗ (X ⊂ Y ) by Msp
t∗ (X ⊂ Y )|tα ∈ H∗(Sing(X)).

The main result of this section is the following.

Theorem 4.21. Let X ⊂ Y be a codimension r local complete intersection in a smooth com-
plex algebraic variety Y .

If α̃(X)≥ r+q+µ for some q ∈ Z≥−1 and µ ∈ (0,1], then

(48) Msp
t∗ (X ⊂ Y )|tα = 0 for all α > dimY −q−µ.

If Sing(X) is projective and lct(X)> r−1, then the converse holds.

Proof. By Theorem 4.2 and Theorem 4.7, we know that α̃(X)≥ r+q+µ if and only if

(49)

{
GrF

p−dimY DR(ϕh,λ (QH
Ỹ
[dim(Ỹ )−1])) = 0 for all λ ∈ (0,µ), p ≤ q+1,

GrF
p−dimY DR(ϕh,λ (QH

Ỹ
[dim(Ỹ )−1])) = 0 for all λ ∈ [µ,1], p ≤ q

Recall now that for an integer j ∈ Z and β ∈ [0,1), we have the equality

Msp
t∗ (X ⊂ Y )|t j+β = s∗td∗(GrF

− jDR(ϕh,exp(2πiβ )(QH
Ỹ
))).

Thus, we have the equality (using that ϕh,λ corresponds to eigenvalue exp(−2πiλ )):

s∗td∗(GrF
p−dimY DR(ϕh,λ (QH

Ỹ
))) =

{
Msp

t∗ (X ⊂ Y )|tdimY−p+(1−λ ) λ ∈ (0,1)
Msp

t∗ (X ⊂ Y )|tdimY−p λ = 1
.

Finally, this gives the vanishings
Msp

t∗ (X ⊂ Y )|tdimY+1−p−λ = 0 λ ∈ (0,µ), p ≤ q+1
Msp

t∗ (X ⊂ Y )|tdimY+1−p−λ = 0 λ ∈ [µ,1), p ≤ q
Msp

t∗ (X ⊂ Y )|tdimY−p = 0 λ = 1, p ≤ q
,

which proves the first claim.
Suppose now that Sing(X) is projective and that Msp

t∗ (X ⊂ Y )|tα = 0 for all α > dimY −
q − µ . Assume to the contrary that α̃(X) < r + q + µ . Write α̃(X) = r + q′ + µ ′, with
q′ ∈ Z≥−1 and µ ′ ∈ (0,1], so that q′+ µ ′ < q+ µ . There are two cases: either q′ = q and
µ ′ < µ or q′ ≤ q−1.

By Theorem 4.7, we have the equality

α̃(X) = r−1+min{p+λ | λ ∈ (0,1],GrF
p−dimY DRϕh,λ (QH

Ỹ
[dim(Ỹ )−1]) ̸= 0},

and so

min{p+λ | λ ∈ (0,1],GrF
p−dimY DRϕh,λ (QH

Ỹ
[dim(Ỹ )−1]) ̸= 0}= q′+µ

′+1,

which gives that the first non-zero GrF
• DR occurs at index q′+1−dimY :

GrF
q′+1−dimY DRϕh,µ ′(QH

Ỹ
[dim(Ỹ )−1]) ̸= 0.
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By the isomorphism (25), this is a coherent sheaf of the form π∗(F ) for F some coherent
sheaf on ΣX = Sing(X). Since π : Σ → ΣX is a vector bundle, the exact pullback functor π∗

on coherent sheaves induces an isomorphism on Grothendieck groups

π
∗ : K0(ΣX)

∼−→ K0(Σ).

Since F is a non-zero coherent sheaf on the projective variety ΣX , its Grothendieck class
[F ] ∈ K0(ΣX)Q = K0(ΣX)⊗Z Q does not vanish. This follows, e.g., from [23, Proposition
1], since td∗([F ]) ̸= 0 ∈ H∗(ΣX) and

(50) td∗ : K0(ΣX)Q
∼−→
⊕

i

CHi(ΣX)Q

is an isomorphism (cf. [15, Corollary 18.3.2]). So [π∗F ] = π∗[F ] ̸= 0 ∈ K0(Σ)Q. Applying
the Todd transformation and using the corresponding isomorphism (50) for Σ, we get that
td∗(π∗F ) ̸= 0. Finally, since s∗ is the inverse of the isomorphism π∗ on Chow (homology)
groups, we conclude that

s∗td∗(GrF
q′+1−dimY DR(ϕh,µ ′(QH

Ỹ
[dim(Ỹ )−1])) = s∗td∗(π∗(F )) ̸= 0.

Note that the left hand side is the coefficient of

{
tdimY−q′−1+(1−µ ′) µ ′ ∈ (0,1)
tdimY−q′−1 µ ′ = 1

.

In the second case, we must have q′ ≤ q−1, and so we get dimY −q′−1 ≥ dimY − (q−
1)−1 > dimY −q−µ , using that µ ∈ (0,1], which contradicts our assumption.

In the first case, either q′ = q and µ ′ < µ , so that dimY − q′ − µ ′ > dimY − q′ − µ =
dimY −q−µ , contradicting our vanishing assumption. Finally, if q′ ≤ q−1, we get dimY −
q′−µ ′ ≥ dimY −q+1−µ ′ > dimY −q−µ , as both µ,µ ′ ∈ (0,1]. □

Remark 4.22. Let X ⊆ Y be a local complete intersection of pure codimension r with iso-
lated singularity at x ∈ X and assume lct(X)> r−1. Let

Sp(X ,x) = ∑
α∈Q

mα,xtα

be the spectrum of X at x, as defined in Remark 4.14 above. Then [10] gives equality

min{α | mα,x ̸= 0}= α̃(X)− r+1.

Theorem 4.21 gives another proof of this equality (compare with Remark 3.15).

Corollary 4.23. Assume that the local complete intersection X ⊂ Y has only one isolated
singularity {x} and satisfies lct(X) > r− 1. Let α̃(X) = r+ q+ µ with q ∈ Z≥−1 and µ ∈
(0,1]. Then

min{α | mα,x ̸= 0}= α̃(X)− r+1.

In particular, X has k-Du Bois singularities if and only if

(51) mα,x = 0 for all α < k+1.

Finally, X has k-rational singularities if and only if

(52) mα,x for all α ≤ k+1.
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Proof. As mentioned above, we have the relation

Sp(X ,x) = (−1)dimX tdimX+1
ι(Sp′(X ,x)).

where recall that ι : Z[t1/e, t1/e]→ Z[t1/e, t−1/e] is the involution sending t1/e to t−1/e. We
can ignore the sign (−1)dimX as we are only interested in (non)-vanishing.

If we write Sp′(X ,x) =∑α∈Q m′
α,xt

α , then we have mα,x =m′
dimX+1−α,x. Thus, the desired

implication is

α̃(X) = r+q+µ =⇒ m′
α,x = 0 for all α > dim(X)−q−µ.

Let χ = max{α | m′
α,x ̸= 0}. By expanding (1− t)r in Proposition 4.17, we see then that

the maximal non-zero degree of t in Msp
t∗ (X ⊂ Y ) is χ + r. Theorem 4.21 then gives the

inequality χ + r ≤ dim(Y )−q−µ , so we get χ ≤ dim(X)−q−µ , as desired.
The last two claims follow by taking q = k−1,µ = 1 and q = k,0 < µ ≪ 1, respectively.

□

4.7. Spectral classes via Hodge-theoretic duality. We begin with the main result of this
subsection, which relates the lower spectral classes to the minimal exponent.

Theorem 4.24. Let X ⊂ Y be a codimension r local complete intersection in a smooth com-
plex algebraic variety Y . Assume α̃(X)≥ r+q+µ with q ∈ Z≥−1 and µ ∈ (0,1]. Then

Msp
t∗ (X ⊂ Y )|tα = 0 for all α < q+1+µ,

and the converse holds if lct(X)> r−1 and Sing(X) is projective.

Proof. Recall that, for λ ∈ [0,1), the coefficient Msp
t∗ (X ⊂ Y )|t p+λ is

s∗td∗([GrF
−pDR(ϕh,1−λ (QH

Ỹ
[dim(Ỹ )−1]))]).

Assume α̃(X)≥ r+q+µ , then we will show

GrF
−pDR(ϕh,1−λ (QH

Ỹ
[dim(Ỹ )−1])) = 0 for

{
p ≤ q λ ∈ [µ,1)
p ≤ q+1 λ ∈ [0,µ)

.

By duality, this vanishing is equivalent to the following: for λ ∈ (0,1), we want

GrF
p−dimY DR(D(ϕh,λ (QH

Ỹ
[dim(Ỹ )−1]))(−dimY )) = 0 for

{
p ≤ q λ ∈ [µ,1)
p ≤ q+1 λ ∈ (0,µ)

and for λ = 0, we want

GrF
p−dimY DR(D(ϕh,1(QH

Ỹ
[dim(Ỹ )−1]))(−dimY )) = 0 for p ≤ q+1.

Under the assumption of the minimal exponent, by the vanishing in (49), we get

(53)

{
GrF

p−dimY DR(ϕh,λ (QH
Ỹ
[dim(Ỹ )−1])) = 0 for all λ ∈ [µ,1), p ≤ q

GrF
p−dimY DR(ϕh,λ (QH

Ỹ
[dim(Ỹ )−1])) = 0 for all λ ∈ (0,µ), p ≤ q+1,

This immediately gives us the vanishings we want for λ ∈ (0,1). Indeed, using that
SpX(−) commutes with duality D and the isomorphism

SpX ,λ (Q
H
Y [dim(Y )])∼= ϕh,λ (QH

Ỹ
[dim(Ỹ )−1]) for λ ∈ (0,1)
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we conclude that there is an isomorphism

(54) D(ϕh,λ (QH
Ỹ
[dim(Ỹ )−1]))(−dimY )∼= ϕh,1−λ (QH

Ỹ
[dim(Ỹ )−1]),

where the Tate twist on the left hand side uses the fact that QH
Y [dimY ] is a pure Hodge module

of weight dimY .
For the unipotent part, towards contradiction let p ≤ q+1 be minimal such that

GrF
p−dimY DR(D(ϕh,1(QH

Ỹ
[dim(Ỹ )−1]))(−dimY )) ̸= 0.

Then, by the end of the proof of Corollary 4.10, there exists some U ⊆ Y with f1, . . . , fr a
regular sequence defining X ∩U ⊆U such that

GrF
p−dimY Grr−1

V (B f ) ̸= 0,

but the assumption α̃(X)≥ r+q+µ implies by Theorem 4.3 that Fq+1−dimY Grr−1
V (B f ) = 0,

and so the inequality p ≤ q+1 gives a contradiction.
For the converse, assume Sing(X) is projective and Msp

t∗ (X ⊂ Y )|tα = 0 for all α < q+
1+µ , but assume toward contradiction that r−1 < α̃(X) = r+ p+λ < r+q+µ . Here we
take p ∈ Z≥−1 and λ ∈ (0,1].

First, if λ ∈ (0,1), then by Corollary 4.10 we have an isomorphism

GrF
p+1−dimY DR(ϕh,λ (QH

Ỹ
[dim(Ỹ )−1]))) = π

∗(F ) ̸= 0,

where F = GrF
p+1−dimY Grr−1+λ

V (BX ,Y ), and because p+ λ < q+ µ we have either that
λ < µ and p ≤ q or λ ∈ [µ,1) and p ≤ q−1, and in any case, p+1+λ < q+1+µ . Apply-
ing Grothendieck duality Dcoh = RH omO(−,ω•

Σ
), which is known to satisfy the following

isomorphism on mixed Hodge modules ([29, Sect. 2.4]):

DcohGrF
• DR(−)∼= GrF

−•DR(D(−)),

and using the duality relation (54), we get

GrF
−(p+1)DR(ϕh,1−λ (QH

Ỹ
[dim(Ỹ )−1])) = Dcoh(π

∗(F )).

By the argument of Theorem 4.21, we know that td∗([π∗(F )]) ̸= 0. Hence, by [15, Ex-
ample 18.3.19], we conclude that td∗([Dcoh(π

∗(F ))]) ̸= 0. Finally, as s∗ is injective, we
get the coefficient Msp

t∗ (X ⊂ Y )|t p+1+λ ̸= 0, which using that p+ 1+λ < q+ 1+ µ gives a
contradiction.

If λ = 1, then by the last statement of Corollary 4.10, we have an isomorphism

GrF
p+2−dimY DR(D(ϕh,1(QH

Ỹ
[dim(Ỹ )−1]))(−dimY )) = π

∗(F ) ̸= 0,

where F = GrF
p+2−dimY Grr−1

V (BX ,Y ). As p+λ < q+ µ and λ = 1, we must have µ = 1
and so p+2 ≤ q+1. If we apply Grothendieck duality to both sides, we get

GrF
−(p+2)DR(ϕh,1(QH

Ỹ
[dim(Ỹ )−1]))∼= Dcoh(π

∗(F )).

By assumption, if we apply s∗td∗ to the left hand side of the above isomorphism, we get the
coefficient Msp

t∗ (X ⊂ Y )|t p+2 ̸= 0, but by the inequality p+2 ≤ q+1, we get a contradiction.
□
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Corollary 4.25. Assume that the local complete intersection X ⊂ Y has only one isolated
singularity {x} and satisfies lct(X) > r− 1. Let α̃(X) = r+ q+ µ with q ∈ Z≥−1 and µ ∈
(0,1]. Then

max{α ∈ Q | mα,x ̸= 0}= dim(X)−q−µ.

Proof. By Proposition 4.15, we have

Msp
t∗ (X ⊆ Y ) = Sp′(X ,x) = ∑

α∈Q
m′

α,xt
α

in this setting. Thus, Theorem 4.24 gives equality (using that the converse holds in the
isolated singularities setting)

min{α | m′
α,x ̸= 0}= q+1+µ.

Using the identification (29), this says that

max{α | mα,x ̸= 0}= (dimX +1)− (q+1+µ) = dim(X)−q−µ,

as desired. □

We conclude this section by relating the unipotent spectral classes to a weakening of the
Q-homology manifold condition, recently introduced in [28, 11].

On any reduced complex algebraic variety Z, there is a natural morphism (defined in [30,
(4.5.12)]) in Db(MHM(Z))

ψZ : QH
Z [dimZ]→ DZ(QH

Z [dimZ])(−dimZ),

which is a quasi-isomorphism if Z is smooth. More generally, the morphism ψZ is a quasi-
isomorphism if and only if Z is a Q-homology manifold, the underlying morphism of Q-
perverse sheaves being a sheaf-theoretic incarnation of the Poincaré duality morphism.

The papers [28, 11] introduce a natural Hodge-theoretic weakening of the Q-homology
manifold condition, which is defined by applying GrF

−pDR to the morphism ψZ and asking
whether the morphism GrF

−pDR(ψZ) is a quasi-isomorphism in Db
coh(OZ). We define

HRH(Z) = sup
{

k | GrF
−pDR(ψZ) is a quasi-isomorphism for all p ≤ k

}
,

with the convention that HRH(Z) =−1 if GrF
0 DR(ψZ) is not a quasi-isomorphism.

It is not hard to see that if π : Z′ → Z is a smooth morphism, then HRH(Z) = HRH(Z′),
see [11, Lemma 6.10] for a proof.

Essentially by definition, if X is a variety with lci singularities, then for any k ≥ 0, we have

(55) X is k-rational ⇐⇒ X is k-Du Bois and HRH(X)≥ k.

If M ∈ MHM(Z) is a mixed Hodge module on a (possibly singular) complex variety Z, we
define

p(M) = min{q | GrF
q DR(M) is not acyclic}.

In the embedded lci setting X ⊆ Y , we have the following.

Theorem 4.26. (a) ([11, Theorem I]) Let X ⊆ Y be an lci subvariety. Then

HRH(X)≥ p(ϕh,1(QH
Ỹ
[dim(Ỹ )−1]))+dimY −1.
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(b) ([11, Theorem H]) Let X ⊆ Y be a hypersurface. Then

HRH(X) = p(ϕh,1(QH
Ỹ
[dim(Ỹ )−1]))+dimY −1,

and if X = { f = 0} ⊆ Y , then

HRH(X) = p(ϕ f ,1(QH
Y [dim(Y )]))+dimY −2.

A relation between the invariant HRH(X) defined above and the unipotent Hirzebruch-
Milnor classes is given by the next result, however, we can only handle the hypersurface case.
The difficulty with the general lci case is that, in Corollary 4.10, one only knows that the first
non-zero GrDR is a pull-back along π : Σ → ΣX in the case where that lowest Hodge piece
actually corresponds to the minimal exponent. In particular, if the minimal exponent is not
an integer, then we do not have any precise understanding of GrF

• DR(ϕh,1(QH
Ỹ
[dim(Ỹ )−1])).

So even when Σ is projective, we cannot conclude vanishing, except in the hypersurface case
where we can work on ΣX itself.

Theorem 4.27. Let X ⊆Y be a hypersurface in a smooth complex algebraic variety Y . Then

min{p ∈ Z | [M{1}
y∗ (X ⊆ Y )]p ̸= 0} ≥ HRH(X)+1,

and if Sing(X) is projective, then equality holds.

Proof. We have equality by Proposition 4.19:

M{1}
y∗ (X ⊆ Y ) = (1− y)M{1}

y∗ (X),

and so it suffices to prove the claim with [M{1}
y∗ (X)]p.

For this, we use [23, Theorem 4], which says that

[M{1}
y∗ (X)]p = 0 for all p < α̃

{1}(X),

with equality if Sing(X) is projective. Here α̃{1}(X) = min p(Gr0
V (B f ,U))+ dimY , where

the minimum is over all open subsets U ⊆Y with f ∈OU(U) such that X ∩U = { f = 0}⊆U .
Putting this together with the last claim of Theorem 4.26 above (applied locally), we get

min{p ∈ Z | [M{1}
y∗ (X)]p ̸= 0} ≥ HRH(X)+1,

with equality if Sing(X) is projective, as desired. □

4.8. Higher singularities via Hirzebruch-Milnor classes. In this section, we use the fact
that a corresponding formula (13) holds for the (un-normalized) Hirzebruch-Milnor classes
in order to relate higher (Du Bois and rational) singularities to vanishing properties of these
Hirzebruch-Milnor classes.

Notation 4.28. For an integer p ≥ 0 we denote as before by [My∗(X ⊂ Y )]p the coefficient
of yp in My∗(X ⊂ Y ), and similarly for [M{1}

y∗ (X ⊂ Y )]p and [M{≠1}
y∗ (X ⊂ Y )]p.

We then have the following results.
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Theorem 4.29. Let X ⊂ Y be a codimension r local complete intersection in a smooth com-
plex algebraic variety Y . If X has k-Du Bois singularities, then

(56)

{
[M{≠1}

y∗ (X ⊂ Y )]p = 0 for all p ≥ dim(Y )− k,

[M{1}
y∗ (X ⊂ Y )]p = 0 for all p ≥ dim(Y )+1− k,

and the converse holds if Sing(X) is projective and lct(X)> r−1.
If X has k-rational singularities, then

(57) [My∗(X ⊂ Y )]p = 0 for all p ≥ dim(Y )− k,

and the converse holds if Sing(X) is projective and lct(X)> r−1.

Proof. The starting point is the equality

[M(−y)∗(X)]p =
⊕

α∈Q∩[0,1)
Msp

t∗ (X)|t p+α .

We have that X has k-Du Bois singularities if and only if α̃(X)≥ r+k. By taking q= k−1
and µ = 1 in Theorem 4.21, this implies the desired vanishings.

Similarly, X has k-rational singularities if and only if α̃(X)> r+ k, and so the last claim
follows in the same way by taking q = k and 0 < µ ≪ 1. □

Theorem 4.30. Let X ⊂ Y be a codimension r local complete intersection in a smooth com-
plex algebraic variety Y . If X has k-Du Bois singularities, then

(58) [My∗(X ⊂ Y )]p = 0 for all p ≤ k.

If X has k-rational singularities, then (58) holds and, moreover,

(59) [M{1}
y∗ (X ⊂ Y )]k+1 = 0.

If lct(X)> r−1 and Sing(X) is projective, then the converse implications hold.

Proof. The assertion follows by using Theorem 4.24, or more specifically, by taking q =
k−1,µ = 1 in the k-Du Bois case and q = k,0 < µ ≪ 1 in the k-rational case. □

Remark 4.31. Let us assume that X = { f = 0} is a globally defined hypersurface in the
smooth variety Y . Proposition 4.19 yields in this case that

[My∗(X ⊂ Y )]p = [My∗(X)]p +[My∗(X)]p−1,

and so we can see the vanishings in Theorem 4.30 from Corollary 3.16, if X has k-Du Bois
singularities and Corollary 3.17, when X has k-rational singularities.
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[20] S. J. Kovács, Rational, log canonical, Du Bois singularities: on the conjectures of Kollár and Steenbrink,

Compos. Math. 118 (1999), no. 2, 123–133.
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[24] L. Maxim, J. Schürmann, Characteristic classes of mixed Hodge modules and applications, Schubert va-
rieties, equivariant cohomology and characteristic classes—IMPANGA 15, EMS Ser. Congr. Rep., pages
159–202. Eur. Math. Soc., Zürich, 2018.
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