MAT 240, Fall 2008
Solutions to Problem Set 3

1. Let © = (21, 22,23,24) € C. Then, x € span({y, z}) if and only if there exist a,b € C such
that = ay + bz, i.e. if and only if (21, z9, x3,24) = (b,a + bi,a(1l + i) + b, —ai — bi). This is
equivalent to b = 1, a = x9 — ixy, 3= (2 — i)x1 + (1 + 9)x2 and x4 = (—1 — i)x1 — iwo.

2. We will prove each direction separately.
=: Let W be a subspace of V. Then, span(W) = {>"" , a;w; | a; € F,w; € W,n e N} C W,
since W is a subspace so Y ;" a;w; € W. Also, W = {1-w | w € W} C span(W). Hense,
span(W) = W.
<«: Assume span(W) = W. We check conditions of subspace test (Theorem 1.3):

(a) 0 € W since 0 =0-w € span(W) for any w € W (note we can prove that 0-w =0 in a
vector space the same way we proved that in any field F' for any =z € F, 0 -z = 0);

(b) let wy,we € W, then wy + wy € span(W) = W,

(c) let ce F, we W, then cw € span(W) = W.

Hence, W is a subspace of V.

3. Let V be a vector space over a field F' and let S; and Se be subsets of V. Then it
is easy to prove that if S; C span(S2) then span(S;) C span(S2). Indeed, span(S;) =

{Z?Zl CiSi | c; € Fg,,si S Sl,i S N} = {Z?:l Ci (E;nzl dej) | Ci,dj S ]F5,Zj S Sg,i,j c N} =

{Z;;l >y cidjzj | ciyd; € F5, 25 € Sa,i,5 € N} C span(S2). We use this observation in the
following problems.

(a) We have that So C S7 which implies that span(Ss) C span(S7). On the other hand, if
f €5y, then f(x) = (x — 1)g(z), where g(x) = azz® + a22? + a1z + ag, for some a; € R,
i=0,1,2,3. So, f(z) = azz®(x — 1) + asz?(x — 1) + arz(z — 1) + ap(xz — 1) € span(Sy).
Hence, span(S7) C span(S2). Therefore, span(S;) = span(.Sz).

(b) Obviously, z € S2 and z ¢ span(S1), so span(S2) is not a subset of span(S;). Note
however that z = (z + z) — z, so S1 C span(Ss2), and hence span(S1) C span(Ss).

(c) We have that S; C S, hence span(S;) C span(S2). We want to prove that Se C span(Sy),
which implies that span(S2) C span(S7). Then we have that span(S;) = span(.Ss).

a b

Let A= < e d ) € So. If A € span(S7), then there exist a, 3,7 € F5 such that

10 0 2 2 3
A=elo i) o2 (50) (5 3)

Using calculations in F5 to solve the following system of equations for o and g,

o + 2y = a
26 + 3v = b

36 + 2y = ¢

4o + 3y = d



we get that
0 = 4d4a—d = 4da+4d
0 = 3b—2c = 3b+ 3c.

Multiplying the first equation by 4 and the second by 2, we get that

0 = a+d
0 = b+c

Hence, we have one free variable v € F5 and (o, 5,7) = (a + 37v,3b+ 7, 7).
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4. (a) LetS-{(O 0>,<0 0>,<1 0>,<0 1>}.Toshowthatspan(S)—V,let

A= < (Z Z),for some a, b, c,d € Q. Then,

<“CL Z>:(a—c—d)<(1) 8>+b<8 é)%—c(i 8>+d<(1) ?)

Therefore, V' C span(S). Obviously, span(S) C V, hence span(S) = V.

(b) If, span(S’) = V, then ( (1) 8 ) € span(S’). That is, there exist ¢; € Q, such that

1 0 a; a; a; a;
— Z?:l ¢ 211 2112 ’ where 211 112 c S/
0 O 91 G592 Q21 Q592
< 10 > _ < Do Ciinn Y e Cilila

0 0 Z?zl CiGi21 Z?:l CiQi22
1+0 = YU ciainn + Y CiGil2
1 = Yo cilain +aing)
1 = 2?21 C; 0
1 = 0.
Contradiction.

5. (a) Take S = {22 + 2,222 + x,2% + x + 1}. Then, ax® + bx + ¢ = (—a+2b —c)(z* + z) +
(@ —b)(22% + z) + c(2? + z + 1), for any a,b, c € Fs.
(b) Consider g(z) = z, g € V. If g(z) = Y7, cifi(z), for some f; € S’ and ¢; € Fs,

then g(1) = Y0, aifi(l) = Yo cifi(3) = g(3). However, g(1) = 1 # 3 = ¢(3).
Contradiction.

6. (a) Let v € span(S; N S2). Then v = > ¢s; for some s; € S; NSy and scalars ¢;.
Since s; € S; for all i, v € span(Sy). Also, s; € Sy for all 4, so v € span(Ss2). Hence,
v € span(S7) N span(.Sz).
(b) Consider V =R2? S; = {(1,0)}, So = {2,0)}. Then span(S; N Ss) = span(()) = {0} and
span(S1) Nspan(Sy) = span(S1), i.e. the x-axis.
(c) Let V. =R% S = {(1,0)}, So = {1,0),(0,1)}. Then span(S; N S2) = span({(1,0)}) =
span(St) Nspan(Ss).



7. (a)

Let a,b,c € C and the linear combination

S14i 14 i+1 1 0 1
a( 0 1—¢)+b< 1 i—1>+c(i 2)0’

which gives system of equations

(—1+i)a + (1+1)b =0
(1+i)a + b + ¢ =0

- b + 1w = 0
(1—-d)a + (=14i9b + 2¢ = 0.

Solving this system for b and ¢, we get 0 -a = 0, so we can take any a € C. So,

(a,b,c) = (a, %—Iﬁa, —a). In particular, if we take a = 1 + i, we get a non-trivial solution

(a,b,¢) = (1+1,1—1i,—1 —1i). Hence, S is not linearly independent in V.
It is easy to show that if
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then a =b=c¢=0, so S is a linearly independent set.

a(z® +a2t —2®) + b’ + 2t —2) +e(@d+at—2) = 0
(a+b+c)rd+ (a+b+c)xt —az® —br? —ca? = 0.
So,

at+b+c = 0

at+b+c = 0

—a = 0

-b =0

—-c =0

Obviously, (a,b,c) = (0,0,0), so S is linearly independent.

This statement is the same as: The set S = {f, g} is linearly dependent if and only if for
all a,b e F, f(a)g(b) — g(a)f(b) =0.

=: Assume that S is linearly dependent. Then there exist (a,3) # (0,0), such that
af(x) 4+ Bg(z) =0 for all x € F. Without loss of generality, assume that o # 0, so there
exists a~t. Then, f(z) = (—B)a"tg(z). For all a,b € F, f(a)g(b) = (—B)a"tg(a)g(b) =
9(a)f(b).

<: If f and g are identically zero, then f = g, so S is linearly dependent. Assume
that not both f and g are identically zero. Say, without loss of generality, that there
exists rg € F such that g(xg) # 0, so there exists g(z¢)~!. Assume that for all a,b €
F, f(a)g(b) — g(a)f(b) = 0. Then for all z € F, f(x) = (g9(wo) " f(x0))g(x). Since
g(z0) "L f(xp) is a constant, S is linearly dependent.

By part a), we need to find a,b € F, such that f(a)g(b) — g(a)f(b) # 0. Since f
and ¢ are not identically zero, there exist a,b € F', such that f(a) # 0 and g(b) # 0.
Then, if g(a) = 0, f(a)g(b) — g(a)f(b) = f(a)g(b) # 0. Otherwise, if g(a) # 0, then
fla)g(=a) —g(a)f(—a) = —f(a)g(a) — g(a)f(a) = —2f(a)g(a) # 0.



9.

10.

11.

(a) If a(azx) + B(by) + v(cz) = 0, then (aa)z + (Bb)y + (y¢)z = 0. Since {z,y, z} is linearly
independent, aa = b = yc = 0. Now, since abc # 0, their inverses exist, to a = =y =
0, that is {ax, by, cz} is linearly independent.

(b) Span of any set U is a linearly dependent set. Indeed, if 2z € U, then cx € span(U) for
any scalar ¢. Assume ¢ # 0. Then (—c¢) -2+ 1- (cx) = 0 is a non-trivial combination of
vectors from span(U), so span(U) is linearly dependent. Therefore, span({x + z,z — y})
is a linearly dependent set.

Note, 8" = {x + z,x — y} is a linearly independent set.

(c) This is a linearly dependent set. Indeed, if a(x + z) + b(z — y) + ¢(y + z) = 0, then
(a+b)x+ (=b+c)y+ (a+c)z =0. Since {x,y, z} is linearly independent, we get

a + b = 0
- b 4+ c =0
a + ¢ = 0.

This system of equations has a solution (a, b, c) = (—¢, ¢, ¢), for any ¢ € F. Therefore, for
any c # 0, this is a non-trivial solution.

By definition, a set is linearly independent if it is not linearly dependent. Therefore, we will
show that S is not linearly dependent.

Assume that S is linearly dependent. Then there exist finitely many distinct vectors f; € .S,
1 =1,2,....,n, n € N, and scalars ; € F which are not all zero, such that ayf; + asfo +
-+ + apfn = 0. Let k be the highest degree of polynomial with non-zero scalar, that is
k = maz{deg(f;) | i # 0,1 = 1,2,...,n} (note, this is a finite non-empty set, so maximum
exists). Then, for some unique ig, f;(z) = apz® + ag_12" 1+ +ag, a; € F, j =1,2,...,k
and ay # 0. We have that ayf1 + asfo + - -+ + ay, frn is a polynomial of degree k with leading
coefficient a;,a;,, since all polynomials in S have distinct degree smaller than k. However,
arfi +oefo+ -+ anfn =0, so leading coefficient has to be zero, i.e. a;,a;, = 0, implying
oy, = 0 since a;, # 0. This is a contradiction to our choice of k.

(a) Assume that S; U S5 is a linearly dependent set. That is, for some z; € S1, i =1,2,...,n,
and y; € Sz, j = 1,2,...,m, n,m € N, there exist a;,3; € F not all zero, such that
o171 + Qexe + -+ anp + yr + Beyz + - Bnym = 0, n,m > 1. Then, v = ayzy +
agxo + -+ -+ oy = —(Bry1 + Pay2 + - - - Bmym) € span(Si) Nspan(Sz), so v = 0. Since S;
and Sy are linearly independent sets, this means that a; =0 for i =1,2,...,n and 3; =0
for j = 1,2,...,m, which is a contradiction.

(b) Let V = R? and consider S; = {(1,1)} and Sy = {(0,1),(1,0)}.



