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Abstract. The variant A3w of Ma, Trudinger and Wang’s condition for reg-

ularity of optimal transportation maps is implied by the nonnegativity of a

pseudo-Riemannian curvature — which we call cross-curvature — induced

by the transportation cost. For the Riemannian distance squared cost, it is

shown that (1) cross-curvature nonnegativity is preserved for products of two

manifolds; (2) both A3w and cross-curvature nonnegativity are inherited by

Riemannian submersions, as is domain convexity for the exponential maps;

and (3) the n-dimensional round sphere satisfies cross-curvature nonnegativ-

ity. From these results, a large new class of Riemannian manifolds satisfying

cross-curvature nonnegativity (thus A3w) is obtained, including many whose

sectional curvature is far from constant. All known obstructions to the regu-

larity of optimal maps are absent from these manifolds, making them a class

for which it is natural to conjecture that regularity holds. This conjecture

is confirmed for certain Riemannian submersions of the sphere such as the

complex projective spaces CPn.

1. Introduction

This paper addresses questions in optimal transportation theory and Riemannian
geometry. For a general introduction to these subjects we refer to the books by
Villani [V1] [V2] for optimal transport theory and the book by Cheeger and Ebin
[CE] for Riemannian geometry.

1.1. Background: optimal transport and pseudo-Riemannian geometry.
In optimal transportation theory one is interested in phenomena which occur when
moving mass distributions so as to minimize the transportation cost. Mathemat-
ically, there are source and target domains, M , M̄ , two differential manifolds
equipped with a lower semi-continuous cost function c : M × M̄ → R ∪ {∞}.
Given two positive Borel probability measures ρ, ρ̄ on M , M̄ , respectively, one
wants to understand the optimal map F : M → M̄ , which minimizes the average
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cost
∫

M

c(x, F (x))dρ(x)(1.1)

among all such maps pushing-forward ρ to ρ̄, denoted F#ρ = ρ̄ and meaning that

ρ(F−1(E)) = ρ̄(E) ∀ Borel E ⊂ M̄.(1.2)

Particular attention has been devoted to the case M = M̄ , a complete Rie-
mannian manifold with the cost c = 1

2dist2, where dist denotes the Riemannian
distance function. Existence and uniqueness of optimal maps in this case is well
known due to the work of Brenier [Br] and McCann [M] (and Sturm [S] and Figalli
[F] for noncompact manifolds), under the condition that ρ doesn’t charge lower
dimensional submanifolds (see also [CNM]). Under suitable hypotheses, regularity
(C0/Cα/C∞) of such optimal maps is known for Euclidean space M = Rn by
results of Delanoë [D1], Caffarelli [Ca1] [Ca2], and Urbas [U], and for flat [Co] and
near flat [D2] manifolds by Cordero-Erausquin and Delanoë. Beyond the flat case,
Loeper [L2] deduced regularity on the round sphere, by combining his own break-
throughs with pioneering results of Ma, Trudinger and Wang [MTW][TW1][TW2]
concerning regularity of optimal maps for general cost functions. Loeper’s result is
simplified in the work of present authors [KM] where we give an elementary and
direct proof of a crucial maximum principle deduced by Loeper from Trudinger
and Wang’s theory. We referred to Loeper’s maximum principle with the acronym
DASM (see Theorem 2.7), and extended it to the manifold case. In the course of
deriving new results, our method was employed and further developed by Figalli
and Villani [FV], Figalli and Rifford [FR], Loeper and Villani [LV], and Villani [V2]
[V3].

Our contributions in [KM] are based on a pseudo-Riemannian geometric struc-
ture h on M×M̄ induced by the transportation cost. Namely when dim M = dim M̄

this pseudo-metric h is defined on N ⊂ M × M̄ with c ∈ C4(N) as the following
symmetric bilinear form on TM ⊕ TM̄ :

(1.3) h :=
(

0 − 1
2D̄Dc

− 1
2DD̄c 0

)

where D and D̄ denote the differentials along M and M̄ , respectively. For non-
degeneracy of h we assume that DD̄c and its adjoint D̄Dc are non-degenerate
(Ma, Trudinger and Wang’s condition A2: see Section 2). This is automatically
true for the Riemannian distance squared cost, away from the cut-locus, since
D̄Dc is a matrix of independent Jacobi fields. This pseudo-metric h geometrizes
the regularity theory of optimal maps, by recasting the variant A3w [TW1] of
Ma, Trudinger and Wang’s [MTW] key cost hypothesis for regularity as the non-
negativity of certain pseudo-Riemannian sectional curvatures of h. To explain this
condition more precisely, we need
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Definition 1.1 (cross-curvature). Let (x, x̄) ∈ N ⊂ M × M̄ . For each p ⊕ p̄ ∈
T(x,x̄)N = TxM ⊕ Tx̄M̄ , the cross-curvature of p and p̄ is defined as

cross(N,h)
(x,x̄) (p, p̄) = Rh((p⊕ 0) ∧ (0⊕ p̄), (p⊕ 0) ∧ (0⊕ p̄))(1.4)

where Rh is the Riemann curvature operator of the pseudo-metric h. We drop the
superscript (N, h) and the subscript (x, x̄) when no ambiguity can occur.

Trudinger and Wang’s A3w condition [TW1] and the strict antecedent A3s which
they formulated with Ma [MTW] then assert

A3w: cross(p, p̄) ≥ 0 for all p⊕ p̄ with h(p⊕ p̄, p⊕ p̄) = 0;(1.5)

A3s: in addition, cross(p, p̄) = 0 in (1.5) implies p = 0 or p̄ = 0.(1.6)

A3w and A3s are also called weak regularity and strict regularity, respectively. If
(N, h) satisfies the inequality cross(p, p̄) ≥ 0 for all p⊕p̄ (whether or not h(p⊕p̄, p⊕p̄)
vanishes), then (N,h) is said to be non-negatively cross-curved. Loeper [L1] showed
that A3w is necessary and A3s sufficient for continuity of optimal maps between
suitable measures: without A3w there are discontinuous optimal maps between
smooth measures ρ, ρ̄ on nice domains. Trudinger and Wang [TW1] had already
shown the sufficiency of A3w for continuity (indeed smooth differentiability) of
optimal mappings, under much stronger smoothness and convexity restrictions on
ρ and ρ̄. These restrictions on ρ, ρ̄ are relaxed in two dimensions by Figalli and
Loeper [FL], where a continuity result for optimal maps was shown under A3w. It
still remains an open question to show such continuity results in higher dimensions.
However, in a separate work with Figalli [FKM1] required by [FL] to complete
their argument, we show non-negative cross-curvature allows these smoothness and
convexity restrictions to be relaxed without sacrificing continuity of optimal maps
and without assuming A3s, thus obtaining a continuity theory which extends Caf-
farelli’s c(x, y) = 1

2 |x− y|2 result [Ca1] to a new class of cost functions.
For the Riemannian distance squared cost c(x, x̄) = dist2(x, x̄)/2 on a Riemann-

ian manifold M = M̄ , an isometric copy of M is embedded totally geodesically as
the diagonal of M × M with respect to the pseudo-Riemannian metric h. Along
this diagonal,

cross(x,x)(p, p̄) =
4
3
RM (p ∧ p̄, p ∧ p̄)

where RM denotes the curvature operator of M (see [KM] for details). This pro-
vides some geometric intuition motivating Loeper’s result [L1] that A3w implies
nonnegative sectional curvature of the Riemannian metric. (However, the nonneg-
ative/positive curvature does not imply A3w, as shown by counterexamples in [K]
and the more recent work [FRV2].) Loeper also verified A3s for the standard round
sphere [L2] and used it to obtain C1/ max{5,4n−1} and C∞ regularity results for op-
timal maps in this spherical setting. This Hölder exponent has since been improved
to its sharp value by Liu [L].
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1.2. Main results. Throughout this paper, if not specified, each Riemannian man-
ifold M is assumed to be complete and to be equipped with the cost function
c = 1

2dist2 and this cost induces the pseudo metric h on N = M ×M \ cut-locus.
A Riemannian manifold M is said to be A3w / A3s / non-negatively cross-curved
if (N, h) satisfies the corresponding cross-curvature condition.

Our main results provide methods of generating new examples of Riemannian
manifolds which satisfy non-negative cross-curvature and thus A3w. As announced
in [KM], we show:

Theorem 1.2. (Products and submersions, particularly of round spheres)
1) Sn with its standard round metric is non-negatively cross-curved.
2) Let π : M̃ → M be a Riemannian submersion (see Definition 4.1). If M̃ is A3w
/ A3s / non-negatively cross-curved then so is M .
3) For product M+ × M− of Riemannian manifolds, if each factor M± is non-
negatively cross-curved, then the resulting manifold M+ × M− is non-negatively
cross-curved, thus A3w holds (but never A3s).
4) Moreover, if either of the factors above fail to be non-negatively cross-curved
then the product M+ ×M− fails to be A3w.

Proof. The proof of assertion 1) is a calculation given in Section 6. Assertion 2)
is shown in Section 4. Assertion 3) and 4) are easy facts which are explained in
Section 3 in detail. ¤
Remark 1.3. Following our announcement of Theorem 1.2 [KM], Figalli and Rif-
ford [FR] gave an alternate proof of result 1) in a different form, slightly stronger
than the present statement but complementary to the almost positivity shown in
Definition 4.6 and Theorem 6.2

As a byproduct of our method, we obtain an O’Neill type inequality for cross-
curvature in Riemannian submersions (see Theorem 4.5). This verifies that Rie-
mannian submersion quotients of the round sphere all satisfy A3s; they have convex
domains for their exponential maps by Theorem 4.9. If, in addition the convexity
of these domains is strict, then optimal maps are continuous between positively
bounded densities, and higher regularity follows on notable examples such as com-
plex projective spaces CPn with the Fubini-Study metric: see Section 5. These are
new results which are not covered by other discrete quotient cases of Delanoë and
Ge [DG] or Figalli and Rifford [FR].

As another important consequence, the Riemannian product of round spheres
and Euclidean space Sn1 × · · · × Snk × Rl and its Riemannian submersion quo-
tients, all satisfy cross-curvature non-negativity and thus A3w. Since this rules
out the known counterexamples to regularity [L1], optimism combines with a lack
of imagination to lead to the conjecture that regularity of optimal mappings also
holds in such settings. Together with the perturbations [DG][LV][FR] of the round
sphere and its discrete quotients discussed by Delanoë and Ge, Loeper and Villani,
and Figalli and Rifford, for which the continuity [FR] or regularity [LV][DG] of
optimal maps is already shown, these presently form the only examples of non-
flat Riemannian manifolds on which the Riemannian distance squared is known to
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be A3w. Other functions of Riemannian distance which satisfy A3w in constant
curvature spaces have been discovered by Lee and Li [LL], following the initial sub-
mission of the present manuscript. (In flat manifold case, A3w is trivial, and in fact
the cross-curvature vanishes everywhere. Regularity of optimal maps in this flat
case is known by Cordero-Erausquin [Co] applying Caffarelli’s result [Ca1][Ca2].)

As far as we know, it remains an open challenge to show regularity of opti-
mal maps on the new tensor product type examples Sn1 × · · · × Snk ×Rl (when
the supports of the source and target measure are the whole domain). However,
Loeper’s maximum principle (and a stronger convexity statement) is easily verified
on these examples using the results and methods of [KM]: see Corollary 2.11 and
Remark 3.4. We hope these key ingredients will make it possible to address the
regularity issue in a subsequent work [FKM2].

This paper is organized as follows: Section 2 is devoted to preliminary notions
and facts. Some important geometric implications of cross-curvature non-negativity
(Theorem 2.10 and Corollary 2.11) are shown also. In Section 3, the tensor prod-
uct construction of costs is explained. Section 4 discusses the relation between
Riemannian submersion and cross-curvature. Notably, we derive an O’Neill type
inequality for cross-curvature (see Theorem 4.5) and show A3w implies the hered-
ity of domain convexity for the exponential map. Section 5 addresses the continuity
and higher regularity of optimal maps on Riemannian submersion quotients of A3s
manifolds, resolving these questions in examples such as the complex projective
spaces CPn. Section 6 establishes the cross-curvature non-negativity of the stan-
dard round sphere.

Acknowledgements. We thank Philippe Delanoë, Yuxin Ge, Alessio Figalli, Grégoire
Loeper, Neil Trudinger, Cedric Villani and Xu-Jia Wang for useful discussions and
timely exchanges of preprints. We are also grateful to the participants of Fields
Analysis Working Group Seminar 2006–2008 for the stimulating research environ-
ment they helped to create.

2. Preliminaries

In this section, we recall basic terminology and facts from [KM] (also [MTW]
[TW1] [L1]). Theorem 2.10 and Corollary 2.11 are not stated there, but are easy
consequences of the method in [KM], to which we also refer the reader for proofs
of the other results summarized below. For improvements to these results, see also
[V2]. Let N ⊂ M × M̄ be an open set where the cost function c ∈ C4(N).

Definition 2.1 (visible sets, twist condition and non-degeneracy). We de-
fine the visible sets:

N(x̄) = {x ∈ M | (x, x̄) ∈ N},
N̄(x) = {x̄ ∈ M̄ | (x, x̄) ∈ N}.
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Throughout this section it is assumed as in [MTW] that for all (x, x̄) ∈ N ,

A1 Dc(x, ·) : N̄(x) → T ∗x M, D̄c(·, x̄) : N(x̄) → T ∗x̄ M̄ are injective;

A2 DD̄c is non-degenerate.

We also call A1 the (bi-)twist condition and A2 non-degeneracy.

We recall an important map of Ma, Trudinger & Wang [MTW], called the cost-
exponential by Loeper [L1], which coincides with the Riemannian exponential map
for c = 1

2dist2.

Definition 2.2. (cost exponential) If c ∈ C2(N) is twisted (A1), we define the
c-exponential on

Dom(c-Expx) :=−Dc(x, N̄(x))

={p∗ ∈ T ∗x M | p∗ = −Dc(x, x̄) for some x̄ ∈ N̄(x)}(2.1)

by c-Expxp∗ = x̄ if p∗ = −Dc(x, x̄). Non-degeneracy (A2) then implies the c-
exponential is a diffeomorphism from Dom(c-Expx) ⊂ T ∗x M onto N̄(x) ⊂ M̄ .

Remark 2.3 (differential of c-Exp). Linearizing the cost exponential x̄ =
c-Expxp∗ around p∗ ∈ T ∗x M we obtain a map c-Exp(x,x̄)∗ : T ∗x M −→ Tx̄M̄ given
explicitly by

c-Exp(x,x̄(t))∗(ṗ∗(t)) = ˙̄x(t) for p∗(t) = −Dc(x, x̄(t)).(2.2)

Equivalently c-Exp(x,x̄)∗ = −D̄Dc(x, x̄)−1, meaning the inverse tensor 1
2h−1 to the

metric (1.3) — which gives the pseudo-Riemannian correspondence between the
tangent and cotangent spaces to N ⊂ M × M̄ — also carries covectors forward
through the cost-exponential.

The following lemma characterizes Ma, Trudinger & Wang’s c-segments as geodesics
of h.

Lemma 2.4. (the c-segments of [MTW] are geodesics) Use a twisted (A1) and
non-degenerate (A2) cost c ∈ C4(N) to define a pseudo-metric (1.3) on the domain
N ⊂ M × M̄ . Fix x ∈ M . For each line segment (1 − s)p∗ + sq∗ ∈ Dom(c-Expx),
s ∈ [0, 1], the curve

s ∈ [0, 1] −→ σ(s) := (x, c-Expx((1− s)p∗ + sq∗))

is an affinely parameterized null geodesic in (N,h). Conversely, every geodesic seg-
ment in the totally geodesic submanifold {x} × N̄(x) can be parameterized locally
in this way.

To see some relevant geodesic equations in local coordinates, given s0 ∈ [0, 1],
introduce coordinates on M and M̄ around σ(s0) so that nearby, the curve σ(s)
can be represented in the form (x1, . . . , xn, x1̄(s), . . . , xn̄(s)). Differentiating the
definition of the cost exponential

(2.3) 0 = (1− s)p∗i + sq∗i + ci(σ(s))
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twice with respect to s yields

(2.4) 0 = cij̄ ẍ
j̄ + cij̄k̄ẋj̄ ẋk̄

for each i = 1, . . . , n. This equation will be used later.
Regarding curvature of the metric h, the following fact is fundamental.

Lemma 2.5. (Non-tensorial expression for curvature) Use a non-degenerate
cost c ∈ C4(N) to define a pseudo-metric (1.3) on the domain N ⊂ M × M̄ . Let
(s, t) ∈ [−1, 1]2 −→ (x(s), x̄(t)) ∈ N be a surface containing two curves σ(s) =
(x(s), x̄(0)) and τ(t) = (x(0), x̄(t)) through (x(0), x̄(0)). Then 0 ⊕ ˙̄x(0) defines a
parallel vector-field along σ(s). Moreover, if s ∈ [−1, 1] −→ σ(s) ∈ N is a geodesic
in (N,h) then

(2.5) − 2
∂4

∂s2∂t2

∣∣∣∣
s=0=t

c(x(s), x̄(t)) = cross(x(0),x̄(0))(ẋ(0), ˙̄x(0)).

Note in this lemma that only one curve σ(s) needs to be geodesic in (N,h). As a
consequence of this result, the conditions A3w/s can alternately be characterized
by the concavity/strong concavity for each x ∈ M and q∗0 ∈ Dom(c-Expx) of the
function

q∗ ∈ T ∗x M −→ pipjcij(x, c-Expx(q∗0 + q∗))(2.6)

restricted to q∗ in the nullspace of p ∈ TxM . Here strong concavity refers to
negative-definiteness of the Hessian of this function, also called 2-uniform concav-
ity. Cross-curvature nonnegativity asserts this concavity extends to all q∗ (not
necessarily in the nullspace of p) such that q∗0 + q∗ ∈ Dom(c-Expx).

Before recalling the important geometric implications of the curvature properties
of h, let us define:

Definition 2.6. (Illuminated set) Given (x, x̄) ∈ N , let V (x, x̄) ⊂ M denote
those points y ∈ N(x̄) for which there exists a geodesic curve from (x, x̄) to (y, x̄)
in N(x̄)× {x̄}.

We now state a version of Loeper’s maximum principle. Although the state-
ments below are from [KM], where a direct elementary proof is given using pseudo-
Riemannian geometry, the fundamental form of the equivalence (Theorem 2.7) be-
low was deduced by Loeper [L1] in the simpler setting N = M×M̄ ⊂ Rn×Rn from
results of Trudinger and Wang [TW1][TW2]. We visualize his maximum principle
as asserting that the double-mountain max[f0, f1] stays above the sliding mountain
ft(y) := −c(y, x̄(t)) + c(x, x̄(t)), hence refer to it by the acronym DASM.

Theorem 2.7 (A3w ⇔ local DASM). Let h be the pseudo-Riemannian metric
on N ⊂ M × M̄ induced from the non-degenerate cost c ∈ C4(N) as in (1.3). The
following are equivalent.
1. (N,h) satisfies A3w.
2. (local DASM) For any h-geodesic σ : t ∈ [0, 1] → (x, x̄(t)) ∈ N and suffi-
ciently small neighbourhood U ⊂ Vσ of x, where Vσ := ∩0≤t≤1V (x, x̄(t)) is from
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Definition 2.6, the sliding mountain ft(y) := −c(y, x̄(t)) + c(x, x̄(t)) satisfies the
maximum principle

ft(y) ≤ max[f0, f1](y) for 0 ≤ t ≤ 1.

Then one can prove as in [KM] the following.

Theorem 2.8 (A3w + c-convexity of domains ⇒ DASM). Let h be the
pseudo-Riemannian metric on N ⊂ M × M̄ induced by the non-degenerate cost
c ∈ C4(N) ∩ C(M × M̄) as in (1.3). Suppose (N,h) is A3w, and the set Vσ :=
∩0≤t≤1V (x, x̄(t)) from Definition 2.6 is dense in M for some h-geodesic σ : t ∈
[0, 1] −→ (x, x̄(t)) ∈ N . For any y in M , the sliding mountain ft(y) := −c(y, x̄(t))+
c(x, x̄(t)) satisfies the maximum principle

DASM: ft(y) ≤ max[f0, f1](y) for 0 ≤ t ≤ 1.(2.7)

Remark 2.9 (Relating density of the illuminated set to c-convexity of the
domain). In case N = M × M̄ , the density hypothesis of the preceding theorem
holds whenever D̄c(M, x̄) ⊂ T ∗x̄ M̄ is convex for each x̄ ∈ M̄ , since then Vσ = M .
This is the case considered initially by Trudinger and Wang [TW1] and Loeper [L1].
For our argument, it is enough that D̄c(M, x̄(t)) be star-shaped around D̄c(x, x̄(t))
for each t ∈ [0, 1]. Conversely, V (x, x̄) = M for each x ∈ M implies convexity of
D̄c(M, x̄).

Our pseudo-Riemannian method [KM] makes it equally possible to deduce fur-
ther geometric implications of the cross-curvature condition, as the next theorem
and corollary show.

Theorem 2.10 (nonnegative cross-curvature ⇔ local time-convex sliding
mountain). Let h be the pseudo-Riemannian metric on N ⊂ M×M̄ induced from
the non-degenerate cost c ∈ C4(N) as in (1.3). The following are equivalent.
1. (N,h) is non-negatively cross-curved.
2. For each h-geodesic σ : t ∈ [0, 1] −→ (x, x̄(t)) ∈ N and sufficiently small neigh-
borhood U ⊂ Vσ of x ∈ U , where Vσ := ∩0≤t≤1V (x, x̄(t)) is from Definition 2.6, the
sliding mountain ft(y) := −c(y, x̄(t)) + c(x, x̄(t)) is a convex function of t ∈ [0, 1]
for each y ∈ U , i.e., ∂2

∂t2 ft(y) ≥ 0 for 0 ≤ t ≤ 1.

Proof: (1 implies 2). Fix an arbitrary h-geodesic t : [0, 1] → (x, x̄(t)) ∈ N . Let
U be chosen open so that x ∈ U ⊂ Vσ. The existence of such a U is elementary,
tedious, and independent of hypothesis 1: it requires checking — at least for δ

sufficiently small depending on T ∈ [0, 1] — that ∩T−δ≤t≤T+δV (x, x̄(t)) contains a
neighbourhood of x, as we now do. Choose coordinates on M near x. Since the
geodesic σ is compact in the open set N , some coordinate ball satisfies Br(x) ×
{x̄(t)} ⊂ N for all t ∈ [0, 1]. Since the coordinate charts x ∈ M −→ D̄c(x, x̄(t)) ∈
T ∗x̄(t)M̄ are C2 smooth functions of (x, t) ∈ M× [0, 1], taking r = r(T ) and δ(T ) > 0
sufficiently small ensure D̄c(Br(x), x̄(t)) is convex for each t within δ(T ) of T .
This convexity implies Br(x) ⊂ V (x, x̄(t)). Extracting a finite subcover ∪N

i=1(Ti −
δ(Ti), Ti + δ(Ti)) of [0, 1] and taking U = ∩i≤NBr(Ti)(x) will suffice.
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Now define ft(·) := −c(·, x̄(t)) + c(x, x̄(t)). Fix arbitrary t0 ∈ [0, 1] and y ∈ U .
The fact U ⊂ Vσ guarantees an h-geodesic s : [0, 1] → (x(s), x̄(t0)) ∈ N with
x(0) = x and x(1) = y. Define an auxiliary function g(s) := ∂2

∂t2

∣∣
t=t0

ft(x(s)),
which shall be shown to be non-negative for s ∈ [0, 1]. By Lemma 2.5 and the
cross-curvature non-negativity,

d2g

ds2
≥ 0, for s ∈ [0, 1].(2.8)

In particular, g(s) is convex. It is clear that g(0) = ∂2

∂t2

∣∣
t=t0

ft(x) = 0. We also
claim g′(0) = 0: introducing coordinates x1, . . . , xn around x = x(0) on M and
x1̄, . . . , xn̄ around x̄(t0) on M̄ , we compute

dg

ds

∣∣∣∣
s=0

= −(cīk(x(0), x̄(t0))ẍī + cīj̄k(x(0), x̄(t0))ẋīẋj̄)ẋk(2.9)

= 0

by the h-geodesic equation (2.4) for t ∈ [0, 1] → (x, x̄(t)) ∈ N . From (2.8), this
shows g(s) ≥ 0, for 0 ≤ s ≤ 1, in particular at s = 1,

g(1) =
∂2

∂t2
ft(y)

∣∣∣
t=t0

≥ 0.

Since we have used U ⊂ Vσ but not the openness or smallness of U , we have actually
deduced convexity of t ∈ [0, 1] −→ ft(y) for all y ∈ Vσ. A fortiori, 1 =⇒ 2. 4
Proof: (2 implies 1). Fix (x, x̄) ∈ N , p ⊕ p̄ ∈ T(x,x̄)N . It shall be shown that
sec(x,x̄)((p ⊕ 0) ∧ (0 ⊕ p̄)) ≥ 0. Choose an h-geodesic t ∈ [−1, 1] → (x, x̄(t)) ∈ N ,
with x̄(0) = x̄, ˙̄x(0) = p̄, and a curve s ∈ [−1, 1] → (y(s), x̄) ∈ N , with y(0) = x,
ẏ(0) = p. Let ft(·) := −c(·, x̄(t)) + c(x, x̄(t)). Suppose

g(s) :=
∂2

∂t2

∣∣∣
t=0

ft(y(s)) ≥ 0,(2.10)

for s ∈ [−1, 1]: this holds if the property 2 is assumed and the curve y(s) is
chosen inside the neighborhood U of x constructed at the outset. Note g(0) =
∂2

∂t2

∣∣
t=0

ft(x) = 0. Thus, from (2.10), g′(0) = 0 and

0 ≤ d2

ds2

∣∣∣
s=0

g(s)

=
1
2
cross(x,x̄)(ẏ(0), ˙̄x(0)).

The last equality comes from Lemma 2.5. This completes the proof 2 =⇒ 1. ¤

Corollary 2.11 (non-negative cross-curvature + c-convexity of domains
=⇒ time-convex sliding mountain). Suppose the pseudo-Riemannian metric h

induced by the non-degenerate cost c ∈ C4(N)∩C(M×M̄) on N ⊂ M×M̄ in (1.3)
is non-negatively cross-curved. If for some h-geodesic σ : t ∈ [0, 1] −→ (x, x̄(t)) ∈ N

the set Vσ := ∩0≤t≤1V (x, x̄(t)) from Definition 2.6 is dense in M , then for each
y ∈ M , the sliding mountain ft(y) := −c(y, x̄(t)) + c(x, x̄(t)) satisfies

ft(y) ≤ (1− t)f0(y) + tf1(y) for 0 ≤ t ≤ 1.(2.11)
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Proof. For y ∈ Vσ, inequality (2.11) was established while deriving implication 1
=⇒ 2 of Theorem 2.10. The inequality extends to y ∈ M by the density of Vσ and
the continuity of c on M × M̄ . ¤
Remark 2.12. The density condition of Theorem 2.8 and Corollary 2.11 can be
further weakened by the works of Figalli, Loeper and Villani [FV][LV] (see [V2,
Theorem 12.36]).

3. Tensor products of pseudo-Riemannian metrics

This section contains the proofs of assertions 3) and 4) in Theorem 1.2. Assertion
3) is actually a corollary of a more general theorem, which does not require the
transportation cost c or manifold M to be Riemannian:

Theorem 3.1. (Products preserve non-negative cross-curvature) Let c± ∈
C4(N±) be non-degenerate non-negatively cross-curved costs on two manifolds N± ⊂
M± × M̄±. Then c(x+, x−, x̄+, x̄−) = c+(x+, x̄+) + c−(x−, x̄−) is non-degenerate
and non-negatively cross-curved on (x+, x̄+, x−, x̄−) ∈ N+ ×N−, but never A3s.

Proof. If the cost functions c± : N± ⊂ M± × M̄± → R define non-degenerate
metrics h±, then so does the cost c(x+, x−, x̄+, x̄−) = c+(x+, x̄+) + c−(x−, x̄−) on
N = N+×N−, since the corresponding metric h separates into block anti-diagonal
components h± with non-vanishing determinants. In this sense the geometry (N, h)
is the pseudo-Riemannian tensor product of the geometries (N±, h±). It follows that
the product (γ+(s), γ−(s)) of geodesics s ∈ [−1, 1] −→ γ±(s) in N± is a geodesic in
N = N+ ×N−. Lemma 2.5 then implies

cross(p+ ⊕ p−, p̄+ ⊕ p̄−) = cross+(p+, p̄+) + cross−(p−, p̄−)(3.1)

for all (x+, x̄+, x−, x̄−) ∈ N and (p+ ⊕ p−) ⊕ (p̄+ ⊕ p̄−) ∈ T(x+,x̄+,x−,x̄−)N . The
proof is completed by observing that non-negativity of both summands guarantees
the same for their sum. Choosing p− = 0 and p̄+ = 0 in identity (3.1) demonstrates
that the tensor product cost c cannot satisfy A3s. ¤

Proof of Theorem 1.2(3). Given two Riemannian manifolds M± = M̄±, de-
note their geodesic distances squared by c±(x±, x̄±) = 1

2dist2±(x±, x̄±) respectively,
and let c(x+, x−, x̄+, x̄−) = 1

2dist2((x+, x−), (x̄+, x̄−)) denote the geodesic dis-
tance squared on M+ ×M− equipped with the Riemannian product metric. Then
c(x+, x−, x̄+, x̄−) = c+(x+, x̄+)+c−(x−, x̄−), and the non-negative cross-curvature
of c on N = N+ × N− follows from Theorem 3.1, taking N± to be the domains
where c± are smooth. This concludes the proof of Theorem 1.2(3). ¤

The assertion 4 in Theorem 1.2 follows easily from the next lemma.

Lemma 3.2 (Certain cross-curvatures vanish in any Riemannian setting).
Define the pseudo-metric (1.3) using the cost c = d2/2 on a Riemannian manifold
(M, d). Each point (x, x̄) ∈ N = M ×M \ cut-locus with x 6= x̄ admits a 2-plane
whose cross-curvature vanishes. For example, letting t ∈ [0, 1] → γ(t) ∈ M be a
geodesic from x = γ(0) to x̄ = γ(1) yields cross(γ̇(0), γ̇(1)) = 0 but

h(γ̇(0)⊕ γ̇(1), γ̇(0)⊕ γ̇(1)) = d(x, x̄)2.



SMOOTHNESS OF OPTIMAL MAPS ON SUBMERSIONS AND PRODUCTS 11

Proof. Any (affinely parameterized) Riemannian geodesic satisfies d(γ(s), γ(t)) =
|s− t|d(γ(0), γ(1)). Defining f(s, t) = c(γ(s), γ(t)) = |s− t|2d(x, x̄)2/2 allows us to
compute

(3.2) h(γ̇(0)⊕ γ̇(1), γ̇(0)⊕ γ̇(1)) = − ∂2f

∂s∂t

∣∣∣∣
(s,t)=(0,1)

immediately. Moreover, the fact that t ∈ [0, 1] −→ (x, γ(t)) is an h-geodesic yields
the vanishing of cross(γ̇(0), γ̇(1)) = −2∂4f/∂s2∂t2|(s,t)=(0,1) via Lemma 2.5. ¤

Proof of Theorem 1.2(4). Without loss of generality, assume M+ fails to be
non-negatively cross-curved. Then cross+(p+, p̄+) < 0 for some (p+, p̄+) ∈ T(x+,x̄+)N+.
Noting

h+(p+ ⊕±p̄+, p+ ⊕±p̄+) = ±h+(p+ ⊕ p̄+, p+ ⊕ p̄+)

but cross+(p+,±p̄+) = cross+(p+, p̄+), we may assume that h+(p+⊕p̄+, p+⊕p̄+) <

0. Pick any nontrivial geodesic γ− in M−. Noting h−(γ̇−(0) ⊕ γ̇−(1), γ̇−(0) ⊕
γ̇−(1)) = d2(γ(0), γ(1)) > 0 from (3.2), one can choose λ ∈ R so that

h((p+ ⊕ λγ̇−(0))⊕ (p̄+ ⊕ λγ̇−(1)), (p+ ⊕ λγ̇−(0))⊕ (p̄+ ⊕ λγ̇−(1)))

= h+(p+ ⊕ p̄+, p+ ⊕ p̄+) + λ2h−(γ̇−(0)⊕ γ̇−(1), γ̇−(0)⊕ γ̇−(1))

= 0.

However, from (3.1) and Lemma 3.2,

cross(p+ ⊕ λγ̇−(0), p̄+ ⊕ λγ̇−(1))

= cross+(p+, p̄+) + λ4cross−(γ̇−(0), γ̇−(1))

= cross+(p+, p̄+) < 0.

This completes the proof that (N+×N−, h+⊕h−) fails to be weakly regular A3w
unless both (N±, h±) are non-negatively cross-curved. ¤

At present, the authors do not know any Riemannian manifold which is A3w yet
fails to be non-negatively cross-curved. On the other hand, the proof of Theorem 1.2
(4) adapts to non-Riemannian cost functions as in the next example, where it shows
that the tensor product of two (or more) costs on manifolds which are not all non-
negatively cross-curved is surely not A3w.

Example 3.3 (A3s × A3s; A3w). Let c±(x, x̄) = − log |x−x̄| on M±×M±\∆,
M± = Rn, ∆ := {(x, x) | (x, x) ∈ M± × M±}. This logarithmic cost function is
known to be A3s [MTW] [TW1] but it does not induce non-negatively cross-curved
pseudo-metric as indicated, e.g. in [KM, Example 3.5]. To see this fact one uses
(2.6), whose righthand-side coincides for this logarithmic cost with

pipjfij

∣∣∣
(Df)−1(−q∗0−q∗)

= 2((q0 + q)∗i p
i)2 − |p|2|(q0 + q)∗|2

where f(x − x̄) := − log |x − x̄|. Here the righthand-side is strictly convex with
respect to q∗ along the Euclidean line parallel to p, but strictly concave along the
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nullspace of p. As a result cross±(p±, λp̄±) < 0 for p± parallel to D̄Dc(x, x̄)p̄± as
Euclidean vectors and λ 6= 0. On the other hand,

h+(p+ ⊕ p̄+, p+ ⊕ p̄+) + h−(p− ⊕ λp̄−, p− ⊕ λp̄−)

vanishes for some non-zero λ ∈ R. From (3.1), the pseudo-Riemannian metric h

induced by the cost c((x, x̄), (y, ȳ)) = c+(x+, x̄+) + c−(x−, x̄−) on (M+ ×M−) ×
(M+ ×M−) then fails to be A3w.

Remark 3.4 (tensor product examples, Loeper’s maximum principle, and
time-convexity of the sliding mountain). As mentioned in the introduction,
Loeper’s maximum principle (DASM) is a key property for the regularity of op-
timal maps. The conclusions of Theorem 2.8 and Corollary 2.11 (hence DASM)
hold for the distance squared cost on the Riemannian product of round spheres
M = M̄ = Sn1 × · · · × Snk ×Rl — thus also on its Riemannian submersions (see
Theorem 4.8). To see this, first note that by the result of present section and
Section 6, M satisfies non-negative cross-curvature on N = M × M̄ \ cut-locus.
The density condition of ∩0≤t≤1V (x, x̄(t)) is easily checked since the cut locus of
one point in this example is a smooth submanifold of codimension greater than
or equal to 2. This new global result illustrates an advantage of our method over
other approaches [TW1] [TW2] [L1], where one would require a regularity result for
optimal maps (or some a priori estimates) to obtain the conclusion of Theorem 2.8.
For example, to implement these other approaches for the manifolds of this ten-
sor product example, one would need to establish that an optimal map remains
uniformly away from the cut locus, as is currently known only for a single sphere
M = M̄ = Sn from work of Delanoë & Loeper [DL] (alternately [L1] or Appendix of
[KM]), for the case of perturbations [DG][LV][V3], and for the Riemannian submer-
sion quotients of Sn discussed in Section 5, which include the complex projective
space CPn with Fubini-Study metric. To the best of our knowledge, no one has yet
succeeded in establishing regularity results for this tensor product example, though
as mentioned above we expect to resolve this in a subsequent work [FKM2].

4. Riemannian submersions and cross-curvature

In this section we prove the assertion 2) in Theorem 1.2. The key result is an
O’Neill type inequality contained in Theorem 4.5 which compares cross-curvatures
in Riemannian submersion. Theorem 4.8 deals with the survival of global properties
such as Loeper’s maximum principle (DASM) and time-convexity of the sliding
mountain, under Riemannian submersion. In the next section these results will be
applied to show the regularity of optimal maps on certain Riemannian submersion
quotients of the round sphere, such as the complex projective space CPn with
the Fubini-Study metric (see Section 5). From now on we focus on the case of
manifolds with costs given by strictly convex increasing functions of Riemannian
distance (such as c = 1

2dist2). In this case the c-exponential map coincides with
the Riemannian exponential map: c-Exp = exp.

Recall the definition and basic facts of Riemannian submersion.
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Definition 4.1 (Riemannian submersion). (See [CE].) A surjective differen-
tiable map π : M → B from a Riemannian manifold M onto a Riemannian manifold
B is said to be a Riemannian submersion if the following hold:

• π is a submersion, i.e. dπ : TxM → Tπ(x)B is surjective for each x ∈ M ;
• for the orthogonal decomposition TxM = ker dπ⊕(ker dπ)⊥ for each x ∈ M ,

dπ
∣∣
(ker dπ)⊥ is an isometry.

The subspaces V := ker dπ, H := (ker dπ)⊥ are called vertical and horizontal sub-
spaces, respectively. For each v ∈ TbB, b ∈ B, there exists its unique horizontal
lift ṽ ∈ TxM ∩ H for each x ∈ π−1(b) such that dπ(ṽ) = v. We use the metric
identifications T ∗b B = TbB and T ∗x M = TxM to extend the definition of a horizon-
tal lift to cotangent vectors. For each piecewise smooth curve γ : [0, 1] → B and
x ∈ π−1(γ(0)), there exists its horizontal lift γ̃ : [0, 1] → M such that γ(0) = x,
π(γ̃) = γ, ˙̃γ(t) ∈ H. Moreover, γ is a geodesic if and only if its horizontal lift
γ̃ is. If γ is minimal, then so is γ̃. This property yields, for the horizontal lifts
ṽ ∈ TxM ∩H and x ∈ π−1(b) of v ∈ TbB and b ∈ B,

π(expx ṽ) = expb v.(4.1)

Regarding Riemannian distance,

distM (x, y) ≥ distB(π(x), π(y)).(4.2)

We call M the total space of the Riemannian submersion and B the base of the
Riemannian submersion or the Riemannian submersion quotient.

Many examples of Riemannian submersions may be found in Cheeger & Ebin [CE],
Besse [Be] or more recent book by Falcitelli, Ianus and Pastore [FIP]. Every Rie-
mannian covering projection is obviously a Riemannian submersion. Other im-
portant examples are Hopf fibrations such as complex and quaternionic projective
spaces CPm and HPm, where the standard round sphere Sn (sectional curvature
≡ 1) is the total space.

Example 4.2 (Hopf fibrations). π : S2m+1 → CPm, π : S4m+3 → HPm (see
pages 257–258 of [Be] or 4–8 of [FIP]). The base spaces CPm and HPm have real
dimensions 2m, 4m, respectively, and have non-isotropic sectional curvatures K,
1 ≤ K ≤ 4.

Our goal in this section is to compare the cross-curvature of the base space with
that of the total space of Riemannian submersion. For this purpose, we use the
definition above to assign to each pair of points in the base space a corresponding
pair of points horizontally lifted to the total space.

Definition 4.3 (horizontal lift of a pair of points). Let π : M → B be a
Riemannian submersion. For each pair of points (x, x̄) ∈ NB = B×B\cut-locus, the
unique minimal geodesic γ : [0, 1] → B with γ(0) = x, γ(1) = x̄ has its horizontal
lift γ̃ with γ̃(0) = x̃, γ̃(1) = ˜̄x. Then the pair (x̃, ˜̄x) ∈ NM = M ×M \ cut-locus is
said to be a horizontal lift of (x, x̄).
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To have a bit more general conclusion in the next theorem, we observe the
following (see also McCann [M, Theorem 13] for bi-twistedness and Lee and Li [LL,
Proposition 2.5] for non-degeneracy):

Lemma 4.4 (non-degenerate radial costs). [cf. [M] [LL]] Let f ∈ C4(R) be
a strictly convex even function, so that the derivative f ′ has an inverse function.
Let M = M̄ be a Riemannian manifold, and c(x, x̄) = f(dist(x, x̄)) a cost function
defined on M × M̄ , where dist denotes the Riemannian distance. By the properties
of f this cost c is smooth on NM := M ×M \ cut-locus and is bi-twisted A1, with
c-Exp and exp having the relation

c-Expx(p∗) =

{
expx

( (f ′)−1(|p|)
|p| p

)
for 0 6= p∗ ∈ Dom c-Expx,

x for p∗ = 0,
(4.3)

where the vector p and the co-vector p∗ are identified by the Riemannian metric.
On NM the cost c is non-degenerate A2 if and only if f ′′(d) > 0 for all 0 ≤ d <

Diam(M). In this case, it induces a pseudo-Riemannian metric hM on NM as in
(1.3).

Proof. For f(d) = d2/2, the formula (4.3) is well-known. For general f , this follows
by the chain rule,

−Dc(x, x̄) = −f ′(dist(x, x̄))Ddist(x, x̄),

Note that the twist condition A1 follows from this formula, strict convexity of f

(thus, f ′ is invertible), and the fact f ′(0) = 0 (noting f is even). To see when
non-degeneracy A2 holds, let b(·) denote the function for which f(d) = b(d2/2), so
that

D̄Dc = b′(
dist2

2
)D̄D

dist2

2
+ b′′(

dist2

2
)D

dist2

2
⊗ D̄

dist2

2
.(4.4)

For (x, x̄) /∈ cut-locus, the mixed partial derivative D̄Ddist2/2 is non-degenerate,
and gives a map from Tx̄M onto T ∗x M , or rather onto TxM using the metric iden-
tification of tangent and cotangent space at x. With this metric identification, the
map −D̄Ddist2/2 can be recognized to be the inverse map of d expx, where d de-
notes the differential of expx p with respect to p ∈ TxM . Thus the vectors in Tx̄M

are brought by this map to those of TpTxM , where p is the inverse exponential
image of x̄, using the canonical identification between TpTxM and TxM . If x = x̄,
we see D̄Dc is non-degenerate if and only if 0 6= b′(0) = f ′′(0). If x 6= x̄, multiply
(4.4) by d expx p to yield a linear operator on TxM , namely

(4.5) − D̄Dc(x, x̄)d expx p = b′(
dist2

2
) Id +b′′(

dist2

2
)dist2(x, x̄)p̂⊗ p̂∗,

where p̂⊗ p̂∗ denotes projection onto the unit vector p̂ = p/|p| pointing in the direc-
tion from x to x̄; note that to obtain this second term we used the so-called Gauss
lemma asserting that the Jacobi operator in the radial direction is the identity.
Letting d = dist(x, x̄) and aligning p̂ with the first coordinate axis, in Riemannian
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normal coordinates the right hand side of (4.5) becomes

b′(
d2

2
) Id +b′′(

d2

2
)d2 diag[1, 0, 0, · · · , 0].

This matrix is non-degenerate if and only if 0 6= b′(d2/2) + b′′(d2/2)d2 = f ′′(d), So
non-degeneracy holds if and only if f ′′(d) > 0 for all 0 ≤ d < Diam(M), meaning
the convexity of f is strong. ¤

Now we are ready to show our main theorem in this section. We shall henceforth
assume f satisfies all hypotheses of the preceding lemma, and say f is strongly
convex if f ′′ > 0 on R.

Theorem 4.5 (cross-curvature and Riemannian submersion). Let π : M →
B be a Riemannian submersion from M to B. Let f ∈ C4(R) be even and strongly
convex. Let cM = f ◦ distM and cB = f ◦ distB be cost functions defined on
M×M and B×B, where dist denotes the Riemannian distance of the corresponding
manifold; cM and cB induce the pseudo-Riemannian metrics hM and hB on NM :=
M × M \ cut-locus and NB := B × B \ cut-locus respectively, as in (1.3). Fix
(x, x̄) ∈ NB and let (x̃, ˜̄x) ∈ NM be a horizontal lift of (x, x̄). Given v⊕v̄ ∈ T(x,x̄)NB

there exists w̃ ⊕ ˜̄w ∈ T(x̃,˜̄x)NM with dπx̃(w̃) = v, dπ˜̄x( ˜̄w) = v̄, such that

(4.6) hB(v ⊕ v̄, v ⊕ v̄) = hM (w̃ ⊕ ˜̄w, w̃ ⊕ ˜̄w)

and

(4.7) cross(NB ,hB)
(x,x̄) (v, v̄) ≥ cross(NM ,hM )

(x̃,˜̄x)
(w̃, ˜̄w).

For example, it suffices to take w̃∗ = −D̄DcM (x̃, ˜̄x) ˜̄w ∈ T ∗x̃ M to be the horizontal
lift of v∗ = −D̄DcB(x, x̄)v̄ ∈ T ∗x B and ˜̄w∗ = −DD̄cM (x̃, ˜̄x)w̃ ∈ T ∗˜̄x M to be the
horizontal lift of v̄∗ = −DD̄cB(x, x̄)v ∈ T ∗x̄ B.

Proof of (4.7). Let (x̃, ˜̄x) be a horizontal lift of (x, x̄) ∈ NB , and define q∗ and q̄∗ by
cB-Expxq∗ = x̄ and cB-Expx̄q̄∗ = x. Then distB(x, x̄) = distM (x̃, ˜̄x) and it follows
from (4.3) that the horizontal lifts q̃∗ of q∗ and ˜̄q∗ of q̄∗ satisfy cM -Expx̃q̃∗ = ˜̄x
and cM -Exp˜̄x

˜̄q∗ = x̃. To fixed v ∈ TxB and v̄ ∈ Tx̄B correspond v̄∗ ∈ T ∗x̄ B and
v∗ ∈ T ∗x B such that v̄∗ = −DD̄cB(x, x̄)v and v∗ = −D̄DcB(x, x̄)v̄. Equivalently,
v∗ ⊕ v̄∗ = 2hB(v ⊕ v̄, · ).

Now let Σ : (s, t) ∈ [−1, 1]2 −→ (x(s), x̄(t)) ∈ NB be the surface given by x(s) =
cB-Expx̄(q̄∗+sv̄∗) and x̄(t) = cB-Expx(q∗+tv∗). By Lemma 2.4, the curves σ(s) =
(x(s), x̄) and τ(t) = (x, x̄(t)) through (x(0), x̄(0)) = (x, x̄) are hB-geodesics. Lift Σ
to Σ̃ : (s, t) ∈ [−1, 1]2 −→ (x̃(s), ˜̄x(t)) ∈ NM by setting x̃(s) = cM -Exp˜̄x(˜̄q∗ + s ˜̄w∗),
and ˜̄x(t) = cM -Expx̃(q̃∗ + tw̃∗), where ˜̄w∗ and w̃∗ are the horizontal lifts of v̄∗

and v∗ respectively. Thus, σ̃(s) = (x̃(s), ˜̄x) and τ̃(t) = (x̃, ˜̄x(t)) are hM -geodesics,
with σ̃(0) = (x̃, ˜̄x) = τ̃(0). Moreover, π(x̃(s)) = x(s) and π(˜̄x(t)) = x̄(t) from
(4.3) and (4.1), so taking w̃ := ˙̃x(0) and ˜̄w := ˙̄̃x(0) yields dπx̃(w̃) = ẋ(0) = v and
dπ˜̄x( ˜̄w) = ˙̄x(0) = v̄. Notice that

−DD̄cB(x(0), x̄)ẋ(0) = v̄∗, −D̄DcB(x, x̄(0)) ˙̄x(0) = v∗ ;

−DD̄cM (x̃(0), ˜̄x) ˙̃x(0) = ˜̄w∗, −D̄DcM (x̃, ˜̄x(0)) ˙̄̃x(0) = w̃∗.
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Define an auxiliary function

F (s, t) := cM (x̃(s), ˜̄x(t))− cB(x(s), x̄(t)).

From Lemma 2.5, the inequality ∂4

∂s2∂t2 F (s, t)
∣∣
(0,0)

≥ 0 will imply (4.7). First,
observe from (4.2) and the monotonicity of f that cB(x(s), x̄(t)) ≤ cM (x̃(s), ˜̄x(t)),
thus,

(4.8) F (s, t) ≥ 0 for (s, t) ∈ [−1, 1]2.

We shall verify the desired inequalities by computing the Taylor expansion of F at
(0, 0) to fourth order. First observe that F (s, 0) = 0 = F (0, t) for all |s|, |t| ≤ 1, so

F (s, t) = f11st + f21s
2t + f12st

2 + f31s
3t + f22s

2t2 + f13st
3 + O(|s|+ |t|)5

as |s|+ |t| → 0. Since F (s,±s) ≥ 0 for |s| ≤ 1, we deduce the vanishing of f11, f12

and f21 in turn, and the inequalities f31 + f22 + f13 ≥ 0 and f22 − f31 − f13 ≥ 0.
This implies f22 ≥ 0 as desired. (Although not needed here, f31 = 0 follows from
F (s, s2) ≥ 0, and f13 vanishes similarly.) Noting

f11 =
∂2F

∂s∂t
(0, 0)

= ˙̃x(0)D̄DcM (x̃, ˜̄x) ˙̄̃x(0)− ẋ(0)D̄DcB(x, x̄) ˙̄x(0)

= −hM ( ˙̃x(0)⊕ ˙̄̃x(0), ˙̃x(0)⊕ ˙̄̃x(0)) + hB(ẋ(0)⊕ ˙̄x(0), ẋ(0)⊕ ˙̄x(0))

we have established (4.6) en passant to complete the proof. ¤

Before stating a corollary of this theorem, let us make a provisional definition
which can serve as a strict cross-curvature condition for a Riemannian manifold.
Notice from Lemma 3.2 that for each pair of points in a Riemannian manifold there
are tangent vectors with zero cross-curvature.

Definition 4.6 (almost positive cross-curvature). A Riemannian manifold M

with positive sectional curvature is said to be almost positively cross-curved if for
each (x, x̄) ∈ N = M ×M \ cut-locus such that x 6= x̄ and p⊕ p̄ ∈ T(x,x̄)N ,

(4.9) cross(p, p̄) ≥ 0

and the equality holds if and only if p and p̄ are parallel to the velocity vectors γ̇(0)
and γ̇(1), respectively, for the unique geodesic t ∈ [0, 1] → γ(t) ∈ M from x to x̄.

For example, the standard round sphere is almost positively cross-curved as shown
in Section 6.

Corollary 4.7 (A3w/A3s, non-negative/almost positive cross-curvature
survive Riemannian submersion). Let π : M → B be a Riemannian sub-
mersion. If the cost cM := f ◦ distM of the preceding theorem satisfies A3w,
A3s, non-negative cross-curvature, or almost positive cross-curvature condition,
then cB := f ◦ distB satisfies the same condition, respectively.
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Proof. The relevant inequalities for the cross-curvature follow directly from (4.7).
Let us consider especially the equality case of almost positive cross-curvature. As-
sume M is almost positively cross-curved. Suppose

cross(NB ,hB)
(x,x̄) (p, p̄) = 0

for x 6= x̄, (x, x̄) ∈ NB , p ⊕ p̄ ∈ T(x,x̄)NB . Lift the unique minimizing geodesic γ

linking γ(0) = x to γ(1) = x̄ to a horizontal geodesic γ̃ joining x̃ = γ̃(0) to ˜̄x = γ̃(1).
There is a unique choice p̃ ⊕ ˜̄p ∈ T(x̃,˜̄x)NM such that each component p̃∗ and ˜̄p∗

of p̃∗ ⊕ ˜̄p∗ = hM (p̃ ⊕ ˜̄p, ·) is the horizontal lift of the corresponding component of
p∗ ⊕ p̄∗ = hB(p⊕ p̄, ·). The preceding theorem asserts dπx̃(p̃) = p and dπ˜̄x(˜̄p) = p̄.
Apply (4.7) to get cross(NM ,hM )

(x̃,˜̄x)
(p̃, ˜̄p) = 0. Then by almost positive cross-curvedness

of M , the vectors p̃ and ˜̄p are parallel to the velocities ˙̃γ(0) and ˙̃γ(1), respectively.
This implies that the vector projections p and p̄ are parallel to γ̇(0) = dπx̃( ˙̄γ(0))
and γ̇(1) = dπ˜̄x( ˙̄γ(1)), respectively, to complete the proof. ¤

Let us now turn to more global aspects of the distance squared cost function un-
der Riemannian submersion. Though local DASM/local time-convex sliding
mountain are equivalent to A3w/nonnegative cross-curvature, respectively (see
Theorem 2.7 and Theorem 2.10), their global counterparts DASM/time-convex
sliding mountain require additional conditions on the geometry of the domain
(see Theorem 2.8 and Corollary 2.11). The following theorem, uses a simple com-
parison of distance to give a direct proof that both Loeper’s maximum principle
and time-convexity of the sliding mountain survive Riemannian submersion even
in the absence of restrictions on domain geometry.

Theorem 4.8 (Loeper’s maximum principle and time-convexity of the
sliding mountain survive Riemannian submersion). Let π : M → B be a
Riemannian submersion. Let f ∈ C4(R) be even and strongly convex. Compose it
with the Riemannian distance on M to define a cost function cM = f ◦ distM . It
induces a pseudo-Riemannian metric hM on NM := M ×M \ cut-locus as in (1.3)
which is A2 non-degenerate and A1 bi-twisted. Similarly cB = f ◦ distB defines
a non-degenerate and bi-twisted pseudo-metric hB on NB := B × B \ cut-locus.
Suppose that for each hM -geodesic of the form t ∈ [0, 1] −→ (x̃, ˜̄x(t)) in NM , f̃t(ỹ) =
−cM (ỹ, ˜̄x(t)) + cM (x̃, ˜̄x(t)) satisfies (2.7) (or (2.11) respectively) for each ỹ ∈ M .
Then for each hB-geodesic t ∈ [0, 1] −→ (x, x̄(t)) ∈ NB, ft(y) = −cB(y, x̄(t)) +
cB(x, x̄(t)) satisfies the same inequality for each y ∈ B.

Proof. Let t ∈ [0, 1] −→ σ(t) = (x, x̄(t)) ∈ NB be an hB-geodesic and set x̄ := x̄(0).
Define the sliding mountain ft(·) := −cB(·, x̄(t))+cB(x, x̄(t)) on B. Identify tangent
vectors with co-tangent vectors by the Riemannian metric. By Lemma 2.4 there
exists p, q ∈ TxB such that x̄(t) = c-Expx(p + tq). Lift p, q to horizontal vectors
p̃, q̃ at x̃ ∈ π−1(x). Let ˜̄x(t) = c-Expx̃(p̃ + tq̃). From the Riemannian submersion
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property and Lemma 4.4,

cB(x, x̄(t)) = f
(
(f ′)−1(|p + tq|)

)

= f
(
(f ′)−1(|p̃ + tq̃|)

)

= cM (x̃, ˜̄x(t)) for all t ∈ [0, 1].

Moreover, (x̃, ˜̄x(t)) ∈ NM for t ∈ [0, 1]. This last property comes from the fact that
Riemannian submersions lift the minimal geodesic from x to x̄(t) to the minimal
geodesic from x̃ to ˜̄x(t). Thus, t ∈ [0, 1] → (x̃, ˜̄x(t)) ∈ NM gives an hM -geodesic.
Define f̃t(·) = −cM (·, ˜̄x(t)) + cM (x̃, ˜̄x(t)). Fix t ∈ [0, 1], y ∈ B. Let γ : [0, 1] → B

be a geodesic from γ(0) = x̄(t) to γ(1) = y. Let γ̃ be the horizontal lift of γ such
that γ̃(0) = ˜̄x(t). Let ỹ := γ̃(1) ∈ π−1(y). Notice that

cB(y, x̄(t)) = cM (ỹ, ˜̄x(t)); cB(y, x̄(s)) ≤ cM (ỹ, ˜̄x(s)) for all s ∈ [0, 1].

The last inequality is from (4.2) and the monotonicity of f . Therefore,

ft(y) = f̃t(ỹ) ; f̃s(ỹ) ≤ fs(y) for all s ∈ [0, 1].(4.10)

Now, assume s ∈ [0, 1] −→ f̃s(ỹ) is convex. Choosing s = 0, 1, from (4.10),

ft(y) = f̃t(ỹ) ≤ (1− t)f̃0(ỹ) + tf̃1(ỹ)

≤ (1− t)f0(y) + tf1(y).

Since t ∈ [0, 1] was arbitrary, the same convexity holds for t ∈ [0, 1] −→ ft(y). The
survival of Loeper’s maximum principle (DASM) follows by a similar argument.

¤

For the regularity of optimal maps, the so-called c-convexity of domains is crucial.
In the Riemannian setting this condition corresponds to convexity of domain of the
exponential maps. The following theorem addresses the heredity of this condition
under Riemannian submersion.

Theorem 4.9 (c-convexity survives Riemannian submersion). Let π, M , B,
NM , NB, f , cM , cB from Theorem 4.8 satisfy Loeper’s maximum principal (2.7).
Suppose Dom(c-Expx̃) is convex for each x̃ ∈ M . Then, Dom(c-Expx) is convex for
each x ∈ B.

Proof. To show that convexity is inherited by the submersion, fix a point x ∈ B

and two distinct vectors p0, p1 ∈ TxB in the boundary ∂ Dom(c-Expx). Let t ∈]0, 1[
and pt = (1 − t)p0 + tp1. Note the relation between c-Exp and exp given in (4.3).
Thus, it is enough to show

cB(x, c-Expxpt) = f
(
(f ′)−1(|pt|

)
.

Suppose to the contrary cB(x, c-Expxpt) < f
(
(f ′)−1(|pt|

)
. Then, there exists

p′ 6= pt ∈ TxB such that c-Expxp′ = c-Expxpt and

f
(
(f ′)−1(|p′|)

)
= cB(x, c-Expxpt).
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Choose a point x̃ ∈ π−1(x). Let p̃0, p̃1 and p̃t be the horizontal lifts to M at
x̃ of p0, p1 and pt respectively. The convexity of Dom(c-Expx̃) in Tx̃M implies
cM (x̃, c-Expx̃p̃t) = f

(
(f ′)−1(|pt|)

)
. Consider the curve s ∈ [0, 1] 7→ c-Expxsp′. Lift

it horizontally to M at c-Expx̃p̃t. Let x̃′ be the other end of this lifted curve so
that x̃′ ∈ π−1(x). Therefore,

cM (x̃′, c-Expx̃p̃i) ≥ cB(x, c-Expxpi), i = 0, 1.

Moreover, the choice of p′ implies

cM (x̃′, c-Expx̃p̃t) = f
(
(f ′)−1(|p′|)

)
= cB(x, c-Expxpt).

Now, use Loeper’s maximum principle DASM to see

−cM (x̃′, c-Expx̃p̃t) + cM (x̃, c-Expx̃p̃t) ≤ max
i=0,1

[−cM (x̃′, c-Expx̃p̃i) + cM (x̃, c-Expx̃p̃i)]
(4.11)

≤ max
i=0,1

[−cB(x, c-Expxpi) + cB(x, c-Expxpi)]]

= 0.

Thus, from the left-hand side of the inequality we see

(4.12) f
(
(f ′)−1(|pt|

)
≤ cB(x, c-Expxpt),

a contradiction. This finishes the proof for the survival of convexity under Rie-
mannian submersion. ¤

5. Regularity of optimal maps on Riemannian submersion quotients

of the round sphere

This section discusses the continuity and higher regularity of optimal maps be-
tween positively bounded densities on Riemannian submersion quotients B of man-
ifolds equipped with A3s costs, such as distance squared on the round sphere. To
obtain continuity,we shall need to assume the convexity of Dom(c-Expx) ⊂ T ∗x B

proved in the preceding theorem is strict. To obtain higher regularity, we require
the additional hypothesis that B is not purely focal, meaning at least two (distinct)
minimal geodesics link each pair of points in the cut locus of B. Equivalently, B not
purely focal means the subset of B2 where dist2B fails to be differentiable is closed.
The additional assumptions play an explicit role in the following theorem, which —
at least for Riemannian distance squared — has become part of the recent folklore
in the subject. Its proof is pieced together from [L1] [L2] [V2] and the arXiv version
of [KM]; see also [FR] [LV].

The specific submersion quotients of the round sphere from Example 4.2 satisfy
all the hypotheses of this theorem, as discussed following its proof. Indeed, our
theorems 4.5 and 6.2 show c = dist2B satisfies A3s on any submersion quotient B of
the sphere, but whether or not each such submersion quotient has a strictly convex
tangent injectivity locus or is not purely focal remains unknown to us. Loeper
and Villani have conjectured that A3s manifolds always enjoy strict convexity of
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Dom(expx), and they proved this under additional technical assumptions [LV]; see
also [FR] [FRV1].

Theorem 5.1 (Regularity of optimal maps in the Riemannian setting). Let distB

denote the Riemannian distance on a compact manifold B, and suppose the strongly
convex even function f ∈ C4(R) defines an A3s cost function c = f◦distB. Assume
Dom c-Expx is strictly convex for each x ∈ B, and let U(x; r) denote the ball of
radius r > 0 around x ∈ B. Given probability measures ρ and ρ̄ on M = M̄ = B

satisfying the bounds

(5.1) lim
r→0

sup
x∈B

ρ(U(x; r))
rn−1

= 0 and inf
x∈B

lim inf
r→0

ρ̄(U(x; r))
rn

> 0

we assert continuity of the map F : B −→ B minimizing (1.1) among all Borel
maps (1.2) pushing ρ forward to ρ̄. Moreover d2

B is differentiable at each point
(x, F (x)). If in addition B is not purely focal, this implies F (x) is never a cut
point of x ∈ B; in this case F will be smooth provided both ρ and ρ̄ are smooth.

Proof. By hypothesis, the domain of exponential map Dom(c-Expx) — which coin-
cides with the special case of (2.1) with cB = 1

2dist2B — is strictly convex. We also
identify vectors and co-vectors using the Riemannian metric. Loeper’s maximum
principal DASM holds by e.g. Example 12.34 and Theorem 12.36 of Villani [V2].
Exactly the same method as in Theorem E.1 of the arXiv version of [KM], which
gives a refinement of Loeper’s argument [L1], shows the continuity of optimal maps
for the source and target measures ρ, ρ̄ on B, or equivalently differentiability of the
corresponding c-convex potential. Differentiability of c at (x, F (x)) follows exactly
as in Corollary E.2 of the arXiv version of [KM]. Unless B has purely focal points,
this prevents the graph of F from intersecting the cut locus, so these disjoint com-
pact sets remain a positive distance apart. Smoothness of ρ and ρ̄ can then be used
to deduce smoothness of F on a not purely focal manifold using the method of Ma,
Trudinger and Wang [MTW] as Loeper did on the round sphere [L2], or alternately
by applying the interior regularity theory of Liu, Trudinger and Wang [LTW] —
which requires the continuity just proved. ¤

Example 5.2 (Hopf fibrations). The Hopf fibrations π : S2m+1 → CPm and
π : S4m+3 → HPm of the round sphere discussed in Example 4.2 lead to a cost
function c = dist2B on B = CPm (or B = HPm) which satisfies all the hypotheses
(and hence all the conclusions) of the preceding theorem. The cost function is A3s
according to Corollary 4.7 and Theorem 6.2, while the domain of the exponential
map is the ball of radius π

2 in the tangent space, and the conjugate locus coincides
with the cut locus. Thus, these manifolds are focal (but, not purely focal), in
contrast to the nonfocal manifolds analyzed by Loeper and Villani in the preprint
version of [LV].1 For example in the case of CPm, the exponential map gives a

1Remark added in revision: Shortly after we communicated the present manuscript to Loeper

and Villani, we learned they had revised [LV] to address A3s manifolds which are not purely focal.

Our results of the preceding section establish CPn and HPn to be A3s, hence examples of such

manifolds.
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submersion of the sphere of radius π/2 in TxCPm onto the cutlocus CPm−1 of x,
in which the fibre over each point in the base is a great circle.

As an immediate corollary of the theorem and example above, we obtain smooth-
ness of optimal maps between smooth positive source and target densities for the
distance squared cost corresponding to the Fubini-Study metric on CPm. Interme-
diate results such as Hölder continuity of the map F can be deduced as in or [L]
[L1] or Appendix E of the arXiv version of [KM] without assuming continuity of ρ

and ρ̄ if we replace (5.1) by the density bounds

(5.2) sup
x∈B

lim sup
r→0

ρ(U(x; r))
rn

< ∞ and inf
x∈B

lim inf
r→0

ρ̄(U(x; r))
rn

> 0.

See also [L] [LTW].
For completeness let us mention that for covering maps of the round sphere

(i.e. Riemannian submersions with discrete fibers), it is known that lifting the
measures on B to the total space M = Sn can be applied to show the regularity of
optimal maps using established regularity results [L2] on the round sphere. This
was discovered independently by Delanoë and Ge in Appendix C of [DG]. An
alternative approach (in the same spirit to our discussion above) to this covering
case has also been given by Figalli and Rifford [FR].

6. Sphere is almost positively cross-curved

In this section we show our final result, namely that the standard round sphere is
almost positively cross-curved. This represents a significant advance over Loeper’s
discovery that the round sphere satisfies A3s. Its proof will require the following
elementary lemma.

Lemma 6.1 (Calculus fact). For 0 ≤ ρ ≤ π, the function

a(ρ) := sin2 ρ + ρ sin ρ− ρ2(1 + cos ρ)

satisfies a(ρ) ≥ 0. Moreover a(ρ) = 0 if and only if ρ = 0, π.

Proof. Reparameterize ρ := π/2 + arcsin(λ) by |λ| < 1. Then

a(π/2 + arcsin(λ))

= 1− λ2 + (π/2 + arcsin(λ))
√

1− λ2 − (π/2 + arcsin(λ))2(1− λ).

Define

b(λ) :=
a(π/2 + arcsin(λ))

1− λ
.

The assertion holds if b(λ) > 0, for |λ| < 1. From

(1− λ)b′(λ) = 2− λ +
(π

2
+ arcsin λ

)
(2λ− 1)/(1− λ2)1/2

one can check b(−1) = 0, b′(−1) = 0, and b′(λ) ≥ 1 if 1
2 ≤ λ ≤ 1. Moreover,

√
1− λ2(1− 2λ)2

d

dλ

( (1− λ)
√

1− λ2

1− 2λ

db

dλ

)
= 2(1− λ)(1 + λ)2 > 0
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for −1 < λ < 1
2 , which shows b′(λ) increases monotonically in this range. Thus

b′(λ) and b(λ) both remain positive throughout |λ| < 1, completing the proof. ¤

Theorem 6.2 (Sphere is almost positively cross-curved.). The n-dimensional
sphere M = Sn with the standard round metric (i.e., sectional curvature K ≡ 1) is
almost positively cross-curved (4.9), a fortiori non-negatively cross-curved.

Proof. This theorem follows from the following nontrivial (and tedious) calcula-
tions. Let us first set up the geometric configuration we are going to analyze. Let
x be a point in the round sphere Sn of diameter π. Fix two unit tangent vectors
q, w ∈ TxSn, |q|, |w| > 0. For t ∈ R, with |t| sufficiently small, let r(t) be a line
in TxSn with ṙ(t) = q, r̈(t) = 0, |r(t)| < π, where ḟ , f̈ denote the time derivatives
d
dtf(t), d2

dt2 f(t) of a function f . Let x̄(t) be the c-segment x̄(t) := expx r(t). De-
note x̄ = x̄(0), ρ = |r(t)| (thus 0 ≤ ρ < π), and r̂ = r(t)

|r(t)| . Let 〈·, ·〉 denote the
Riemannian inner product.

To apply Lemma 2.5, define

H := Hess
(dist(·, x̄(t))2

2

)∣∣∣
x
(w, w).(6.1)

To prove (4.9) we will first show −Ḧ = − d2

dt2 H ≥ 0, and then the equality case shall
be determined. By continuity we may assume 0 < ρ < π without loss of generality.
From a standard Riemannian geometry calculation (for example see [DL][L2]), one
can show that

H = |w|2 − I G,(6.2)

where

I := |w|2 − 〈r̂, w〉2, G := 1− ρ cos ρ

sin ρ
.

Step 1: reduction to 2-dimensional case. One of the key points of the proof
is to rearrange the expression of −Ḧ in a clever way to enable further analysis.
Before differentiating H, let us list some preliminary computations in the order of
complexity. Define a function

g(u) = −u cos u

sin u
, u ∈]0, π[.

Then,

g′(u)
∣∣∣
u=ρ

=
1

sin ρ
B, g′′(u)

∣∣∣
u=ρ

=
ρ

sin3 ρ
A.

where

A :=
2(sin ρ− ρ cos ρ)

ρ
, B :=

ρ− cos ρ sin ρ

sin ρ
.

Here one can check that A,B > 0 for 0 < ρ < π and this will be important later.
We use these and the identities

ρ̇ = 〈r̂, q〉, ρ̈ =
1
ρ
(|q|2 − 〈r̂, q〉2)
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to do the following differentiations and rearrangements:

G =
ρ

2 sin ρ
A,(6.3)

Ġ =
1

sin ρ
B〈r̂, q〉,

G̈ =
ρ

sin3 ρ
A〈r̂, q〉2 +

1
ρ sin ρ

B(|q|2 − 〈r̂, q〉2),

İ =
2
ρ
(−〈r̂, w〉〈q, w〉+ 〈r̂, w〉2〈r̂, q〉),

Ï =
2
ρ2

(4〈r̂, q〉〈r̂, w〉〈q, w〉 − 4〈r̂, w〉2〈r̂, q〉2 − 〈q, w〉2 + 〈r̂, w〉2|q|2).

Key observations here are first,

G̈ > 0

and second, the quantities İ, Ï are independent of the normal component w⊥ of w

to the plane Σ ⊂ TxSn generated by r̂ and q. Let w1 = w − w⊥ be the projection
of w to Σ. By separating I = |w⊥|2 + |w1|2 − 〈r̂, w〉2, one sees

−Ḧ = G̈I + 2Ġİ + GÏ(6.4)

= G̈|w⊥|2 − Ḧ1

≥ −Ḧ1

where H1 is the quantity defined by replacing w in (6.1) with w1, thus independent
of w⊥. Notice that the quantity −Ḧ1 becomes identical to −Ḧ of r, q, w1 viewed
as tangent vectors of the 2-dimensional round sphere that is the exponential image
of Σ in the original sphere. This reduces the consideration to two dimensions.

We will need the following key expression obtained by (6.3) and rearrangement:

−Ḧ1 =
1

ρ sin ρ

{[
A

ρ2

sin2 ρ
〈r̂, q〉2 + B(|q|2 − 〈r̂, q〉2)](|w1|2 − 〈r̂, w1〉2)(6.5)

+ 4(B −A)
(〈r̂, q〉2〈r̂, w1〉2 − 〈r̂, q〉〈r̂, w1〉〈q, w1〉

)

+ A
(〈r̂, w1〉2|q|2 − 〈q, w1〉2

)}
.

Note that

B −A =
ρ2 + ρ sin ρ cos ρ− 2 sin2 ρ

ρ sin ρ
> 0 for 0 < ρ < π,(6.6)

as can be checked by taking the fourth-order derivative of the numerator. At
this point, Loeper’s result in [L2] that Sn is A3s can be obtained by substituting
〈q, w〉 = 〈q, w1〉 = 0 into the expression (6.5) and using the second line of (6.4).

Step 2: two dimensional case. From (6.4) it suffices to show −Ḧ1 ≥ 0. From
now on, we assume without loss of generality the dimension is two, and let r̂ = (0, 1),
q = (cos θ, sin θ), w1 = (cos ψ, sin ψ) in R2 ∼= TxS2, with 0 ≤ θ, ψ ≤ 2π. Let
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T := tan θ, S := tan ψ, −∞ ≤ T, S ≤ +∞. One checks from (6.5),

−Ḧ1 =
cos2 θ cos2 ψ

ρ sin ρ
P,(6.7)

where

P = AS2 − 2(2B −A)T S + A
ρ2

sin2 ρ
T 2 + B −A.

Thus it suffices to show P > 0. P is a convex (since A > 0) quadratic polynomial
in S with discriminant

D :=4(2B −A)2T 2 − 4
(
A

ρ2

sin2 ρ
T 2 + B −A

)
A

=4
{(

(2B −A)2 −A2 ρ2

sin2 ρ

)
T 2 −A(B −A)

}
.

We show D < 0 (regardless of T ), which implies P > 0. Since A(B −A) > 0, D is
always negative if

0 ≥ (2B −A)2 −A2 ρ2

sin2 ρ

=
(
2B −A + A

ρ

sin ρ

)(
2B −A−A

ρ

sin ρ

)
.

The first factor is positive, and the second factor is negative since

2B −A−A
ρ

sin ρ
= − 2

ρ sin ρ
a(ρ),

where

a(ρ) := sin2 ρ + ρ sin ρ− ρ2(1 + cos ρ)

which is positive from Lemma 6.1 (since 0 < ρ < π). This establishes the desired
inequality (4.9).

Step 4: equality case. Let us analyze the cases of equality, to conclude the
almost positive cross-curvature (4.9) of Sn. We only need to show for 0 < ρ < π

that −Ḧ = 0 holds if and only if the three vectors q, w, r̂ at TxSn are all parallel.
The necessity is easy to verify. For sufficiency, suppose −Ḧ = 0. From (6.4),
w⊥ = 0. Thus it reduces to two dimensional case as in Step 2. Now, from (6.7)
and P > 0, cos θ cosψ = 0. Thus either q or w is parallel to r̂. In either case
examining with (6.5) shows the other vector is also parallel to r̂. This establishes
almost positivity of the cross-curvature of Sn. ¤
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[L] J. Liu, Hölder regularity of optimal mappings in optimal transportation, Calc Var. Par-

tial Differential Equations 34 (2009) 435–451.

[LTW] J. Liu, N.S. Trudinger and X.-J. Wang, Interior C2,α regularity for potential functions

in optimal transportation, To appear in Comm. Partial Differential Equations.

[L1] G. Loeper, On the regularity of solutions of optimal transportation problems, Acta Math.

202 (2) (2009) 241–283.

[L2] G. Loeper, On the regularity of solutions of optimal transportation problems II: the

sphere case and the reflector antenna, to appear in Arch. Ration. Mech. Anal.



26 YOUNG-HEON KIM AND ROBERT J. MCCANN

[LV] G. Loeper and C. Villani, Regularity of optimal transport in curved geometry: the

nonfocal case, to appear in Duke Math. J.

[M] R. J. McCann, Polar factorization of maps on Riemannian manifolds. Geom. Funct.

Anal. 11 (2001) 589–608.

[MTW] X.-N. Ma, N. Trudinger, and X.-J. Wang, Regularity of potential functions of the optimal

transport problem, Arch. Ration. Mech. Anal. 177 (2) (2005) 151–183.

[S] K.-T. Sturm, Convex functionals of probability measures and nonlinear diffusions on

manifolds, J. Math. Pures Appl. 84 (9) (2005) 149–168.

[TW1] N. Trudinger and X.-J. Wang, On the second boundary value problem for Monge-Ampère

type equations and optimal transportation, Ann. Sc. Norm. Super. Pisa Cl. Sci. (5) 8

(1) (2009) 143–174.

[TW2] N. Trudinger and X.-J. Wang, On strict convexity and continuous differentiablity of

potential functions in optimal transportation, Arch. Ration. Mech. Anal. 192 (3) (2009)

403–418.

[U] J. Urbas, On the second boundary value problem for equations of Monge-Ampère type,

J. Reine Angew. Math. 487 (1997) 115–124.

[V1] C. Villani, Topics in Optimal Transportation, Graduate Studies in Mathematics, vol.

58. American Mathematical Society, Providence, RI, 2003.

[V2] C. Villani, Optimal Transport, Old and New, Grundlehren der Mathematischen Wis-

senschaften 338. Springer-Verlag, Berlin, 2009.

[V3] C. Villani, Stability of a 4th-order curvature condition arising in optimal transport the-

ory, J. Funct. Anal. 255 (9) (2008) 2683–2708.

YHK and RJM: Department of Mathematics, University of Toronto, Toronto, On-

tario Canada M5S 2E4

YHK: current address Department of Mathematics, University of British Columbia,

Vancouver BC Canada V6T 1Z2

E-mail address: YHK: yhkim@math.ubc.ca, RJM: mccann@math.toronto.edu


