
A nonlinear d’Alembert comparison theorem
and causal differential calculus on

metric measure spacetimes
Tobias Beran1, Mathias Braun2, Matteo Calisti3,

Nicola Gigli4, Robert J. McCann5, Argam Ohanyan6,
Felix Rott7, Clemens Sämann8
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1 Introduction
Einstein’s theory of gravity is set on a smooth Lorentzian manifold, but the singularity theorems
of Hawking [67] and Penrose [103] show one cannot expect smoothness to continue to hold in the
far past (and future): the Big Bang and black hole singularities are unavoidable consequences of
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the theory. Furthermore, the linearization of the Einstein field equations which relate the Ricci
curvature of spacetime to its matter content — being a wave equation — propagates singularities
(in the form of gravitational waves) without smoothing them. For these reasons and others discussed
in [75] and its references, it appears highly desirable to relax the smooth Lorentzian framework of
Einstein’s theory to allow for rougher, more flexible, settings.

Developments in positive (Riemannian) signature provide a model for such relaxations. The first
is the metric geometry of Alexandrov [2], Gromov [66], and others, where sectional curvature bounds
are defined using triangle comparison. The second is the metric measure geometry developed
following work of Fukaya [56] and Bakry–Émery [15], in which a measure is also used to define
Ricci bounds, as in

• the Ricci limit spaces of Cheeger–Colding [45, 46, 47],

• the curvature-dimension spaces CD(K,N) of Sturm [113, 114] and Lott–Villani [78], which
satisfy a lower bound of K on the Ricci curvature and upper bound of N on the dimension
expressed using refined versions of McCann’s entropic displacement convexity [82, 102, 48, 120],
and

• the Riemannian RCD(K,N) spaces of Ambrosio–Gigli–Savaré and Gigli, which for N = ∞
[11] and N ∈ (1,+∞) [60] single out among curvature-dimension spaces those which are
infinitesimally Hilbertian.

It is in the last setting that several of the most powerful results of the theory have been achieved,
such as the splitting theorem of Gigli [63] and its consequences [70, 92], a second-order calculus [61],
and the non-branching result of Deng [50]. Here ideas related to calculus of variations, gradient or
heat flows, Sobolev calculus and integration by parts play a central role.

Recently, in Lorentzian signature, several analogous steps have been taken. Building on earlier
works such as [29, 74, 14, 3, 97, 111], Kunzinger–Sämann proposed a theory of Lorentzian (pre)length
spaces — based largely on a time separation function — and timelike triangle comparison [75].
(They also required a causal order, but this can be embedded into a modified time separation
function which takes both signs as in McCann [84, 85].) By adding a measure, Cavalletti–Mondino
were able develop a theory of timelike curvature-dimension spaces TCDe

q(K,N) which manifest
nonsmooth timelike lower Ricci bounds [39]. These are based on entropic convexity estimates from
the smooth setting, that had there been shown to be equivalent to the strong energy condition of
Hawking–Penrose by McCann [84] and to the Einstein field equations by Mondino–Suhr [93]. A burst
of developments have followed, e.g. Braun [20, 21], Braun–McCann [25], McCann [85], Ketterer [71],
and Cavalletti–Mondino [40] with Manini [34]. Of course there is also an abundance of work beyond
the scope of Ricci curvature in this setting, including, e.g., by Burtscher–Garćıa-Heveling [28],
Kunzinger–Steinbauer [76], Müller [94, 95], Minguzzi–Suhr [91], Beran–Harvey–Napper–Rott [16],
Beran–Ohanyan–Rott–Solis [17], etc.

Just as the CD(0, N) spaces of Lott–Sturm–Villani include all Banach spaces and Finsler
manifolds of dimension n ≤ N [99], the TCDe

q(0, N) spaces of Cavalletti–Mondino include all
Finsler spacetimes of dimension n ≤ N [26]. One of the goals of the present manuscript is to
develop a nonsmooth criterion which distinguishes those timelike curvature-dimension spaces whose
time separation function behaves as if it came from a signed inner-product; we call such spaces
infinitesimally Minkowskian.

Definition 1.1 (Lorentzian TCD spaces). We will say a metric measure spacetime satisfies the
Lorentzian (entropic) timelike curvature-dimension condition, briefly LTCDe

q(K,N), if it is an
infinitesimally Minkowskian TCDe

q(K,N) metric measure spacetime; (c.f. (1.11) below).

This terminology is in analogy with the Riemannian curvature dimension condition of [11, 60].
Just as infinitesimal Hilbertianity [60] is essential for the metric splitting theorem of Gigli [63], so
we expect infinitesimal Minkowskianity to play an equally crucial role in obtaining a nonsmooth
analog of the Eschenburg, Galloway and Newman splitting theorems from Lorentzian geometry
[54, 57, 96]. Having this goal in mind, we also pursue the development of a nonsmooth Lorentzian
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analog of a negative-homogeneity d’Alembert operator, which — like the positive-homogeneity
Riemannian p-Laplace operator and in sharp contrast to the the usual 1-homogeneous wave operator

— is elliptic, albeit non-uniformly, on non-decreasing (viz. causal) functions. Indeed, we establish
that for 0 ̸= p < 1 the p-d’Alembert operator satisfies a comparison inequality, which estimates
its value on Lorentz distance functions by a bound in terms of K and N that becomes sharp in
constant curvature spaces. This is an important step toward a nonsmooth metric splitting theorem
under timelike Ricci rather than sectional curvature [17] bounds. To do so requires us to develop a
nonsmooth Sobolev calculus for (future-directed) causal curves and functions, which may be of
independent interest. One of the challenges we face is that such functions — due to the monotonicity
enforced by the arrow of time — form a convex Sobolev cone, rather than a Sobolev space. In
separate work inspired by the present one, five of us [23] show our p-d’Alembert comparison
bound leads to a new proof of the Lorentzian splitting theorems due to Eschenburg, Galloway and
Newman in the smooth setting. Using this p-d’Alembertian approach to the Lorentzian splitting
theorems, Caponio–Ohanyan–Ohta [33] are able to prove a splitting theorem for Finsler spacetimes,
generalizing a previous such result due to Lu–Minguzzi–Ohta [79]. Moreover, our method can be
used to prove Lorentzian splitting theorems for metrics of low regularity, see [24].

Setting and overview
Let us now give an overview of the strategy, organization and results of the present paper. As
detailed in §2, we work in a setting slightly different from that of previous authors; we do not
require any form of global hyperbolicity and replace it with some form of order completeness. This
allows our framework to accommodate infinite dimensions, possibly facilitating its amenability to
an eventual passage to a quantum theory of gravity, in whatever form that may take. We start
by introducing the concept of metric spacetime, namely a set M equipped with a (signed) time
separation function ℓ : M × M → {−∞} ∪ [0,+∞] which (is zero on the diagonal and) satisfies the
reverse triangle inequality. We use ℓ to define the transitive relations {ℓ ≥ 0} and {ℓ > 0}; these
relations are called causal and chronological, and denoted by ≤ and ≪ respectively. To develop
any sort of calculus we need to have a topology τ on M: rather than fixing a predetermined one,
we shall leave the choice of topology independent from that of time separation, asking only for
minimal relations. We shall typically assume that τ is Polish and that the set {ℓ ≥ 0} is closed
in M2 and call the resulting structure (M, τ, ℓ) a Polish metric spacetime. Then, inspired by the
Dedekind rather than Cauchy’s strategy for constructing the real numbers, we say that (M, τ, ℓ) is
forward if every non-decreasing sequence (yi)i∈Z ⊂ M which is order-bounded x ≤ yi ≤ yi+1 ≤ z
admits a future limit y+∞ = limi→+∞ yi. Similarly (M, τ, ℓ) is backward if every such sequence
admits a past limit y−∞ = limi→−∞ yi. In principle, one might decide to work with spacetimes
that are both forward and backward, but we eschew this assumption as we are skeptical about
its stability (see also the discussion in [58]). Our most important existence results (such as the
limit curve Theorem 2.30 or the lifting Theorem 2.43) are stated on forward spacetimes, typically
under the additional relation between τ and ℓ that the topology is locally causally convex, i.e. every
point has a neighbourhood basis made of causally convex sets. All these results could equally
well be formulated in backward spacetimes. We show forward metric spacetimes lie somewhere
between causally simple and globally hyperbolic metric spacetimes on the nonsmooth causal ladder
(Remark 2.11).

A curve γ : [0, 1] → M is called causal if s ≤ t implies γs ≤ γt; dually, a function f : M →
[−∞,+∞] is called causal if x ≤ y implies f(x) ≤ f(y). Since our space M may not be a manifold,
we need to develop structures to compensate for the absence of a tangent and cotangent space. We
rely on causal curves for the former purpose, and causal functions for the latter. The nonsmoothness
of our spaces prevents us from defining tangent or cotangent vectors pointwise; instead — inspired
by [10, 60] — we represent causal tangent fields using probability measures π on causal curves,
and (exact, future-directed) cotangent fields using causal functions f or more heuristically, their
differentials. The operation of horizontally differentiating f along π, which corresponds to a global
average of the initial derivative of f along the vector field represented by π, defines a positively
bilinear pairing of these objects. These proxies for causal tangent and cotangent fields are the
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subjects of §2 and §3, respectively. We shall also need to set up a convex-analytic Legendre
transform to identify tangent fields with cotangent fields and vice versa; this operation depends on
ℓ and a conjugate pair of exponents p−1 + q−1 = 1 with 0 ̸= q < 1 and is homogeneous but — as in
[60] and in contrast to both smooth Lorentzian and nonsmooth infinitesimally Hilbertian geometry

— is nonlinear and often multivalued. These challenges — and the fact that causal functions form a
convex cone rather than a vector space — are addressed in §4, where we also compute the “vertical”
(i.e. outer variational) derivative of the p-Dirichlet energy at f , and relate it to the tangent field
proxies π corresponding to the nonlinear Legendre-transform of the cotangent field proxied by f .
Inspired by analogous results concerning the nonlinear Laplacian which arises in the Finslerian
[101], Hamiltonian [100], and nonsmooth [60] settings, in §5 we define and estimate relative to
constant curvature models the p-d’Alembert operator □pf in terms of the curvature and dimension
parameters (K,N) of the forward metric measure spacetime.

Remark 1.2 (Beyond global hyperbolicity and q < 0). Although we allow 0 ̸= q < 1 of both
signs, in the Lorentzian optimal transport literature to date [52, 115, 84, 93, 39, 38, 21, 20, 25],
only the cost function ℓq/q with q ∈ (0, 1) (sometimes with q = 1 included) has been considered.
However, since the function uq(z) := zq/q (c.f. Section 2.1) has the same monotonicity and concavity
properties for q ∈ (0, 1) as for q < 0, the majority of the fundamental results established in the
above literature can be generalized to the case q < 0. Moreover, global hyperbolicity is almost
universally assumed in the references cited above, but it turns out that for most purposes it suffices
that the given spacetime be forward (c.f. Definition 2.1). Any result we mention in this work for
0 ̸= q < 1 on forward spacetimes while citing previous works belongs to the category of results
that can be generalized in this manner; it is mainly in §5 that such results are required and each of
these few is flagged by a reference to Remark 1.2. The detailed treatment of these generalizations
to the setting q < 0 (and even more general Lorentz costs) and to forward spacetimes is the content
of an ongoing work in progress [32]. ■

We now lay out the contents of each section in further detail, with an interlude between sections
§1.1 and §1.3 describing more of the smooth motivation for the ensuing constructions. Before
doing so, let us note that inspired by the current work, a very satisfactory and more constructive
approach to the existence of the p-d’Alembert operator has been developed by Braun [22]. This
enables him not only to establish many of its fundamental properties for the first time, but also
to give an exact representation formula covering most cases of interest using one-dimensional
localization and especially [39, 40, 25] in q-essentially timelike non-branching spaces [21].

1.1 Order-completeness; tangent notions for worldlines, curves of
measures, and measures over worldlines

Much like Cauchy-completeness is central in classical metric geometry to obtain many of the key
existence results in that setting, so is the order-completeness encoded in the definition of forward
(or backward) spacetimes in our setting for similar purposes. The first instance where this naturally
occurs is in the class of curves we consider: in a forward spacetime any causal curve bounded from
above and defined on a dense subset of [0, 1] including zero can uniquely be extended to a left
continuous causal curve on [0, 1] and if the underlying spacetime is Polish, then so is the space of
left-continuous causal curves equipped with a natural L1-distance. Under suitable compactness
assumptions on the set of curves or the underlying spacetime, this completeness of the space of
curves improves to compactness (Theorem 2.30), a result that we interpret as a limit curve theorem
in our setting (c.f. [86]) and is reminiscent of Helly’s selection theorem.

A leitmotiv of this work will be reliance on causal monotonicity in Lorentzian signature instead
of the Lipschitz or absolute continuity typically required in Riemannian signature. After laying out
the details of our setting, the remainder of §2 is largely devoted to defining the speed of a causal
curve. Heuristically, one would expect this to be given pointwise by a limit such as

|γ̇t| = lim
h↓0

ℓ(γt, γt+h)
h

. (1.1)
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Instead, we take this limit in the distributional sense and call the resulting measure the causal speed
|γ̇| of γ. Moreover, we show |γ̇| coincides on the interval (0, 1) with the maximum non-negative
Radon measure ν satisfying ν((s, t)) ≤ ℓ(γs, γt) for all 0 < s < t < 1. The latter is shown to
exist and to be unique by differentiation of the time separation function restricted to the curve in
§2.4; its absolutely continuous part agrees with the pointwise limit (1.1) for almost all t ∈ [0, 1].
When ℓ(γs, γt) = G(t) −G(s) for some non-decreasing function G, then ν = G′ coincides with the
distributional derivative G′ of G.

Associated to the causal speed are various power-law actions (with power 0 ̸= q < 1) whose
maximizers are by definition causal geodesics. This point of view has the virtue of being inherited
by curves in the space P(M) of probability measures on M: using optimal transport to maximize
the cost function ℓ(x, y)q over couplings with prescribed marginals µ0 and µ1 defines a (signed)
time separation function ℓq(µ0, µ1) on the space P(M) of Borel probability measures. In Section 2.3
we show that if (M, τ, ℓ) is a Polish (forward) metric spacetime, then so is (P(M), ℓq) equipped
with the narrow topology. A relevant result of the chapter, and the main one of Section 2.7 is the
Lorentzified version of a lifting theorem of Lisini [77], see also [9], that asserts that any suitable
causal curve µ : [0, 1] → P(M) of measures can be lifted to a probability measure π on causal
curves — called a plan (or “dynamical plan”) — such that the expectation of the q-action of the
individual curves γ under π agrees with the q-action of the path µ in (P(M), ℓq). In particular,
causal geodesics for ℓq lift to plans π concentrated on causal geodesic curves γ for ℓ. We use the
plan π as a proxy for a tangent to the curve of measures: whereas the causal speed represents only
the magnitude of the tangent, the plan also encodes its direction.

The final section of the chapter discusses various non-branching notions. A notable one that
arises in this setting is that of ‘timelike non-branching at 0 (resp. 1)’. A spacetime has this property
if any two timelike geodesics that agree on the whole (0, 1) also agree at 0 (resp. at 1). Of course,
in positive signature this always occurs by the continuity of geodesics, but in our framework this
cannot be excluded, and in some circumstances it is necessary to ask for this property, at least in a
suitable m-a.e. version, see Definition 2.56.

1.2 Smooth paradigm: Lagrangian-Hamiltonian duality
In §3 we explore a cotangent calculus in duality with the tangent concepts from §2. This must
be developed using positive linear rather than linear operations: the need to rely on causality
of our functions and curves means their tangent spaces should be represented by convex cones
rather than vector spaces. We therefore resort to concepts from convex analysis. Let us recall
them in the familiar setting of an n-dimensional time-oriented Lorentzian manifold M equipped
with a smooth globally hyperbolic metric tensor g of signature (+,−, · · · ,−). A vector v ∈ TxM
is called called causal if g(v, v) ≥ 0 and timelike if the previous inequality holds strictly. Moreover
the analogous terminology applies also to covectors, curves and functions: a curve is said to have
property Q if and only if its tangent vectors all have property Q; a smooth function f ∈ C1(M) is
said to have property Q if and only if df(x) has property Q for all x ∈ M. The set of timelike
vectors has two connected components, called the future and past; the vectors in the closure of
the future component are called future-directed. The time-orientability of M means the future can
(and has) been chosen to vary continuously with x ∈ M. A causal co-vector is called future-directed
if its action on one (and hence all) timelike future vectors is non-negative; it is called past-directed
otherwise. Fix dual exponents 0 ̸= q < 1 and p−1 + q−1 = 1. On the tangent space TxM to M at
x we define the Lagrangian

L(v) :=


1
q
g(v, v)q/2 if v is future-directed causal

−∞ else,

with the convention that 0q = +∞ if q < 0. Remarkably, L is a concave function [84, 88]; its strict
concavity in the timelike future was fundamental for McCann [84] and Mondino–Suhr [93]. We
define the q-action of a smooth curve γ : [0, 1] → M by integrating L over the curve. We define the
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time separation ℓ(x, y) between two events x, y ∈ M by declaring 1
q ℓ(x, y)q to be the supremum of

the q-actions of curves joining γ0 = x to γ1 = y, where it is intended — and consistent — that
ℓ(x, y) = −∞ if no future-directed causal curve from x to y exists (as in [84]); this definition is
independent of 0 ̸= q < 1. Global hyperbolicity is well-known to ensure this supremum is attained
unless no future-directed causal curve joins x to y; the maximizers have constant speed and, when
timelike, satisfy the geodesic equation. We define the concave Hamiltonian dual to L on the
cotangent space by

H(ω) : = inf
v∈TxM

[
ω(v) − L(v)

]
=


1
p
g∗(ω, ω)p/2 if ω is future-directed causal

−∞ else,

where g∗ is the cotangent metric induced by g. Obviously, H is also concave and together with L
satisfies the Fenchel–Young inequality

L(v) +H(ω) ≤ ω(v); (1.2)

moreover, equality holds if and only if ω = DL(v) — or equivalently, if and only if v = DH(ω).
Thus the v-derivative DL of L and its inverse map DH set up a nonlinear correspondence between
(future-directed timelike) tangent and cotangent vectors at x. Define

∥v∥ := lim
q↑1

L(v), ∥ω∥∗ := lim
p↑1

H(ω). (1.3)

For v and ω both future-directed, this allows us to re-express (1.2) in a form

1
q

∥v∥q + 1
p

∥ω∥p
∗ ≤ ω(v) (1.4)

better suited to the nonsmooth setting: it requires only the Lorentzian magnitudes of v and ω as
well as their bilinear pairing ω(v) to be known, but not the directions of v and ω. Since equality
holds if and only if ω = DL(v), (1.4) tests whether or not v and ω are identified under the nonlinear
duality DL. In the nonsmooth setting of §4, our Sobolev calculus will use an integrated version of
(1.4) to establish the analogous nonlinear identification of tangent and cotangent field pairs. The
limits defined by (1.3) give examples of objects we refer to as hyperbolic norms; their properties
are further explored in Appendix A.3 and [58].

Before returning to the nonsmooth setting, let us also point out that for causal functions
f ∈ C∞(M) it is the convex functional

E(f) := −
∫

M

H(df)dvolg (1.5)

which plays the role of the p-Dirichlet energy. Convexity of E helps to determine when the (vertical)
directional derivative

lim
t→0

E(f + tφ) − E(f)
t

= −
∫

M

dφ
(
DH(df)

)
dvolg =:

∫
M

φ
δE

δf
dvolg (1.6)

exists. It makes the variational derivative

δE

δf
= divg

(∥∥df
∥∥p−2

∗ ∇f
)

=: −□pf

a non-uniformly elliptic operator that we call the p-d’Alembertian. (This is analogous to how
uniform convexity of the usual 2-Dirichlet energy makes the Riemannian Laplacian elliptic.) Notice
however a conceptual issue: for the two-sided derivative (1.6) to exist, it is necessary that f + tφ
be causal (i.e. have df + tdφ future-directed) for sufficiently small t of both signs. Since the set
of causal functions is a only a convex cone, outside of the smooth setting we will frequently need
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to be satisfied with a one-sided derivative and an inequality in place of (1.6). Nevertheless, this
construction allows us to prove a weak nonsmooth p-d’Alembert comparison theorem in §5. In
particular, the latter establishes the 2-d’Alembert comparison inequality

□2g
o ≤ dimM − 1

|go|
(1.7)

for the Lorentz distance function go := −ℓ(·, o) on a spacetime with non-negative timelike Ricci
curvature; notice that □pf is independent of p when ∥df∥∗ = 1. Although (1.7) was proved in
the region where go is smooth by [54], our extension across the cut locus seems new; it can be
viewed as an analog of Calabi’s result for the Riemannian Laplacian [31], even though both our
formulations — in the weak as opposed to viscosity sense — and our methods of proof are utterly
different. For a more direct proof of this extension inspired by the present work yet using more
classical techniques, see [23]. We return now to the nonsmooth setting with one caveat: in the
nonsmooth setting, the notions of causal and timelike will tacitly be taken to mean future-directed
unless otherwise mentioned.

1.3 The Sobolev cone of cotangent fields; infinitesimal
Minkowskianity

Having established nonsmooth tangent notions in §2, we turn to the problem of developing
nonsmooth cotangent notions in §3. Although the consideration of linear functions on Minkowski
space makes it tempting to define the slope at y ∈ M of a causal function f : M → R̄ using
(backward and forward) limits like

|∂−f |(y) .= lim inf
x↑y

f(y) − f(x)
ℓ(x, y) or |∂+f |(y)| .= lim inf

z↓y

f(z) − f(y)
ℓ(y, z) (1.8)

restricted to x ≪ y ≪ z, in nonsmooth spaces it is not obvious when these limits should agree. It
is even less obvious whether such a pointwise definition will cooperate with the kind of integration
by parts formulas needed to give meaning in a weak sense to the nonsmooth analog of the p-
d’Alembertian □pf . We focus instead to a different strategy inspired by developments in positive
signature [73, 43, 110, 10, 60], as well as by the above-mentioned Lagrangian-Hamiltonian duality.

We require our forward metric spacetime (M, ℓ) to be equipped with a Radon reference measure
m to express integration by parts. The triple (M, ℓ,m) is called a metric measure spacetime.
Relative to m, the plans π on causal curves which appear in integration by parts formulas should
not concentrate too much mass at any particular point in time and spacetime; quantifying a
version of this condition leads to the notion of a test plan, namely a plan π admitting C > 0
such that for every t ∈ [0, 1], the push-forward (et)∗π under the evaluation map et(γ) := γt is
m-absolutely continuous with Radon–Nikodým density bounded from above by C. Remarkably,
this Lorentzian notion is even simpler than its Riemannian antecedent [10], which in turn was
inspired by the regular Lagrangian flows of Ambrosio–DiPerna–Lions [51, 5] (that, in relation with
lower Ricci curvature bounds, turned out to be connected to Cheeger–Colding’s segment inequality
[44, Theorem 2.11]).

Instead of (1.8), the slope |df | : M → [0,+∞] that we seek to define should heuristically be
characterized as the largest function G satisfying

f(γ1) − f(γ0) ≥
∫ 1

0
G(γt) |γ̇t|dt (1.9)

for all causal curves γ. However, it is not clear that such a function exists; moreover, for rough
spaces and discontinuous functions, the values of f may be ambiguous at individual points or
even along individual curves. Thus we hope instead that (1.9) holds along most curves. Lacking a
preferred reference measure to define a notion of ‘almost every’ curve [110, 10], we instead require
(1.9) to hold when integrated against every test plan, and deal with equivalence classes of functions
f that agree m-a.e. For this integration to make sense, we restrict our attention to m-measurable
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causal functions; if a causal function is not known to be measurable we may therefore call it rough
causal. In §3.1 we show that every rough causal function is continuous outside a countable union
of achronal sets, hence rough causality of f already implies m-measurability in many spaces of
interest, such as those having synthetic lower Ricci curvature bounds as in Corollary 5.11.

There are two equivalent ways of defining a “candidate” for |df | rigorously. Either pathwise (as
in Lemma 3.13) or more robustly, in integrated form:

Definition 1.3 (Weak subslope). A Borel function G : M → [0,+∞] is a weak subslope of f if
for all test plans π, ∫ [

f(γ1) − f(γ0)
]
dπ(γ) ≥

∫∫ 1

0
G(γt) |γ̇t|dtdπ(γ). (1.10)

Under mild assumptions on f and ℓ, both limits (1.8) become weak subslopes (Proposition 3.18).
Weak subslopes are stable under limits (Proposition 3.12). Moreover, the set of weak subslopes
for f is stable under pointwise maxima (see (3.14)). Combining these two properties allows us to
deduce the existence and uniqueness of a maximal G satisfying (1.10) which we call a maximal
weak subslope and denote by |df |. This represents a Lorentzian analog of the notions of minimal
weak upper gradient introduced and studied in positive signature by Koskela–MacManus, Cheeger,
Shanmugalingam, and Ambrosio–Gigli–Savaré [73, 43, 110, 10]. In the smooth setting we show
this notion coincides with ∥df∥∗ pointwise a.e. in Theorem A.2.

Inspired by the notion of infinitesimal Hilbertianity introduced by Gigli [60], we now formulate
our definition of infinitesimal Minkowskianity. It is based on requiring the usual parallelogram law
to hold for f + g and f .

Definition 1.4 (Infinitesimal Minkowskianity). We call (M, ℓ,m) infinitesimally Minkowskian if
for every two causal functions f, g : M → R̄, we have

2 |d(f + g)|2 + 2 |df |2 = |dg|2 + |d(2f + g)|2 m-a.e. (1.11)

Coupled with the a.e. concavity we shall eventually prove for |df |, Theorem 4.16 shows this
parallelogram law is akin to asserting that |df |(x) can be polarized to produce an indefinite inner
product with Lorentzian signature for m-a.e. x ∈ M (see also Lemma A.12). Simple variants of
the results established in Appendix A.1 — whose proofs we omit for simplicity — show that a
smooth Finsler spacetime is infinitesimally Minkowskian if and only if it is a Lorentzian spacetime.
A related preceding result by Braun–Ohta [26] shows Finsler spacetimes with timelike sectional
curvature bounds are already Lorentzian manifolds, hence infinitesimally Minkowskian. Another
open problem already expressed in [38]: for metric measure spaces, infinitesimal Hilbertianity
permits curvature-dimension bounds to be reformulated equivalently in terms of a Bochner-type
inequality [11, 53]; it would be interesting to know whether infinitesimal Minkowskianity permits an
analogous reformulation of timelike curvature-dimension conditions for metric measure spacetimes.
In the smooth setting, one direction of this equivalence can be found in [100, 23]. In the nonsmooth
case, irrespective of infinitesimal Minkowskianity, the timelike curvature-dimension condition is
connected to a special Bochner-type inequality for Lorentz distance functions (whose simplifying
advantage is that their “Hessian” vanishes identically in the tangential direction) by Braun [22]
based on the localization formalism of Cavalletti and Mondino [37].

The remainder of §3 is devoted to establishing calculus rules in the necessary generality for our
applications, including concavity a.e. of the maximal weak subslope (Proposition 3.21), locality
properties in Proposition 3.22, chain rule (Proposition 3.23), and Leibniz rule (Proposition 3.24).
As a consequence, although the maximal weak subslope defines only the magnitude |df | of the
slope and not its direction, we expect our approach paves the way to defining a genuine differential
df for a causal function following the strategies from positive signature by Sauvageot [108, 109],
Weaver [121], and Gigli [61].
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1.4 Nonsmooth Lagrangian–Hamiltonian duality
In §4 we set up the negative-homogeneity correspondence between tangent and cotangent objects
induced by a pair of exponents p−1+q−1 = 1 with 0 ̸= p < 1. Inspired by the smooth Fenchel–Young
inequality (1.4), one expects causal curves γ and causal functions f to satisfy

df(γ̇0) ≥ 1
q

|γ̇0|q + 1
p

|df |p, (1.12)

provided we can assign an appropriate meaning to the positively bilinear pairing on the left which
represents the horizontal (inner) derivative of f along the curve γ. In the nonsmooth setting, we
establish this inequality not for individual curves, but only after integrating against an arbitrary
test plan π over curves (Proposition 4.1). Much as in positive signature [11, 60], the positively
bilinear pairing which appears on the left of (1.12) will be replaced by the so-called “horizontal
derivative” to obtain

lim inf
t↓0

∫
f(γt) − f(γ0)

t
dπ(γ) ≥ 1

p

∫
|df |p(γ0)dπ(γ) + lim inf

t↓0

1
tq

∫∫ t

0
|γ̇r|qdrdπ(γ).

When the opposite inequality also holds, with lim sup replacing lim inf on the left, we say π
represents the initial p-gradient of f (just as the Hamiltonian gradient γ̇0 = DH(df) = ∥df∥p−2

∗ ∇f
from the smooth case attains equality in (1.12)). Heuristically, we may think of π as a tangent
field also denoted by |df |p−2 ∇f µ0 waiting to act linearly on the causal proxy φ for the cotangent
field dφ, where µ0 = (e0)∗π. This follows the strategy used by Gigli [60] in positive signature
metric measure geometry, which in turn was inspired by De Giorgi’s theory of metric gradient
flows [49]. Although the plan π representing the initial p-gradient of f is never unique, for a given
f the set of such π is convex. Continuing the analogy with γ̇0 = DH(df) that has been rigorously
developed in positive signature [10], in the very special case (e0)∗π = m we may view π as inducing
a subgradient of the nonsmoothly adapted convex p-energy

E(f) := −1
p

∫
M

|df |pdm (1.13)

(via horizontal differentiation, which also leads to a weak definition for the divergence). To pursue
this analogy further is beyond the scope of this paper.

This sets up the desired negative-homogeneity correspondence between the tangent objects π
and cotangent objects df .

The remainder of §4 is devoted to developing and using more calculus rules to nonsmoothly
compare the two sides of (1.6), with (1.13) replacing (1.5) in the “vertical” derivative on the left,
while the right side is replaced by horizontal differentiation of φ along π. Theorem 4.15 then shows
that an analog of identity (1.6) continues to hold as an inequality for single-sided derivatives, viz.

lim
ε↓0

∫
|d(f + εφ)|p(γ0) − |df |p(γ0)

pε
dπ(γ) ≤ lim inf

t↓0

∫
φ(γt) − φ(γ0)

t
dπ(γ). (1.14)

By linearity of the right-hand side, when f+εφ is causal for small ε of both signs the complementary
inequality

lim
ε↑0

∫
|d(f + εφ)|p(γ0) − |df |p(γ0)

pε
dπ(γ) ≥ lim sup

t↓0

∫
φ(γt) − φ(γ0)

t
dπ(γ)

follows. In this case, if one can show the two-sided vertical derivatives on the respective left-
hand sides exist and are equal — as we establish when two-sided perturbations are causal and
the spacetime is infinitesimally Minkowskian, cf. Theorem 4.16 — then (1.14) improves to an
equality, meaning the horizontal (t ↓ 0) derivative also exists and coincides with the vertical
(ε → 0) derivative. Some settings in which this improvement becomes possible are identified in
Appendix A.2. Here, one of our contributions is to identify (for a given function f) a specific and
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more tangible class of test functions φ satisfying the previous causality obstructions on f + εφ;
cf. Proposition A.4.

Note the asymmetric roles played by f and φ in the estimates above: whereas causality implies
f is analogous to a non-decreasing function on the real line, being a difference of causal functions,
εφ = (f + εφ) − f is analogous to a function of locally bounded variation on the real line; this
analogy proves quite fruitful. When both f and φ are causal, if |df | and |dφ| have strictly positive
real values m-a.e., equation 4.31 shows d+f(∇φ) = d+φ(∇f) m-a.e. for infinitesimally Minkowskian
forward spacetimes. This expression becomes a positively bilinear indefinite quadratic form which
can be extended bilinearly to the vector space generated by causal functions. Effectively, in some
sense we recover a bilinear metric tensor m-a.e. from ℓ in this case.

1.5 Timelike Ricci curvature bounds and applications
The last part of our paper is devoted to applications of our first-order Sobolev calculus (which require
additional hypotheses related to continuity of ℓ+ and of timelike geodesics). More significantly,
they require a proxy for timelike lower Ricci curvature bound K and upper dimension bound
N . The synthetic version of this which we adopt is a hybrid combination TMCPh

+(K,N) of
the timelike measure contraction property TMCP+(K,N) of Braun [21] and the entropic variant
TMCPe

+(K,N) of Cavalletti–Mondino [39] upon which it is based. Although TMCP+(K,N) is
a priori stronger than TMCPe

+(K,N), they are conjecturally equivalent under appropriate non-
branching hypotheses (as already known for their positive signature counterparts [41, 35]), while
the reduced variant TMCP∗

+(K,N) of TMCP+(K,N) is equivalent to TMCPe(K,N) under such
circumstances [21]. The two conditions TMCP+(K,N) and TMCP∗

+(K,N) are defined by requiring
different (K,N)-dependent convexity estimates for the N -Renyi entropy functional

SN (µ) := −
∫

M

ρ(N−1)/N dm, where µ = ρm + µ⊥ with µ⊥ ⊥ m, (1.15)

along suitable ℓq-geodesics (µt) joining an arbitrary probability measure µ0 to a Dirac mass in its
timelike future; when K = 0, both follow from ordinary convexity of the assignment t 7→ SN (µt).
The Cavalletti–Mondino condition instead requires a growth bound for the Boltzmann-Shannon
entropy

S∞(µ) :=
{∫

M
ρ log ρdm if µ = ρm and m[sptµ] < ∞,

+∞ otherwise
(1.16)

along the same curves which follows from ordinary convexity in the case N = 0. Our hybrid
condition TMCPh

+(K,N) requires suitable ℓq-geodesics to satisfy both estimates. We need it only to
gain compactness; whenever the compactness is provided by globally hyperbolicity, TMCP+(K,N)
would suffice.

We note that qualitatively, all our results in Section 5 will hold irrespective of whether we
assume TMCPh

+(K,N) or TMCPh,∗
+ (K,N) (or TMCP+(K,N) or TMCP∗

+(K,N) when globally
hyperbolicity holds). The benefit of the unstarred conditions is that they provide quantitative
consequences in sharp form even in the absence of any non-branching hypothesis. Notably, an
interesting setting where this comparison theory thus applies are vector spaces with hyperbolic
norms, cf. Appendix A.3. As our Proposition A.11 below establishes, Euclidean space endowed
with any appropriate hyperbolic norm has non-negative synthetic timelike Ricci curvature, yet
these structures may admit many branching geodesics in general.

For compatibility with the test plans of our Sobolev calculus, the entropic displacement convexity
which defines TMCPh

+(K,N) must be satisfied by geodesics of measures having density bounds. The
construction of these “good” geodesics in Theorem 5.7 and Theorem 5.12 involves new subtleties
beyond those from the globally hyperbolic case [20]. To enforce initial and final conditions (and
one-sided continuity) the concept of non-branching at 0 or 1 we already alluded to comes into play;
it relaxes concepts from [75, 85]. To handle Dirac endpoints with forward-completeness instead of
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compactness, we exploit the narrow coercivity of S∞ on finite volume subsets of M and the growth
bounds from TMCPe

+(K,N).
The first result that we show is a nonsmooth converse to the Hawking–King–McCarthy–

Malament theorem [68, 80]. Working in the smooth context, with the time separation function
built out of the metric tensor, they showed that a bijection which preserves the class of continuous
timelike curves is in fact a smooth conformal isometry. If it also preserves the time separation then
it preserves the metric tensor. In the nonsmooth context, we have instead used the time separation
to define a maximal weak subslope |df | : M → [0,+∞] for causal functions f : M → R̄. We
begin by showing that (M, ℓ,m) satisfying TMCPh

+(K,N) implies the Sobolev-to-steepness property
(Theorem 5.17), inspired by Gigli’s Sobolev-to-Lipschitz property in positive signature [63]. This
means the condition |df | ≥ 1 m-a.e. implies a “reverse Lipschitz” condition we call 1-steepness, viz.

f(y) − f(x) ≥ ℓ(x, y)

for all x, y ∈ sptm. This implies ℓ can be recovered on the support of m from the assignment
f 7→ |df |. It also implies that if T : sptm1 → sptm2 is a surjection between two such spaces that
preserves measure, causality, and maximal weak subslopes, then it also preserves ℓ, i.e. is a global
isometry (Theorem 5.16). Much like in positive signature, this result makes use of Sobolev notions
viable for deriving precise metric conclusions.

Our second application is set in the same class of spaces. We connect our first-order Sobolev
calculus with the optimal transport of appropriate Borel probability measures µ0, µ1 ∈ P(M)
by showing a metric [10, 60] Brenier–McCann [27, 81, 83, 84] theorem. Under appropriate
hypotheses [39], Cavalletti–Mondino have shown a coupling of µ0 and µ1 is ℓq-optimal if and only if
it is supported in the ℓq/q-superdifferential ∂ℓq/qf of an ℓq/q-concave function f . In Theorem 5.19,
we show that if a test plan has marginals (e0, e1)∗π supported in ∂ℓq/qf , then π represents the
initial p-gradient of f . Moreover, π-a.e. γ satisfies the equality

ℓ(γ0, γ1) = |df |p−1(γ0). (1.17)

Thus µ0-a.e., our maximal weak subslope captures the distance transported into the future. This
also opens the door for a natural notion of exponentiation on nonsmooth spacetimes with synthetic
curvature bounds akin to [65].

This result plays a role in our third application, which is a sharp p-d’Alembert comparison
theorem for TMCPh

+(K,N) spaces (Theorems 5.24 and 5.28). The theorem has the cleanest form
in the case K = 0. For ℓq/q-concave functions f with ∂ℓq/qf ⊂ {ℓ > 0}, it states the following
inequality in a weak form:

□pf ≤ N. (1.18)

Applying (1.18) to the function fo = −ℓ(·, o)q/q, the chain rule yields a weak expression of the
bound

□p(−ℓ(·, o)) ≤ N − 1
ℓ(·, o)

on I−(o) for the p-d’Alembertian of the Lorentz distance to o ∈ sptm. On I+(o), a similar logic
yields a weak reformulation of

□pℓ(o, ·) ≥ −N − 1
ℓ(o, ·)

under the modified hypothesis TMCPh
−(0, N), in which transport involves a Dirac endpoint in the

past rather than the future. Along the way, some key inequalities have to be “reversed”; this is
discussed separately in Section 5.7.

Based on the analogous result in positive signature [60], the initial idea of our proof is to consider
a mass distribution µ0 given in terms of an appropriate non-negative test function φ supported
in I−(o), and to transport µ0 to µ1 := δo. The corresponding ℓq/q-concave function is f = fo

on I−(o). (To simplify the presentation in this introduction, we neglect technicalities pertaining
to causality, integrability, etc., of appropriate linear combinations of φ and f for now.) More
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precisely, since the entropy functional (1.15) is given by the convex integrand sN (r) = −r(N−1)/N ,
we will choose µ0 to be m-absolutely continuous with density ρ0 = (c0 φ)N/(N−1), where c0 is a
normalization constant. Theorems 5.7 and 5.19 plus Theorem 5.12 establish the existence of a
plan π representing the initial p-gradient of f such that the assignment t 7→ SN (µt) satisfies an
appropriate ℓq-geodesic convexity estimate, where µt := (et)∗π. This convexity entails

lim sup
t↓0

SN (µt) − SN (µ0)
t

≤ SN (µ1) − SN (µ0) = c0

∫
M

φdm. (1.19)

On the other hand, ordinary convexity of sN gives the complementary bound relating (1.19) to a
horizontal derivative, which in turn can be bounded by a vertical derivative as in (1.14):

lim inf
t↓0

SN (µt) − SN (µ0)
t

≥ lim inf
t↓0

∫
s′

N ◦ ρ0(γt) − s′
N ◦ ρ0(γ0)

t
dπ(γ)

≥ lim inf
ε↓0

∫
M

|d(f + ε s′
N ◦ ρ0)|p − |df |p

pε
dµ0

=
∫

M

d+(s′
N ◦ ρ0)(∇f) |df |p−2dµ0

= c0

N

∫
M

d+φ(∇f) |df |p−2dm,

where the last identity follows from a suitable chain rule and the specific choice of ρ0. Canceling c0
gives the desired weak formulation of (1.18), viz.∫

M

d+φ(∇f) |df |p−2dm ≤ N

∫
M

φdm.

For non-zero K, the initial “chord above tangent” bound (1.19) is complicated by the presence of
additional distortion coefficients depending on ℓ(γ0, γ1), which are related to |df |p−1(γ0) by our
metric Brenier–McCann theorem (1.17).

In Section 5.6 we discuss how the p-d’Alembert comparison estimate can be coupled with infinites-
imal Minkowskianity (or related notions) to develop a notion of ‘distributional’ p-d’Alembertian
and start studying its properties. A basic one is that the Riesz–Daniell theorems allow us to
represent such an operator as a Radon measure, suitably defined.

In the final Section 5.7 we comment on how our results are modified if we work on TMCPh
−(K,N)

spaces rather than on TMCPh
+(K,N) ones (while keeping forward completeness).

1.6 Two-sided perturbations, hyperbolic norms, and compatibility with
smooth notions

We include three appendices. The first establishes compatibility between many of the nonsmooth
notions introduced here and their analogs in smooth spacetimes. The second uses Kunzinger–
Steinbauer’s nonsmooth adaptation [76] of the Sormani–Vega null distance [112] to give conditions
under which a causal function f will admit two-sided linear perturbations, both of which remain
causal. The third introduces hyperbolic norms as a generalization of Lorentz–Finsler norms, and
explores weak lower Ricci bounds in this setting as well as consequences of the parallelogram law.
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2 Curves in the nonsmooth Lorentzian setting
2.1 Infinity conventions
Throughout this paper, we employ the conventions

+∞ − (+∞) := +∞,

−∞ − (−∞) := +∞,

±∞ + z := ±∞ for every z ∈ [−∞,+∞],
0 · (±∞) := 0.

(2.1)

The latter is standard in measure theory. The first three will enter into play, for instance, when
presenting the reverse triangle inequality for the time separation function (2.4b) or when discussing
calculus with causal functions as in (3.9), as we do not want to exclude from our analysis cases in
which ℓ or f take the values ±∞. We accept that our conventions imply the non-commutativity
−∞ + (+∞) = −∞ < +∞ = +∞ + (−∞). In connection with the reverse triangle inequality, it is
worth to point out that for a, b, c ∈ R̄ the above yields

min{a+ b, b+ a} ≤ c ⇔ a ≤ c− b and b ≤ c− a, (2.2)

as can be easily checked.
For 0 ̸= p ≤ 1, we also define the concave non-decreasing function up : R̄ → R̄ by setting

up(z) := zp

p for z > 0 and then extending this by monotonicity and concavity, i.e. we put

up(z) = −∞ for z ∈ [−∞, 0) and any p ≤ 1,
up(0) = −∞ (resp. 0) for p < 0 (resp. p ∈ (0, 1]),

up(+∞) = 0 (resp. +∞) for p < 0 (resp. p ∈ (0, 1]).
(2.3)

2.2 Notions of spacetimes
We shall work in a setting which generalizes Lorentz(–Finsler) spacetimes and their basic causality
theory to possibly nonsmooth spaces. Such an abstract approach was pioneered by Kunzinger–
Sämann through their Lorentzian pre-length spaces [75] (inspired by early contributions of Busemann
[29] and Kronheimer–Penrose [74]). An alternative approach where many topological properties
are implied by basic axioms on the time separation function was proposed by Minguzzi–Suhr [91].
Sequella of [39, 85, 25, 30] extend [75, 91]. (We point out [85, 25] use the term “metric spacetime”
for related yet slightly different structures than we do.) An approach more tied to a distance in
the classical metric sense (the so-called null distance) is given in Sormani–Vega [112].

Let M be a set and ℓ : M × M → {−∞} ∪ [0,+∞]. We say that ℓ is a time separation if

ℓ(x, x) = 0, (2.4a)
min{ℓ(x, y) + ℓ(y, z), ℓ(y, z) + ℓ(x, y)} ≤ ℓ(x, z). (2.4b)

hold for any x, y, z ∈ M. We define the transitive relations chronology ≪ and causality ≤ on M as:

≪ := ℓ−1((0,+∞]) = {ℓ > 0}, ≤ := ℓ−1([0,+∞]) = {ℓ ≥ 0}.

If ℓ is a time separation, so is its time-reversal ℓ∗(y, x) := ℓ(x, y).
We shall denote by ℓ+ := max{ℓ, 0} = ℓ ∨ 0 the positive part of ℓ. For x ∈ M, the sets

I+(x) := {y ∈ M : x ≪ y}, I−(x) := {y ∈ M : y ≪ x},
J+(x) := {y ∈ M : x ≤ y}, J−(x) := {y ∈ M : y ≤ x},

are the chronological future and past of x and the causal future and past of x, respectively.
Analogously, for X,Y ⊂ M we define

J±(X) :=
⋃

x∈X

J±(x), J(X,Y ) := J+(X) ∩ J−(Y ).
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If X and Y are both compact we refer to sets of the form J(X,Y ) as causal emeralds, or simply
emeralds. If X = {x} and Y = {y}, we will refer to these sets as diamonds instead of emeralds
and write J(x, y) for short. We shall also deal with chronological diamonds, i.e. sets I(x, y) of the
form I+(x) ∩ I−(y). A set X ⊂ M is called causally convex if and only if it contains the causal
diamond J(x, y) ⊂ X for all x, y ∈ X.

Definition 2.1 (Notions of spacetimes). We shall say that:

i) (M, ℓ) is a metric spacetime if ℓ is a time separation on M so that ≤ is a partial order, i.e.
x ≤ y and y ≤ x implies x = y.

ii) (M, τ, ℓ) is a Polish metric spacetime if τ is a Polish topology (i.e. induced by a complete and
separable distance) on the metric spacetime (M, ℓ) so that {ℓ ≥ 0} is closed in M2.

iii) (M, τ, ℓ) is a forward metric spacetime if it is a Polish metric spacetime and every sequence
(xn) such that xn ≤ xn+1 ≤ x̄ for every n ∈ N and some x̄ ∈ M admits a τ-limit.
Symmetrically, if we ask for existence of limits of decreasing sequences bounded from below
we get the notion of backward metric spacetime.

Finally, a Polish spacetime is called locally causally convex if every point has a neighbourhood basis
made of causally convex sets.

Forward/backward spacetimes give notions of completeness which obviate our need for the
local compactness guaranteed by global hyperbolicity. A new compactness result in forward metric
spacetimes, Theorem 2.30 below, gives a limit curve theorem for causal curves.

Remark 2.2 (The choice of the topology). We are not going to require any further relation
between τ and ℓ on top of those already asked by the concepts of Polish and forward metric
spacetimes. We opt for this choice both because for the moment we do not need anything more and
because we are looking for notions that get inherited by the space of Borel probability measures
equipped with the time separation ℓq coming from optimal transport: see Section 2.3 for details.

In practical applications however, and especially in relation to convergence of spacetimes, it is
surely natural to look for a topology that is induced in some way by ℓ. Also, our strongest version
of the limit curve theorem Theorem 2.30 holds for locally causally convex topologies and often
topologies somehow induced by ℓ have this property. Examples of ℓ-induced topologies are:

- The Alexandrov topology, i.e. the one generated by chronological diamonds,

- The chronological topology [75], i.e. the one generated by sets of the form I−(x) and I+(x)
as x varies in M,

- The smallest topologies making ℓ upper semicontinuous and its positive part ℓ+ continuous.

These are ordered from the coarsest to the finest and are all locally causally convex. ■

Remark 2.3 (Push-up property). In any metric spacetime (M, ℓ), the push-up principle holds,
i.e. if x ≪ y and y ≤ z (or if x ≤ y and y ≪ z) then x ≪ z. This follows directly from the reverse
triangle inequality. ■

We collect a couple of basic results about the relation of ℓ and the topology.

Lemma 2.4 (Upper semicontinuous time separations attain maxima on emeralds). Let (M, τ, ℓ)
be a Polish metric spacetime. Then emeralds are closed. If moreover ℓ+ is real valued and upper
semicontinuous, then it is bounded above on each emerald.

Proof. Let E ⊂ M be an emerald, say E = J(C0, C1) for C0, C1 ⊂ M compact, and (xn) ⊂ E be a
sequence converging to a limit x. Then there are (yn) ⊂ C0 and (zn) ⊂ C1 so that yn ≤ xn ≤ zn

for every n ∈ N. By compactness, up to passing to a non-relabelled subsequence we can assume
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that yn → y ∈ C0 and zn → z ∈ C1. As {ℓ ≥ 0} is closed, we conclude that y ≤ x ≤ z, so that
x ∈ E as well.

For the second claim, notice that by upper semicontinuity ℓ attains its maximum value L < ∞
on C0 × C1. We claim ℓ ≤ L on E2. Each x ∈ E lies in J(x0, x1) for some xi ∈ Ci. Similarly
y ∈ E lies in J(y0, y1) for some yi ∈ Ci. If ℓ(x, y) > −∞ then x0 ≤ x ≤ y ≤ y1 and the reverse
triangle inequality yields ℓ(x, y) ≤ ℓ(x0, y1) ≤ L as desired.

Somewhat conversely, the following provides a condition ensuring lower semicontinuity of ℓ+(·, o)
for a point o ∈ M. The assumption is tailored to the setting we will work with in Section 5: in
typical applications, z comes from the t-evaluation γt of a rough ℓ-geodesic γ from x to o (see
Definition 2.32).

Lemma 2.5 (Rough timelike geodesy yields lower semicontinuous time to a point). Let (M, τ, ℓ)
be a Polish metric spacetime with τ containing the chronological topology. Assume that a point
o ∈ M has the following property: for every x ≪ o and every t ∈ (0, 1) there exists z ∈ M such that

ℓ(x, z) = t ℓ(x, o), ℓ(z, o) = (1 − t) ℓ(x, o).

Then the assignment z 7→ ℓ+(z, o) is lower semicontinuous.

Proof. It suffices to prove that for every c > 0 the superlevel set {ℓ(·, o) > c} is open. For every
x ∈ {ℓ(·, o) > c}, by our assumption there exists z ∈ M such that ℓ(x, z) > 0 and ℓ(z, o) > c. In
particular, x belongs to the chronological past of z, which is open by definition. We thus proved
that {ℓ(·, o) > c} is the union of chronological pasts of all of its elements, hence it is open.

Further interesting regularity properties can be proved under the (reasonable) assumption that
in our spacetime any point can be approximated by points in its chronological past, i.e.

x ∈ I−(x) ∀x ∈ M. (2.5)

This holds e.g. in metric spacetimes where every point is in the interior of a continuous timelike
curve, such as in globally hyperbolic regular Lorentzian length spaces.

The notion of forward-completeness which defines forward spacetimes (Definition 2.1) does not
quite coincide with the usual notion of order completeness, which would require existence of a
supremum rather than a limit. These two notions are linked by the following two results.

Lemma 2.6 (Chronology determines causality). Let (M, τ, ℓ) be a Polish metric spacetime for
which (2.5) holds. Then the inclusion I−(x) ⊂ I−(y) for some x, y ∈ M implies x ≤ y.

Proof. This can partially be compared with one direction of [1, Prop. 2.26]. Taking closures in the
given inclusion and recalling that ≤ is closed we get I−(x) ⊂ I−(y) ⊂ J−(y). Then the assumption
(2.5) yields x ∈ J−(y), which is the claim.

The following proposition gives sufficient conditions for the limit of any ≤-non-decreasing
sequence to coincide with its ≤-supremum.

Proposition 2.7 (Limit from the past vs. order supremum). Let (M, τ, ℓ) be a Polish metric
spacetime for which (2.5) holds and so that τ contains the chronological topology. Let the limit
x = limn→∞ xn of some non-decreasing sequence xn ≤ xn+1 in M converge. Then xn ≤ x for all
n ∈ N and moreover: if xn ≤ y ∈ M for all n ∈ N then x ≤ y.

Proof. Letting m → ∞ in xn ≤ xm (which is valid for n ≤ m) and using that ≤ is closed we
deduce that x is an ≤-upper bound for the sequence. Let y be another ≤-upper bound. Since
xn → x, any neighbourhood U of x contains all xn for large enough n. In particular, this holds
for U = I+(z) for some z ≪ x provided by (2.5); U is open by our assumption on τ. For such U
we must have z ≪ xn for sufficiently large n and since y ≥ xn we must also have z ≪ y by the
push-up property (Remark 2.3). We thus proved that if z ≪ x then z ≪ y, so that Lemma 2.6
implies x ≤ y, as desired.
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We comment on how all this relates to previously investigated settings.

Remark 2.8 (Metric spacetimes versus other abstract generalizations of spacetimes). Our setup
of Polish metric spacetimes is compatible with the approaches of Kunzinger–Sämann’s Lorentzian
pre-length spaces [75] and Minguzzi–Suhr’s bounded Lorentzian metric spaces [91] whenever the
respective standing hypotheses intersect. (We refer to Beran–Harvey–Napper–Rott [16, §4.1] for
the relation between [75] and [91].) Indeed, let (M, τ, ℓ) be a Polish metric spacetime with τ being
the chronological topology. Let d be a fixed metric inducing τ. If ℓ+ is lower semicontinuous, then
(M, d,≪,≤, ℓ+) is a Lorentzian pre-length space. On the other hand, a Lorentzian pre-length space
(M, d,≪,≤, τ) where the reference metric d is Polish and induces the chronological topology and
such that the relation ≤ is closed becomes a Polish metric spacetime by defining ℓ as −∞ outside
≤ and τ otherwise.

Lastly, assume the pair (M, τ) is a bounded Lorentzian metric space after Minguzzi–Suhr [91].
Let τ denote the reference topology, which is Polish and in fact uniquely certifies the definition
of (M, τ) being a bounded Lorentzian metric space [91, Cor. 1.7, Thm. 1.10]. Define ℓ as in the
previous paragraph, where ≤ is replaced by the (closed) extended causal relation from [91, §5.1].
These observations make (M, ℓ) a Polish metric spacetime. ■

Definition 2.9 (Global hyperbolicity). A Polish metric spacetime is called globally hyperbolic if
all of its emeralds are compact.

Together with our ad hoc assumption of closedness of {l ≥ 0}, this corresponds to the notion of
global hyperbolicity for general topological ordered spaces suggested by Minguzzi [87].

Remark 2.10 (About global hyperbolicity). In a globally hyperbolic metric spacetime, any
bounded monotone sequence has a limit, as it lives in a (compact) emerald and the closedness of ≤
implies any two limits x, x′ ∈ M satisfy x ≤ x′ and x′ ≤ x, hence x = x′ as ≤ is a partial order. In
particular, such a spacetime is both forward and backward. As we do not assume a strong relation
between a metric (inducing the Polish order topology) and the causal structure (i.e. d-compatibility
[75, Def. 3.13]), a globally hyperbolic metric spacetime is not a globally hyperbolic Lorentzian
pre-length space in the sense of [75, Def. 2.35]. On the other hand if we assume d-compatibility,
causal path-connectedness (i.e. every pair of causally related points can be joined by a continuous
causal curve) and lower semicontinuity of ℓ+, then by [90, Thm. 3.7] the quintuple (M, d,≪,≤, ℓ+)
is a globally hyperbolic Lorentzian pre-length space. ■

Remark 2.11 (Forward metric spacetimes on the causal ladder). A spacetime is called causally
simple if the causal relation ≤ is both a partial ordering and closed; this definition makes sense in
our setting as well. By Remark 2.10, any globally hyperbolic metric spacetime is forward, while by
definition any Polish metric spacetime is causally simple.

In our setting, these inclusions are strict. On the one hand, Anti-de Sitter space is causally
simple but not forward-complete. Alternatively, consider any causal diamond J(x, y) in the
Minkowski plane but remove spacelike infinity ∂I+(x) ∩ ∂I−(y).

Also, take the diamond J((−1, 0), (1, 0)) in the Minkowski plane and add the horizontal line
Rê2 to the space and extend the causal relation by (−1, 0) ≤ (0, z) ≤ (1, 0) for all z ∈ R. This
space is causally simple and forward, but not globally hyperbolic (and not a manifold). ■

2.3 The spacetime of Borel probability measures
Let (M, τ, ℓ) be a Polish metric spacetime. We shall denote by P(M) the collection of Borel
probability measures on it and by Pem(M) ⊂ P(M) the subset of those with support in some
emerald. Here we are interested in the study of the Lorentz–Wasserstein time separation ℓq

(originating in Eckstein–Miller [52] in the range q ∈ (0, 1]) on P(M). We start with the definition:

Definition 2.12 (Lorentz–Wasserstein distance). Let (M, τ, ℓ) be a Polish metric spacetime in
which ℓ is Borel. For µ, ν ∈ P(M) let Π≤(µ, ν) ⊂ P(M × M) be the set of causal couplings, i.e.
of measures π ≥ 0 concentrated on {ℓ ≥ 0} having marginals µ = (Pr1)∗π and ν = (Pr2)∗π; here
Pr1(x, y) := x and Pr2(x, y) := y on M2.
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For 0 ̸= q ≤ 1, and uq from (2.3), the q-Lorentz–Wasserstein distance ℓq(µ, ν) of µ, ν ∈ P(M)
is defined as −∞ if Π≤(µ, ν) is empty (consistently with the usual convention sup ∅ := −∞) and
otherwise as that element in [0,+∞] such that

uq

(
ℓq(µ, ν)

)
:= sup

π∈Π≤(µ,ν)

∫
M×M

uq ◦ ℓdπ. (2.6)

In other words, if no infinities appear, ℓq(µ, ν) can be defined via

ℓq(µ, ν) := sup
π∈Π≤(µ,ν)

( ∫
M×M

ℓq dπ
) 1

q

. (2.7)

A coupling π of µ and ν with µ ⪯ ν is called ℓq-optimal if it attains the supremum in (2.6) (or,
equivalently, in (2.7)).

We shall prove in a moment that ℓq is a time separation on P(M). For the moment, we notice
that the causal relation ⪯ it induces is independent of q and can be defined as: µ ⪯ ν if and only
if Π≤(µ, ν) is not empty. A standard gluing argument shows that ⪯ is transitive, while it is less
obvious that it is antisymmetric (but see Proposition 2.16 below). For the interplay of ⪯ and the
narrow topology we refer to [52, Thm. 8] and [25, Thm. B.5]. We caution the reader that unlike
the causal relation described above, the timelike relation ≺ induced by ℓq can depend on q when
we allow q < 0.

To study the properties of ℓq it is convenient to keep in mind some basic facts about Lq ‘norms’
for 0 ̸= q < 1, defined for [0,+∞]-valued measurable functions as

∥f∥q :=
( ∫

fq dm
) 1

q ∈ [0,+∞].

The following is simple and well known, see also [58] for more about duality properties of Lp and
Lq spaces for p, q < 1:

Lemma 2.13 (Basic inequalities in Lq, 0 ̸= q < 1). Let (X,m) be a σ-finite measure space,
0 ̸= p < 1 and 0 ̸= q < 1 satisfy 1

p + 1
q = 1, and f : X → [0,+∞] be measurable. Then

∥f∥q = inf
{ ∫

fg dm : g : X → [0,+∞] is measurable with ∥g∥p = 1
}

(2.8)

and

∥f1 + f2∥q ≥ ∥f1∥q + ∥f2∥q. (2.9)

Moreover, if equality holds in (2.9) and ∥f1 + f2∥q ∈ (0,+∞), then for some α ≥ 0 we have
f1 = αf2.

Proof. We observe that up is the Legendre-Fenchel transform of the concave function uq, i.e.:

uq(z) + up(w) ≤ zw ∀z, w ≥ 0,
uq(z) + up(w) = zw ⇔ z, w > 0, u′

q(z) = w, u′
p(w) = z.

The proof of this is trivial. We now prove ≤ in (2.8). This is obvious if ∥f∥q = 0. Assume thus —
for the moment — that ∥f∥q ∈ (0,+∞) and notice that the above yields

1
∥f∥q

∫
fg dm ≥

∫
uq( f

∥f∥q
) + up(g) dm =

∫
uq( f

∥f∥q
) dm +

∫
up(g) dm = 1

q + 1
p = 1, (2.10)

and thus the desired ≤. For the general case we find a non-decreasing sequence (fn) increasing to f
so that the ∥fn∥q’s are finite and converging to +∞ (here the assumption of σ-finiteness matters):
letting n ↑ ∞ in ∥fn∥q ≤

∫
fng dm ≤

∫
fg dm, by the arbitrariness of g we conclude that ≤ holds.
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We pass to ≥ and observe that it is obvious if ∥f∥q = +∞. Then assume — up to normalization —
that ∥f∥q = 1, notice that in this case g := f

q
p satisfies ∥g∥p = 1 and that

∫
fg dm =

∫
fq dm = 1

yielding the claim. Finally, if ∥f∥q = 0 find a decreasing sequence (fn) converging to f so that
the ∥fn∥q’s are positive and converging to 0 (again, here the assumption of σ-finiteness helps). By
the above discussion, for each n there is gn with ∥gn∥p = 1 so that ∥fn∥q =

∫
fngn dm, thus in

particular fngn ∈ L1(m) and letting m → ∞ in the bound
∫
fngn dm ≥

∫
fmgn dm valid for any

m ≥ n, by dominated convergence we conclude that ∥fn∥q ≥
∫
fgn dm ≥ infg

∫
fg dm. Letting

n ↑ ∞ we conclude.
The second part of the statement is now an easy consequence of the first. Notice indeed that

∥f1 + f2∥q = inf
g

∫
(f1 + f2)g dm ≥ inf

g1

∫
f1g1 dm + inf

g2

∫
f2g2 dm = ∥f1∥q + ∥f2∥q, (2.11)

where g, g1, g2 are as in (2.8). For the equality case we observe that if ∥f1 + f2∥q ∈ (0,+∞) we
proved above that there is g as in (2.8) so that ∥f1 + f2∥q =

∫
(f1 + f2)g dm and (2.10) shows

that the only such g is given by g = ( f1+f2
∥f1+f2∥q

)
q
p . If also ∥f1∥q, ∥f2∥q ∈ (0,+∞), then the same

argument and the equality in (2.8) force g = ( f1
∥f1∥q

)
q
p = ( f2

∥f2∥q
)

q
p and the conclusion easily

follows. If instead one of f1, f2, say f1, has q-norm equal to 0, then equality in (2.9) implies
that

∫
fq

2 dm =
∫

(f1 + f2)q dm and since both sides are real (from ∥f1 + f2∥q ∈ (0,+∞)) the two
integrands are in L1(m) and since f2 ≤ f1 + f2 holds m-a.e., the equality forces f1 = 0 m-a.e.,
that is the conclusion. Finally, the case ∥f1∥q = ∥f2∥q = 0 cannot occur in conjunction with the
equality in (2.9) and ∥f1 + f2∥q ∈ (0,+∞).

Remark 2.14. For q ∈ (0, 1) we might have ∥f1∥q = ∥f2∥q = ∥f1 + f2∥q = +∞ in (2.9) without
any rigidity. Similarly, if q < 0 we might have ∥f1∥q = ∥f2∥q = ∥f1 + f2∥q = 0 without rigidity.■

In order to prove antisymmetry of ⪯, the following lemma will be useful:
Lemma 2.15 (Recurrence of self-couplings). Let X be a Polish space and π ∈ P(X2) have equal
first and second marginals.

Then for every distance d inducing the Polish topology on X and r > 0 we have: for π-a.e.
(x, y) there is a sequence (xn) ⊂ X with x0 = x, x1 = y, (xn, xn+1) ∈ sptπ for every n ∈ N and

lim inf
n→∞

d(x0, xn) ≤ r. (2.12)

Proof. The proof is based on a variant ‘for couplings’ of the classical Poincaré recurrence theorem
(for which we will follow the presentation from Tao [116]). Let µ := (Pr1)∗π = (Pr2)∗π and let (πx)
be the disintegration of π w.r.t. the projection Pr1 on the first marginal. Define π ∈ P(XN) as

dπ(x0, x1, . . .) = · · · dπx2(x3)dπx1(x2)dπx0(x1)dµ(x0).

In other words, π is the measure given by Kolmogorov’s extension theorem associated to the
measures πN ∈ P(XN ), where dπN (x0, . . . , xN−1) = dπxN−2(xN−1) · · · dπx0(x1)dµ(x0). Notice that
the construction grants

(Prn,Prn+1)∗π = π ∀n ∈ N (2.13)
and thus

π is concentrated on sequences (xn) such that (xn, xn+1) ∈ sptπ for every n ∈ N. (2.14)

We claim that for every E ⊂ X2 Borel we have

lim sup
n→∞

π
({

(xi) ∈ XN : (x0, x1), (xn, xn+1) ∈ E
})

≥ π(E)2. (2.15)

Indeed, from (2.13) it follows that
∫ ∑

i<n 1(Pri,Pri+1)−1(E) dπ = nπ(E) and the Cauchy-Schwarz
inequality yields

n2π(E)2 ≤
∫ ( ∑

i<n

1(Pri,Pri+1)−1(E)

)2
dπ =

∑
i,j<n

π
(

(Pri,Pri+1)−1(E) ∩ (Prj ,Prj+1)−1(E)︸ ︷︷ ︸
=(Pri,Pri+1,Prj ,Prj+1)−1(E×E)

)
.
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From the definition it also follows that (Pri,Pri+1,Prj ,Prj+1)∗π = (Pr0,Pr1,Prj−i,Prj−i+1)∗π
whenever i < j, thus calling L the lim sup in (2.15), it is not hard to see that

lim sup
n→∞

1
n2

∑
i,j<n

π
(

(Pri,Pri+1)−1(E) ∩ (Prj ,Prj+1)−1(E)
)

≤ L,

and the claim (2.15) follows. We now claim that for every E ⊂ X2 Borel it holds that

for π-a.e. (x, y) ∈ E we have π(x,y)
(
{(xi) : (xn, xn+1) ∈ E for infinite many n}

)
> 0, (2.16)

where (π(x,y)) is the disintegration of π w.r.t. the projection on the first two coordinates. Indeed,
if this fails for some E, for some Borel set F ⊂ E with π(F ) > 0 we have

0 = π(x,y)
(
{(xn, xn+1) ∈ E for infinite n’s}

)
≥ π{(x,y)

(
(xn, xn+1) ∈ F for infinite many n}

)
and therefore π({(xi) : (xn, xn+1) ∈ F for infinite n’s}) = 0, which contradicts (2.15).

Hence (2.16) holds and applying it with E := B × X, where B ⊂ X is a ball of diameter < r
and recalling (2.14) and that π(x,y) is — for π-a.e. (x, y) — concentrated on sequences with x0 = x
and x1 = y, we see that for π-a.e. (x, y) with x ∈ B there is (xn) with (xn, xn+1) ∈ sptπ for every
n ∈ N and xn ∈ B for infinite n’s. In particular lim infn d(x, xn) ≤ r and since X can be covered
by a countable collection of such balls B, the conclusion follows.

Notice that if the coupling π in the statement is induced by a map, then the claim (2.15)
reduces to the classical recurrence theorem by picking E := F × X for arbitrary F ⊂ X Borel. Also,
the measure π built in the statement reflects the idea that the coupling π can be seen as the map
sending x to the fiber πx of the disintegration of π w.r.t. the projection onto the first coordinate,
so that ‘to iterate π means to iterate this assignment’, in a sense.

With this said, we have the following general statement; c.f. [85] [25, Theorem B.2].
Proposition 2.16 (Probability measures inherit Polish structure from metric spacetime). Let
(M, τ, ℓ) be a Polish metric spacetime so that ℓ is Borel and 0 ̸= q ≤ 1.

Then (P(M), ℓq) equipped with the narrow topology is a Polish metric spacetime as well.
Proof. The reverse triangle inequality is known and based on a standard gluing argument together
with the reverse triangle inequality (2.9) in Lq for 0 ̸= q < 1: see e.g. [52, Thm. 13] or [39, Prop. 2.5]
and notice that the proofs do not depend on global hyperbolicity and that, even though are stated
in the range q ∈ (0, 1], remain unchanged for negative q (see also Lemma 2.13 above). We now
claim that

for any µ ∈ P(M) the plan (id, id)∗µ is the only element of Π≤(µ, µ). (2.17)

The fact that (id, id)∗µ ∈ Π≤(µ, µ) is obvious. To show that it is the only element we argue by
contradiction, so we assume that π ∈ Π≤(µ, µ) is not concentrated on the diagonal. Let r > 0
and apply Lemma 2.15 to find a sequence (xn) ⊂ M with x0 ̸= x1, (xn, xn+1) ∈ sptπ ⊂ {ℓ ≥ 0}
(and thus xn ≤ xn+1) for every n ∈ N satisfying (2.12). In particular there is xr = xn(r) for a
suitable n(r) with x0 ≤ x1 ≤ xr and xr ∈ Br(x0). Letting r ↓ 0 and using the closure of {ℓ ≥ 0}
we deduce that x0 ≤ x1 ≤ x0 and conclude that x0 ≤ x1 ≤ x0, i.e. that x0 = x1, contradicting the
assumption.

Thus (2.17) holds, and therefore ℓq(µ, µ) = 0 for any µ ∈ P(M). To conclude that (P(M), ℓq)
is a metric spacetime it remains to show that ℓq(µ, ν) = ℓq(ν, µ) = 0 implies µ = ν. To see this,
let π1 ∈ Π≤(µ, ν), π2 ∈ Π≤(ν, µ) and π ∈ P(M3) a gluing of these along the common ν-marginal.
Since π1, π2 are causal, the construction grants that x ≤ y ≤ z for π-a.e. (x, y, z) and since
(Pr1,Pr3)∗π ∈ Π≤(µ, µ), we deduce from (2.17) that for π-a.e. (x, y, z) we have x = z, and thus
that x = y = z for π-a.e. (x, y, z). In particular µ = ν, as desired.

We come to the topological aspects. The fact that the narrow topology on P(M) is Polish is
well known (see e.g. [9, Remark 7.1.7]), so to conclude we need only to show that {(µ, ν) : µ ⪯ ν}
is closed. This, however, is obvious: if (µn), (νn) narrowly converge to µ, ν respectively and
πn ∈ Π≤(µn, νn) for every n, then (πn) is tight and any narrow limit is, by the closure of {ℓ ≥ 0},
an element of Π≤(µ, ν).
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We now want to investigate how forward completeness of M is inherited by P(M). To this aim,
the following simple lemma will be useful:

Lemma 2.17 (‘Limit’ as Borel map). Let X be a Polish space, X̂ := Πn∈NX with the (Polish)
product topology and consider the subset X̂L ⊂ X̂ of sequences admitting a limit in X.

Then X̂L is a Borel subset of X̂ and the map sending a sequence in X̂L to its limit in X is Borel.

Proof. Let (yk) ⊂ X be countable and dense and, for r > 0, consider the set X̂r,k ⊂ X̂ defined as

X̂r,k :=
⋃

n∈N

{
(xi) ∈ X̂ : xi ∈ Br(yk) ∀i ≥ n

}
=

⋃
n∈N

⋂
i≥n

Pr−1
i

(
Br(yk)

)
that is clearly Borel. Then so is X̂r := ∪kX̂r,k and so is the map Lr : X̂r → X sending (xi) to yk,
where k ∈ N is the least integer such that (xi) ∈ X̂r,k. To conclude, notice that for any rj ↓ 0 we
have X̂L = ∩jX̂rj

and that for (xi) ∈ X̂L the limit in j of Lrj
((xi)) exists and is the limit of (xi).

We then have:

Proposition 2.18 (Probability measures inherit forward structure from metric spacetime). Let
(M, τ, ℓ) be a forward metric spacetime so that ℓ is Borel and 0 ̸= q < 1.

Then (P(M), ℓq) equipped with the narrow topology is a forward metric spacetime as well.

Proof. By Proposition 2.16 we need only to check forward completeness, thus let (µn) ⊂ P(M) be
such that µn ⪯ µn+1 ⪯ µ̄ for every n ∈ N and some µ̄ ∈ P(M).

Let M̂ := Πn∈N∪{∞}M be equipped with the product (hence Polish) topology and K ⊂ P(M̂)
be the collection of measures α such that (Prn)∗α = µn for any n ∈ N and (Pr∞)∗α = µ̄. We
claim that K is narrowly compact and since it clearly is narrowly closed (by the continuity of the
projections), to see this it suffices to prove that it is tight. Thus fix ε > 0 and find compact sets
Kn ⊂ M, n ∈ N ∪ {∞}, such that µn(Kc

n) < ε
2n for every n ∈ N and µ̄(Kc

∞) < ε. Then the set
K := Πn∈N∪{∞}Kn is compact and it is easy to see that α(Kc) < 2ε for every α ∈ K, thus proving
the claim.

Now for every n ∈ N let πn ∈ Π≤(µn, µn+1) and π̃n ∈ Π≤(µn, µ̄) (the existence of such plans is
ensured by our assumptions). Using a gluing argument and then Kolmogorov’s theorem we can
find, for every n ∈ N, a measure αn ∈ K such that

(Pri,Pri+1)∗αn = πi ∀i ∈ N,

(Prn,Pr∞)∗αn = π̃n.
(2.18)

By the compactness of K, possibly passing to a non-relabelled subsequence we can assume that
(αn) narrowly converges to a limit α ∈ K. We claim that spt(α) is contained in the set of sequences
x = (. . . , xi, . . . , x∞) ∈ M̂ such that x1 ≤ . . . ≤ xi ≤ . . . ≤ x∞. To see this, let x ∈ spt(α) and find
xn ∈ spt(αn) converging to x in M̂ (i.e. xn

i → xi as n → ∞ for every i ∈ N ∪ {∞}). Then for
every i ∈ N and every n ≥ i, by the defining properties (2.18) we have xn

i ≤ xn
i+1 and xn

i ≤ xn
∞.

Passing to the limit in these (recall that {ℓ ≥ 0} is closed), we get our claim.
It follows by forward completeness that for α-a.e. x there exists the limit lim(x) of i 7→ xi and

since the partially defined limit map lim : M̂ → M is Borel (by Lemma 2.17 above), we can define
µ∞ := lim∗α. We check that µ∞ is the desired narrow limit of (µn): let φ ∈ Cb(M) and notice that

lim
n→∞

∫
φdµn = lim

n→∞

∫
φ(xn) dα(x) =

∫
φ(lim(x)) dα(x) =

∫
φdµ∞,

having used the dominated convergence theorem in the second identity.

For later use we also record the following simple fact:

21



Lemma 2.19 (Upper semicontinuity of ℓq and attainment on emeralds). Let (M, τ, ℓ) be a Polish
metric spacetime such that ℓ is upper semicontinuous, does not take the value +∞ and let 0 ̸= q < 1.

Then for every µ, ν ∈ Pem(M) with µ ⪯ ν an ℓq-optimal coupling exists. Moreover, if E ⊂ M is
an emerald and (µn), (νn) sequences of measures concentrated in E narrowly converging to µ, ν
respectively, then µ, ν are also concentrated on E and

lim sup
n→∞

ℓq(µn, νn) ≤ ℓq(µ, ν).

Proof. We start from the second claim. The closedness of E established in Lemma 2.4 ensures that
µ, ν have support in E and that supn ℓq(µn, νn) < +∞. Now let πn ∈ Π≤(µn, νn) be such that∫
uq ◦ ℓ dπn ≥ uq(ℓq(µn, νn)) − 1

n and notice that the tightness of (µn), (νn) yields that of (πn), so
that passing to a non-relabelled subsequence we can assume that the sequence narrowly converges
to some π ∈ Π≤(µ, ν). Since ℓ is upper semicontinuous and bounded from above on E2, the narrow
convergence yields

lim sup
n→∞

∫
uq ◦ ℓdπn ≤

∫
uq ◦ ℓdπ ≤ uq(ℓq(µ, ν)),

and the conclusion follows. For the first claim just apply the above with µn = µ and νn = ν for
every n ∈ N.

2.4 Causal speed
Let us fix a metric spacetime (M, ℓ). A map γ : [0, 1] → M is called causal path if it is monotone,
i.e. t, s ∈ [0, 1] with t ≤ s imply γt ≤ γs. Note that the time-orientation is inherently given by
the relation ≤, so that all causal paths are future directed. We do not assume causal paths are
continuous (at this stage M does not even have a topology, but even when topology will be added,
continuity will not be imposed).

The goal of this section is to discuss in which sense a causal path admits a causal speed.
Heuristically, in analogy to the speed of absolutely continuous curves in metric geometry [4], its
causal speed |γ̇t| at an appropriate t ∈ [0, 1] should be given as limh↓0 ℓ(γt, γt+h)/h. Making this
idea precise requires a generalization of the well-known fact that the distributional derivative of a
monotone function F : R → R̄ is a non-negative Radon measure on the interior of its interval of
finiteness. This is also related to the classical result of Lebesgue asserting that monotone functions
are differentiable L1-a.e.

Theorem 2.23 and its Corollary 2.24 establish similar differentiability results for time separation
functions T : [0, 1] × [0, 1] → {−∞} ∪ [0,+∞] near the diagonal of the unit square. Choosing
T (s, t) := ℓ(γs, γt) allows us to associate the desired causal speed and — for any suitable choice
of Lagrangian — a global action with each causal path γ in M. Choosing T (s, t) := F (t) − F (s)
recovers the distributional and a.e. derivatives of a monotone function F as above.

Let us start by recalling a few standard facts.
Definition 2.20 (Vitali cover). A Vitali cover of a set E ⊂ R is a collection V of closed non-trivial
intervals such that for every x ∈ E and every ε > 0 there is I ∈ V containing x (so in particular
the collection is a cover) with L1(I) ≤ ε.

For a proof of the following well known theorem we refer to Bogachev [18, Thm. 5.5.1].
Theorem 2.21 (Vitali’s covering lemma). Let E ⊂ R be Borel with L1(E) < ∞, ε > 0, and V

a Vitali cover of E. Then there are finitely many intervals In ∈ V that are disjoint and so that
L1(E \

⋃
n In) < ε.

The following simple lemma will be useful in defining the causal speed:
Lemma 2.22 (Non-oscillation criterion). Let f, ω : (0, 1) → (0,+∞) be such that limh↓0 ω(h) = 0
and so that for every n ∈ N, every finite sequence (αi) ⊂ [0, 1] with

∑
αi = 1, and every h ∈ (0, 1)

we have
n∑

i=0
αif(αih) ≤ f(h) + ω(h).
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Then the limit limh↓0 f(h) exists.

Proof. Let h, α ∈ (0, 1] and n be the integer part of 1/α. Our assumption yields

nαf(αh) ≤ nαf(αh) + (1 − nα)f((1 − nα)h) ≤ f(h) + ω(h)

for every h ∈ (0, 1). Keeping h fixed and letting α ↓ 0 (noting that nα → 1 in this procedure) we
obtain

lim sup
h′↓0

f(h′) = lim sup
α↓0

f(αh) ≤ f(h) + ω(h).

Letting h ↓ 0 we conclude lim suph′↓0 f(h′) ≤ lim infh↓0 f(h), which is the claim.

In the sequel, consider the upper left halfsquare

H := {(s, t) ∈ [0, 1]2 : s ≤ t}.

Theorem 2.23 (Differentiation of the reverse triangle inequality). Let T : H → [0,+∞) be a
function satisfying

T (r, s) ≤ T (r, t) − T (s, t) (2.19)
for all 0 ≤ r ≤ s ≤ t ≤ 1. Then the following hold.

(i) There exists a unique maximal element µ among all Borel measures ν on R which satisfy

ν((a, b)) ≤ T (a, b), ∀a, b ∈ R, a < b, (2.20)

where here we are extending T to the whole halfplane {s ≤ t} ⊂ R2 by putting

T (s, t) := T
(
0 ∨ s ∧ 1, 0 ∨ t ∧ 1

)
. (2.21)

(notice that this extension still satisfies (2.19)).

(ii) The measure µ is the weak limit as h ↓ 0 of the measures µh given by

dµh(t) := T (t, t+ h)
h

dL1(t).

Moreover, writing µ = ρL1 + µ⊥ for the Lebesgue decomposition of µ with respect to L1, we
have that L1-a.e. t ∈ R satisfies

ρ(t) = lim
n→+∞

T (rn, sn)
sn − rn

(2.22)

for all sequences (rn), (sn) ⊂ [0, 1] so that rn ↑ t, sn ↓ t and rn < sn for every n ∈ N.

(iii) For every 0 ̸= q < 1, write uq(z) := zq

q (recall also the conventions in Section 2.1 for uq(0))
and for a partition P = {0 = t0 < t1 < · · · < tn = 1} of [0, 1] define the ‘discrete q-action’
Aq(P ) as

Aq(P ) :=
n−1∑
i=0

(ti+1 − ti)uq

(T (ti, ti+1)
ti+1 − ti

)
.

Then
P finer than Q ⇒ Aq(P ) ≤ Aq(Q) (2.23)

and ∫ 1

0
uq(ρ) dL1 = inf Aq(P ), (2.24)

where the infimum is taken among all partitions of [0, 1].
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(iv) For a partition P = {0 = t0 < t1 < · · · < tn = 1} we set |P | := max |ti+1 − ti|. Then for any
sequence (Pk) of partitions such that |Pk| → 0 we have∫ 1

0
uq(ρ) dL1 = lim

k→∞
Aq(Pk). (2.25)

Proof. (ii.a) Notice that the measures µh are non-negative, because T is, and that for any [a, b] ⊂ R
we have

µh([a, b]) = 1
h

∫ b

a

T (t, t+ h) dt = 1
h

∫ a+h

a

n∑
i=0

T (t+ ih, t+ (i+ 1)h) dt
(2.19)

≤ T (a, b+ 2h), (2.26)

where here n is the integer part of b−a
h . Now the existence of the weak limit follows the idea

from the “subpartition lemma” of Korevaar–Schoen [72, Lem. 1.3.1]. Fix a non-negative function
φ ∈ Cc(R) and denote its modulus of continuity by ω : [0,+∞) → [0,+∞). Pick h > 0 and a finite
sequence (αi) ⊂ [0, 1] with

∑
αi = 1. Set Ai :=

∑
j≤i αj and notice that

n∑
i=1

αi

∫
φdµαih = 1

h

n∑
i=1

∫
φ(t)T (t, t+ αih) dt

= 1
h

∫ n∑
i=1

φ(t)T
(
t+Ai−1h, t+Aih

)
−

(
φ(t−Ai−1h) − φ(t)

)
T (t, t+ αih) dt

(by (2.19)) ≤
∫
φdµh + 1

h

n∑
i=1

ω(h)
∫
T (t, t+ αih) dt

=
∫
φdµh + ω(h)

n∑
i=1

αi µαih(R) ≤
∫
φdµh + ω(h)T (0, 1),

having used (2.26) and (2.21) in the last step. Applying Lemma 2.22 to f(h) :=
∫
φdµh we infer

that L(φ) := limh↓0
∫
φdµh exists. It is then clear that this limit also exists for φ ∈ Cc(R) possibly

negative and that the resulting functional L : Cc(R) → R is non-negative and finite. It follows
by the Riesz-Markov-Kakutani theorem that there is a (unique) non-negative Radon measure µ
representing L, i.e. such that

∫
φdµ = limn

∫
φdµn.

We now come to the verification of all claims for this measure µ.
(i) Let ε > 0 satisfy a < b−ε. Then lower semicontinuity on open sets under narrow convergence

of finite measures and the estimate (2.26) imply

µ((a, b− ε)) ≤ lim inf
h↓0

µh((a, b− ε)) ≤ lim inf
h↓0

µh((a, b− 2h)) ≤ T (a, b).

Letting ε ↓ 0 we see that µ satisfies (2.20).
To show maximality of µ, assume ν is any Borel measure on R satisfying the claimed inequality.

Since formulas (2.21) and (2.19) grant that T (a, b) = 0 when a < b are both negative or both
bigger than 1, we see that ν must be be concentrated on [0, 1], thus for h > 0 we can define
νh := ν ∗ 1[0,h]/h. The assumption (2.20) implies νh ≤ µh for every n, and sending h ↓ 0 yields
ν ≤ µ.

(ii.b) We now prove the identity (2.22). Given t ∈ [0, 1] we denote by W (t) the collection of
closed non-trivial intervals in R that contain t. Define I, S : [0, 1] → [0,+∞] by

I(t) := lim
ε→0

inf
[r,s]∈W (t),

|s−r|<ε

T (r, s)
s− r

, S(t) := lim
ε→0

sup
[r,s]∈W (t),

|s−r|<ε

T (r, s)
s− r

.

The limits exist because the relevant quantities are monotone in ε; for the same reason, from the
Lebesgue measurability of T (that follows from coordinatewise monotonicity — see [42, Thm. 4])
we get Lebesgue measurability of I and S. We claim that
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1. L1-a.e. t ∈ [0, 1] satisfies
I(t) = S(t) < ∞,

2. the density ρ is equal to I (and hence S) L1-a.e. on [0, 1].

These will readily imply the claimed identity.
(ii.b.1) To prove the equality of I and S, it is sufficient to prove that the set {t ∈ [0, 1] : I(t) <

S(t)} is L1-negligible. For α < β rational let E := {t ∈ [0, 1] : I(t) < α < β < S(t)}. By the
arbitrariness of α and β, to prove the claim it suffices to show that L1(E) = 0.

Fix ε > 0 and find an open superset U ⊃ E with L1(U \E) < ε (notice that I = S = 0 outside
[0, 1], so E ⊂ [0, 1] has finite measure). Let V be the collection of closed nontrivial intervals [r, s]
contained in U such that T (r, s) < α(s− r). By definition of E, the family V is a Vitali covering
of E. We thus apply Vitali’s covering lemma to find a finite disjoint family [rk, sk] such that
L1(E \

⋃
k[rk, sk]) < ε. We have∑

k

T (rk, sk) ≤ α
∑

k

(sk − rk) ≤ αL1(U) ≤ α(L1(E) + ε).

Let now U ′ :=
⋃

k(rk, sk) and F := E ∩U ′ and notice that L1(F ) > L1(E) − ε. Also, let V′ be the
collection of closed non-trivial intervals [a, b] contained in U ′ such that T (a, b) > β(b− a). Again,
by definition of E we have that V′ is a Vitali covering of F , hence we can find a finite disjoint
subfamily [aj , bj ] such that L1(F \

⋃
j [aj , bj ]) < ε. Therefore,∑

j

T (aj , bj) > β
∑

j

(bj − aj) > β(L1(F ) − ε) > β(L1(E) − 2ε).

Since each of the intervals [aj , bj ] is included in some of the [rk, sk], from (2.19) and the fact that
T is non-negative, non-increasing in the first entry and non-decreasing in the second one (from
(2.19)) we deduce

α(L1(E) + ε) ≥
∑

k

T (rk, sk) ≥
∑

j

T (aj , bj) > β
∑

j

(bj − aj) > β(L1(E) − 2ε)

and the arbitrariness of ε and the choice α < β imply L1(E) = 0, as desired.
Next, we claim {t ∈ [0, 1] : S(t) = +∞} is L1-negligible.
For β rational, let E be the set of t’s with S(t) > β, and let ε > 0. Then, arguing as before, we

can find finite disjoint intervals [aj , bj ] such that L1(E \
⋃

j [aj , bj ]) < ε and T (aj , bj) > β(bj − aj)
for every j. It is not restrictive to assume that these intervals are all contained in [0, 1]. Then
adding up, by (2.19) and the fact that T is non-negative we get

∞ > T (0, 1) ≥
∑

j

T (aj , bj) > β
∑

j

(bj − aj) > β(L1(E) − ε).

The arbitrariness of ε then yields L1(E) < T (0, 1)/β, and the claim follows.
(ii.b.2) To conclude we need to prove that ρ is equal to I, thus to S, L1-a.e. on [0, 1]. To see

this recall that by classical results about differentiation of measures (cf. e.g. [18, Thm. 5.8.8] and
notice that it is not a coincidence that these are proved along the same lines we just used) we
have h−1 µ([t, t+ h]) → ρ(t) as h ↓ 0 for L1-a.e. t ∈ [0, 1], thus by the defining property (i) of µ we
deduce L1-a.e. t ∈ [0, 1] satisfies

ρ(t) ≤ I(t).

On the other hand, let C ⊂ [0, 1] be compact with µ⊥(C) = 0. Then the weak convergence of (µh)
to µ as h ↓ 0 provided by the proof of (ii.a) and the fact that the set C is closed give∫

C

ρdL1 = µ(C) ≥ lim sup
h↓0

µh(C),
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while Fatou’s lemma yields

lim inf
h↓0

µh(C) ≥
∫

C

lim inf
h↓0

T (t, t+ h)
h

dt =
∫

C

I dL1 ≥
∫

C

ρdL1.

Thus the inequalities must be equalities, and therefore ρ = I almost everywhere on C. By the
arbitrariness of C (and inner regularity of the Lebesgue measure) we conclude that ρ = I L1-a.e. on
[0, 1], as desired.

(iii)-(iv) Since uq is concave and non-decreasing, for any t < r < s we have

(r − t)uq

( T (t,r)
r−t

)
+ (s− r)uq

( T (r,s)
s−r

)
≤ (s− t)uq

( T (t,r)
r−t + T (r,s)

s−r

)
≤ (s− t)uq

( T (t,s)
s−t

)
which is (equivalent to) (2.23). Since uq is also upper semicontinuous, for a < b we have

1
b−a

∫ b

a

−uq(ρ) dL1 ≥ −uq

( 1
b− a

∫ b

a

ρdL1
)

≥ −uq

(µ((a, b))
b− a

)
≥ −uq

(T (a, b)
b− a

)
,

having used Jensen’s inequality. From this, “≤” in our claim (2.24) easily follows.
Let now (Pk) be a sequence of partitions as in (iv), i.e. such that |Pk| → 0, say Pk = {0 =

tk,0 < . . . < tk,nk
= 1}. Define the ‘piecewise constant’ non-negative Radon measures νk on

[0, 1] as νk = ηkL1, where ηk(x) = T (tk,i,tk,i+1)
tk,i+1−tk,i

if x ∈ [tk,i, tk,i+1). Notice that νk([0, 1]) =∑
i T (tk,i, tk,i+1) ≤ T (0, 1), so passing to a non-relabelled subsequence we can assume that (νk)

has a weak limit ν. We claim that ν = µ, and since this result does not depend on the particular
subsequence chosen, this proves weak convergence of the full original sequence of measures to µ.

Let [a′, b′] ⊂ (a, b) ⊂ R and then, for every k ∈ N, let [ak, bk] be the smallest interval containing
[a′, b′] with ak, bk ∈ Pk. Then we have

νk([a′, b′]) ≤ νk([ak, bk]) =
i2∑

i=i1

T (tk,i, tk,i+1)
(2.19)

≤ T (ak, bk),

where i1, i2 are so that tk,i1 = ak and tk,i2 = bk. Since |Pk| → 0 we eventually have [ak, bk] ⊂ (a, b)
and therefore

ν((a′, b′)) ≤ lim inf
k

νk((a′, b′)) ≤ lim sup
k

νk([a′, b′]) ≤ T (a, b).

By interior approximation of the interval (a, b) we see that ν satisfies (2.20) and thus, by what
already proved, that ν ≤ µ.

Conversely, let [a, b] ⊂ (a′, b′) ⊂ R and then, for every k ∈ N, let [ak, bk] be the smallest interval
containing [a, b] with ak, bk ∈ Pk. Then we have

µ([a, b]) ≤ µ([ak, bk]) =
i2∑

i=i1

µ([tk,i, tk,i+1])
(2.20)

≤
i2∑

i=i1

T (tk,i, tk,i+1) = νk([ak, bk]).

As before, from |Pk| → 0 we deduce that [ak, bk] is eventually contained in (a′, b′) and therefore

µ([a, b]) ≤ lim sup
k

νk([ak, bk]) ≤ lim sup
k

νk([a′, b′]) ≤ ν([a′, b′]).

By exterior approximation of the interval [a, b] we conclude that µ([a, b]) ≤ ν([a, b]), then by
interior approximation of open intervals we deduce µ((a, b)) ≤ ν((a, b)) for any (a, b) ⊂ R, then
µ(U) ≤ ν(U) for any open set (as these are countable unions of disjoint intervals) and finally µ ≤ ν
by outer regularity. Hence µ = ν, as claimed.

The conclusion now follows standard lower semicontinuity arguments. Define the functional Vq

on the space of non-negative Radon measures on [0, 1] as:

Vq(ν) := −
∫ 1

0
uq(η)dL1, where ν = ηL1 + ν⊥ with ν⊥ ⊥ L1.
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Since −uq is lower semicontinuous and sublinear, Vq is lower semicontinuous on the space of
non-negative finite measures on R equipped with the weak convergence in duality with Cc(R)
(see e.g. [107, Proposition 7.7] — notice that in such reference the convex integrand is assumed
to be real-valued, while in our case we have −uq(0) = +∞ if q < 0, still this is easily cured by
approximating −uq from below with real-valued convex and lower semicontinuous functions). As
we just proved that (νk) weakly converges to µ we deduce that

−Vq(µ) ≥ lim sup
k→∞

(−Vq(νk)),

which, expanding the definitions, is inequality ≥ in (2.25). Since we already established the
inequality ≤ in (2.24), the proof is complete.

The previous Theorem 2.23 assumed finiteness of T (in which case the total mass of the measure
µ therein has total mass bounded from above by T (0, 1); in particular, µ is a Radon measure).
For functions T taking infinity as a value (such as the ℓq-time separation between probability
measures), we shall need a generalization of Theorem 2.23 given by the following corollary. Recall
S ⊂ R2 is called non-decreasing if (s′ − s)(t′ − t) ≥ 0 for all (s, t), (s′, t′) ∈ S; for example, the
diagonal of R2 is non-decreasing.

Corollary 2.24 (Differentiation of the extended reverse triangle inequality). Let T : H → [0,+∞]
satisfy

T (r, s) ≤ T (r, t) − T (s, t)

for every r ≤ s ≤ t. Then:

i) There is a maximal (with respect to inclusion) non-decreasing closed subset S ⊂ H such
that S∞ ⊂ {T = ∞} and S0 ⊂ {T < ∞}, where S∞ denotes the connected component of
H \ S containing the top left corner (0, 1) of the square (but is empty if no such connected
component exists) and S0 := H \ (S ∪ S∞) is relatively open.

ii) The intersection S0 ∩ ∂H denotes a relatively open subset of the diagonal and Theorem 2.23
applies separately to each of its connected components in place of the unit interval.

iii) The sum of the measures it yields can be extended to a maximal Borel measure µ on the
diagonal satisfying the inequality

µ((a, b)) ≤ T (a, b)

whenever a ≤ b by setting µ(A) := +∞ unless A ⊂ S0 ∩ ∂H.

Proof. Define f(s) := inf({t ∈ [0, 1] : T (s−t, s+t) = ∞}∪{s, 1−s}). Then set S := {(s−t, s+t) ∈
H : t = f(s)}. Thus we have S∞ = {(s − t, s+ t) ∈ H : t > f(s)} and S0 = {(s− t, s+ t) ∈ H :
t < f(s)}. It is clear that S is maximal as a non-decreasing subset, and that S0 ⊂ {T < ∞}. Note
that as T is non-decreasing in the second coordinate and non-increasing in the first, we get that
T (s− t0, s+ t0) ≤ T (s− t, s+ t) for t0 < t, and in particular S∞ ⊂ {T = ∞}.

By construction, the set S contains (0, 0) and (1, 1), thus S0 ∩∂H is a subset of the diagonal.

The preceding results allow us to define the causal speed of a causal path, i.e. maps γ : [0, 1] → M
such that γt ≤ γs whenever t ≤ s. Indeed, for such a path, the map T (s, t) := ℓ(γs, γt) satisfies
(2.19), thanks to the reverse triangle inequality on M and is non-negative by causality of γ. Hence
Theorem 2.23 and Corollary 2.24 apply, thus we can give:

Definition 2.25 (Causal speed of curves in M). Let γ : [0, 1] → M be a causal path with values in
the metric spacetime (M, ℓ).

The maximal measure |γ̇| := µ on [0, 1] associated to γ via Theorem 2.23 and Corollary 2.24
will be called causal speed of γ. Its Lebesgue decomposition with respect to L1 is denoted by
|γ̇| = |γ̇|L1 + |γ̇|⊥ and, abusing terminology, we shall also refer to |γ̇| as the path’s causal speed.

27



To be explicit: maximality of |γ̇| and its absolutely continuous density |γ̇| means that∫ s

t

|γ̇r| dr ≤ |γ̇|([t, s]) ≤ ℓ(γt, γs) ∀t, s ∈ [0, 1], t < s, (2.27)

and that these are the maximal measure and L1-function bounded above by ℓ(γt, γs) in this sense.
Also, property (2.22) implies, in particular, that

|γ̇t| = lim
h↓0

ℓ(γt, γt+h)
h

= lim
h↓0

ℓ(γt−h, γt)
h

a.e. t. (2.28)

2.5 Left-continuous causal paths and their topology
In this section we deal with Polish metric spacetimes and study topology on and of causal paths.

Definition 2.26 (Left-continuous causal paths in M). Let (M, τ, ℓ) be a Polish metric spacetime. A
map γ : [0, 1] → M is called a left-continuous causal path if γ is left-continuous (i.e. γt = lims↑t γs

for every t ∈ (0, 1]) and causal. The space of all such paths is denoted LCC([0, 1]; M).

We choose to work with this class of curves for its good stability properties, see in particular
Proposition 2.29 and Theorem 2.30. Left continuity is a concept closely related to that of forward
completeness, which ensures that left limits exist. For this reason, in this section we shall mostly
work on forward spacetimes.

Intuitively, when a test particle’s worldline is known to be in LCC([0, 1]; M), then its present
position provides more information about its past than its future.

Lemma 2.27 (Countability of causal curve discontinuities). Let (M, τ, ℓ) be a forward metric
spacetime, A ⊂ [0, 1] and γ : A → M causal (meaning s, t ∈ A with s ≤ t imply γs ≤ γt; no
continuity assumptions).

Then γ has at most a countable number of discontinuities.

Proof. Fix c > 0 and consider the set B := {t ∈ A : lim sups→t, s∈A d(γs, γt) > c}: if we prove that
B is countable for all c > 0 we are done. To derive a contradiction suppose B is uncountable. Then
there are t0, T ∈ B with t0 < T such that B ∩ (t0, T ] is uncountable, hence there is t1 ∈ B ∩ (t0, T ]
so that B ∩ (t1, T ] is uncountable and by recursion we can build an increasing sequence (tn) ⊂ B
with B ∩ (tn, T ] uncountable for every n. By definition of B there is also a sequence (sn) ⊂ A with
sn ∈ (tn−1, tn+1) and

d(γsn
, γtn

) > c for every n > 0. (2.29)
The two sequences of points γt1 , γt2 , γt3 , . . . and γt1 , γs2 , γt3 , γs4 , . . . are both non-decreasing and
bounded from above by γT , thus by forward completeness they must both have a limit. Since
the second contains a subsequence of the first, these limits must coincide, and thus we must have
d(γtn

, γsn
) → 0. This, however, is in contradiction with (2.29).

Forward-completeness will be used to deduce the following. Note the explicit exclusion of the
starting point from the statement.

Proposition 2.28 (Recovering a left-continuous causal path from a dense set of values). Let
(M, τ, ℓ) be a forward metric spacetime, D ⊂ (0, 1] dense and η : D → M a ≤-monotone map.

Then there is a unique left-continuous causal curve γ : (0, 1) → M such that η(r) ≤ γt ≤ η(s)
for every r, s ∈ D with r < t ≤ s. In particular, if η is left-continuous, then we have γ|D = η|D.

If η has an upper bound, then γ has a unique extension to (0, 1] sharing the same properties.

Proof. For t ∈ (0, 1) we define
γt := lim

s↑t,
s∈D

η(s).

Forward-completeness and the existence of r ∈ (t, 1) ∩ D (so that η(r) is an upper bound for
{η(s) : s ≤ t}), ensures that the limit exists, thus the definition is well-posed. The construction
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ensures continuity from the left. Causality of γ is clear from the monotonicity of η and the
closedness of ≤, thus we have the claimed existence.

For uniqueness, let γ̃ : (0, 1) → M be another such path. Given any t ∈ (0, 1) let s ∈ D with
s < t. As γs ≤ η(s) ≤ γ̃t by assumption, letting s ↑ t reveals γt ≤ γ̃t. Reversing the roles of γ̃ and
γ and using antisymmetry of ≤ gives γ̃t = γt. The last claim is now obvious.

We now topologize the space LCC([0, 1]; M) of left-continuous causal paths. To this aim, let
us fix a bounded distance d inducing the Polish topology on our metric spacetime (in asking
boundedness we are not losing generality, as we can always replace a given d with 1 ∧ d). Then we
define a distance D on LCC([0, 1]; M) via

D(γ, η) := d(γ0, η0) +
∫ 1

0
d(γt, ηt)dt.

On LCC([0, 1]; M) we put the topology induced by D. As the next result shows, this induced
topology depends only on the topology τ of M and not on the particular choice of d (see also [85,
Remarks 9 and 14] for similar considerations in more regular settings):

Proposition 2.29 (Left-continuous causal paths inherit Polishness). Let (M, τ, ℓ) be a forward
metric spacetime. Then (LCC([0, 1]; M),D) is a complete and separable metric space and the
following are equivalent:

i) D(γn, γ) → 0 as n → ∞

ii) Any sequence nk ↑ ∞ admits a subsequence nkj ↑ ∞ such that γnkj
,t → γt as j ↑ ∞ for t = 0

and for a.e. t ∈ [0, 1].

If moreover the topology is locally causally convex, then these are also equivalent to:

iii) γn,t → γt as n → ∞ for t = 0 and for any continuity point t of γ,

iv) γn,t → γt as n → ∞ for a set of t’s that is dense in [0, 1] and contains 0.

Proof. Since M is separable, so is the space L1([0, 1]; M) of measurable maps f : [0, 1] → M with
respect to the L1-distance

∫ 1
0 d(·, ·) dt (recall that d is bounded). Since (LCC([0, 1]; M),D) is a

subspace of M × L1([0, 1]; M), we see that LCC([0, 1]; M) is separable.
For completeness, let (γn) ⊂ LCC([0, 1]; M) be a Cauchy sequence. First, this implies the

sequence (γn
0 ) of initial points converges to some γ0 ∈ M by completeness of M. Second, if necessary

we pass to a non-relabelled subsequence such that
∑

n D(γn, γn+1) < +∞ and thus that converges
for L1-a.e. t ∈ [0, 1]. Call D ⊂ [0, 1] the set of t’s for which we have pointwise convergence and ηt the
corresponding limit (with η0 = γ0). Let γ ∈ LCC([0, 1]; M) be associated to η via Proposition 2.28
and notice that by Lemma 2.27 we have that γt = ηt for every t ∈ D except at most a countable
set.

We shall prove that D(γn, γ) → 0 as n → +∞, the argument being standard. By construction,
for a.e. t and for t = 0 we have d(γt, γ

n
t ) ≤

∑
i≥n d(γi+1

t , γi
t), thus by monotone convergence

lim sup
n→+∞

D(γ, γn) = lim sup
n→+∞

(
d(γ0, γ

n
0 ) +

∫ 1

0
d(γt, γ

n
t ) dt

)
≤ lim sup

n→+∞

∑
i≥n

D(γi+1, γi) = 0,

having used
∑

n D(γn, γn+1) < +∞ in the last step. This argument also shows that (i) ⇒ (ii).
The converse implication follows directly from the definition of D.

We pass to the locally causally convex case.
(i) ⇒ (iii). Since d(γn,0, γ0) ≤ D(γn, γ), the convergence γn,0 → γ0 is clear. Now let t be a
continuity point of γ. We will show that any subsequence (nk) has a further extraction (nkj

) such
that γnkj

,t → γt, as this suffices to conclude. Thus let nk ↑ ∞ be arbitrary and notice that, as
above, there is a subsequence (nkj ) such that γnkj

,s → γs for a.e. s ∈ [0, 1]. Now let U be an
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arbitrary causally convex neighbourhood of γt. Then there are t1 < t < t2 with γt1 , γt2 ∈ U such
that γnkj

,ti → γti , i = 1, 2. Hence γnkj
,ti is eventually in U , i = 1, 2, and by causal convexity

and causality of the curves we get that γnkj
,t is eventually in U . This proves that γnkj

,t → γt, as
desired.
(iii) ⇒ (i). Direct consequence of Lemma 2.27 and the dominated convergence theorem.
(iii) ⇒ (iv). Direct consequence of Lemma 2.27.
(iv) ⇒ (iii). Arguments similar to those in “(i) ⇒ (iii)” apply: let U be a causally convex
neighbourhood of γt, where t is a continuity point of γ. Then for t1 < t < t2 belonging to the given
dense set and sufficiently close to t we have γt1 , γt2 ∈ U , hence eventually γn,t1 , γn,t2 ∈ U and by
causal convexity eventually we get γn,t ∈ U .

The following compactness result is reminiscent of Helly’s selection theorem:

Theorem 2.30 (Limit curve theorem). Let (M, τ, ℓ) be a forward metric spacetime. Let Γ ⊂
LCC([0, 1]; M) be so that:

i) For some D ⊂ [0, 1] Borel with L1(D) = 1 and 0 ∈ D the set {γt : γ ∈ Γ} is relatively compact
for each t ∈ D,

ii) There is a compact set K ⊂ M such that for every γ ∈ Γ there is x ∈ K with γ1 ≤ K.

Then Γ is D-relatively compact.
If moreover the topology is locally causally convex, then we can weaken (i) above to

i’) For some D̃ ⊂ [0, 1] dense with 0 ∈ D̃ the set {γt : γ ∈ Γ} is relatively compact for each
t ∈ D̃.

Proof. Since we are dealing with a distance, compactness is equivalent to sequential compactness.
Thus let (γn) ⊂ Γ and (xn) ⊂ K be corresponding points as in (ii); our goal is to prove that (γn)
has a D-convergent subsequence. Let C ⊂ D be countable dense and containing 0. Then a diagonal
argument and the assumption of relative compactness grant that up to passing to a non-relabelled
subsequence we can assume that n 7→ γn,t converges to some limit η(t) for every t ∈ C and similarly
that xn → x. Clearly we have η(t) ≤ x for any t ∈ C, so we can apply Proposition 2.28 to obtain
from η a left-continuous causal path γ on (0, 1] and extend it by putting γ0 := η(0) (this does not
affect causality and left continuity — here we used that 0 ∈ C to have a limit point η(0)).

We claim that D(γn, γ) → 0. For this it suffices, by Proposition 2.29 above, to show that for a.e.
t ∈ [0, 1] and for t = 0 we have γn,t → γt. We are going to show that this holds for any continuity
point t ∈ D of γ; (by Lemma 2.27 this suffices). Fix such a t and notice that by compactness,
after passing to a non-relabelled subsequence we can assume that γn,t → p for some p ∈ M. For
any r, s ∈ C with r < t < s passing to the limit in γn,r ≤ γn,t ≤ γn,s we deduce that γr ≤ p ≤ γs.
Letting r ↑ t and s ↓ t, by the continuity of γ at t we conclude that γt ≤ p ≤ γt, and so p = γt.
Since this conclusion holds independently of the subsequence chosen, the proof in this case is
complete.

In the locally causally convex case we instead argue as follows. Let, as before, t be a continuity
point of γ, then let U be a causally convex neighbourhood of γt and notice that the relations
γs1 ≤ η(s2) ≤ γs3 valid for s1 < s2 < s3 together with the continuity of γ at g ensure that η(s) ∈ U
for s sufficiently close to t. In particular this holds if s is also in D̃, so for such s we eventually
have γn

s ∈ U and thus by causal convexity we conclude that eventually we have γn
t ∈ U . We thus

proved that γn
t → γt for any continuity point t, which again suffices to conclude.

In what follows we shall often consider the evaluation maps et : LCC([0, 1]; M) → M defined
for t ∈ [0, 1] as γ 7→ γt and the map e : LCC([0, 1]; M) × [0, 1] → M sending (γ, t) to γt. We shall
frequently use the following basic result without explicitly mentioning it:

Proposition 2.31 (Evaluation maps are Borel). Let (M, τ, ℓ) be a Polish metric spacetime.
Then et : LCC([0, 1]; M) → M is Borel for any t ∈ (0, 1] and continuous for t = 0. Also
e : LCC([0, 1]; M) × [0, 1] → M is Borel.
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Proof. The continuity of e0 is clear, thus let t ∈ (0, 1]. Since M is Polish we can establish
measurability of et by proving that e−1

t (Br(p)) is Borel for any p ∈ M and r > 0. Left continuity
implies

e−1
t (Br(p)) =

⋃
n∈N

⋂
m≥n

{
γ ∈ LCC([0, 1]; M) :

∫ t

0∧(t− 1
m )

d(γs, p) ds < r
m

}
.

Thus the claim follows from the fact that the set in parenthesis is D-open for every m. The same
argument shows that e−1(Br(p)) is the union of e−1

0 (Br(p)) × {0} and

⋃
n∈N

⋂
m≥n

{
(γ, t) ∈ LCC([0, 1]; M) × (0, 1] :

∫ t

0∧(t− 1
m )

d(γs, p) ds < r
m

}
,

and the second claim follows as well.

Another map we shall need to use is the ‘restriction map’: given s, t ∈ [0, 1] with s < t, we
denote by restrt

s : LCC([0, 1]; M) → LCC([0, 1]; M) the map

restrt
s(γ)r := γ(1−r)s+rt.

Intuitively, this map first restricts the input curve to [s, t] and then “stretches” it to [0, 1].
From Proposition 2.31 it is not hard to see that restrt

s is Borel for any s, t ∈ [0, 1] with s < t (and
continuous if s = 0). Indeed, given η ∈ LCC([0, 1]; M) and r > 0, we see that D(restrt

s(γ), η) < r

if and only if there is q ∈ [0, r] ∩ Q such that d(γs, η0) < q and
∫ 1

0 d(γ(1−v)s+vt, ηv) dv < r − q.
Equivalently, in symbols

(restrt
s)−1(Br(η)) =

⋃
q∈[0,r]∩Q

(
e−1

s (Bq(η0))
⋂ {

γ :
∫ 1

0
d(γ(1−v)s+vt, ηv) dv < r − q

})
,

which shows that (restrt
s)−1(Br(η)) is Borel.

2.6 Action and geodesics
Let (M, ℓ) be a metric spacetime, γ : [0, 1] → M a causal curve and 0 ̸= q ≤ 1. We define the
q-action Aq(γ) ∈ R̄ as

Aq(γ) :=


∫ 1

0
uq(|γ̇t|) dt if 0 ̸= q < 1

|γ̇|([0, 1]) if q = 1,

(2.30)

where we recall uq(z) = 1
q z

q for z > 0 and from (2.3) that uq(0) is equal to 0 (resp. −∞) if q ∈ (0, 1)
(resp. q < 0). In particular, for q < 0 we have Aq(γ) ≤ 0 and Aq(γ) = −∞ as soon as |γ̇| = 0 holds
on an L1-non-negligible set.

Irrespective of the sign of q, Theorem 2.23 and Jensen’s inequality imply

Aq(γ) ≤ uq(ℓ(γ0, γ1)) (= 1
q
ℓ(γ0, γ1)q if q ∨ ℓ(γ0, γ1) > 0). (2.31)

In analogy with the definition of (constant speed) geodesics in the classical setting of metric spaces,
we propose the following definition:

Definition 2.32 (Geodesics on M). Let (M, ℓ) be a metric spacetime and x, y ∈ M be with x ≤ y.
We call γ : [0, 1] → M a rough geodesic from x to y provided x ≤ γt ≤ y for every t ∈ [0, 1] and

ℓ(γt, γs) = (s− t)ℓ(x, y), ∀t, s ∈ [0, 1], t ≤ s. (2.32)

31



If M is also Polish and the rough geodesic γ belongs to LCC([0, 1]; M) we call it a geodesic, thus
dropping the term ‘rough’. The collection of all geodesics on M will be denoted CGeo(M) ⊂
LCC([0, 1]; M), the ‘C’ standing for ‘causal’.

A causal (possibly rough) geodesic is called timelike if ℓ(γ0, γ1) ∈ (0,+∞). The collection of all
left continuous, timelike geodesics is denoted TGeo(M) ⊂ CGeo(M). We use the term ℓ-geodesic
synonymously with geodesic, particular when more than one time separation is under discussion.

Remark 2.33. The term rough is used analogously in [25]. Although not needed here, we reserve
the label AGeo(M) for the set of affinely parameterized causal geodesics defined as the D-closure
of TGeo(M); a related closure was instead denoted by CGeo(M) in the final version of [85].

Notice that in order for γ to be a geodesic from x to y we are not insisting on γ0 = x or γ1 = y,
still, for any t ∈ [0, 1] we have:

ℓ(x, γt) = ℓ(γ0, γt) and ℓ(γt, y) = ℓ(γt, γ1) in addition to ℓ(x, y) = ℓ(γ0, γ1). (2.33)

Indeed, if ℓ(x, y) = +∞ the claim follows easily from (2.32) and x ≤ γt ≤ y, while if ℓ(x, y) < +∞,
from non-negativity of ℓ on ≤ we deduce ℓ(x, y) ≥ ℓ(x, γt) + ℓ(γt, y) ≥ ℓ(γ0, γt) + ℓ(γt, γ1) = ℓ(x, y),
having used (2.32) in the last step. Since ℓ(x, y) < +∞, the claim follows. Sufficient conditions to
ensure that γ0 = x and/or γ1 = y will be explored in Section 2.8.

The link between geodesics and the q-action functionals is given by the following result:
Proposition 2.34 (Geodesics maximize the q-action). Let (M, ℓ) be a metric spacetime,
γ : [0, 1] → M causal and x, y ∈ M be with x ≤ γ0, γ1 ≤ y and ℓ(γ0, γ1) < +∞. Then the
following are equivalent.

(i) The curve γ is a rough geodesic from x to y.

(ii) We have:
(s− t) ℓ(x, y) ≤ ℓ(γt, γs), ∀t, s ∈ [0, 1], t ≤ s. (2.34)

(iii) There exists a real constant c ≥ 0 such that |γ̇| = c L1-a.e. and A1(γ) ≥ ℓ(x, y).

(iv) For all 0 ̸= q < 1 we have

Aq(γ) = uq(ℓ(x, y)) (= 1
q
ℓ(x, y)q if q ∨ ℓ(γ0, γ1) > 0).

(v) For some 0 ̸= q < 1 we have Aq(γ) = uq(ℓ(x, y)).
Proof.
(i) =⇒ (iii). By (2.32) we see that the measure µh from Theorem 2.23 is equal to ℓ(x, y)L1 [0, 1−h]
on [0, 1 − h]. In particular, the associated maximal measure µ is ℓ(x, y)L1, from which the claim
follows.
(iii) =⇒ (iv). The assumption forces |γ̇| = ℓ(x, y) L1-a.e, so the claim follows from the definition
of Aq(γ).
(iv) =⇒ (v). Obvious.
(v) =⇒ (ii). Let 0 ̸= q < 1 satisfy the assumption. Then

1
q
ℓ(x, y)q = 1

q

∫ 1

0
|γ̇t|qdt

(Jensen)
≤ 1

q

[∫ 1

0
|γ̇t|dt

]q (2.27)
≤ 1

q
ℓ(γ0, γ1)q ≤ 1

q
ℓ(x, y)q.

Since by assumption we have ℓ(γ0, γ1) < +∞, we deduce that ℓ(x, y) < +∞ as well. If ℓ(x, y) = 0
the conclusion is trivial, thus we can assume ℓ(x, y) ∈ (0,+∞). In this case by strict concavity of
z 7→ 1

q z
q = uq(z), the equality in Jensen’s inequality forces |γ̇| = ℓ(x, y) L1-a.e. The conclusion

(2.34) follows from (2.27).
(ii) =⇒ (i). By the reverse triangle inequality for ℓ, for every t, s ∈ [0, 1] with t ≤ s we have

ℓ(x, y) ≥ ℓ(γ0, γ1) ≥ ℓ(γ0, γt) + ℓ(γt, γs) + ℓ(γs, γ1) ≥
[
t+ (s− t) + (1 − s)

]
ℓ(x, y) = ℓ(x, y).

Since ℓ(γ0, γ1) < +∞ by assumption, this forces ℓ(x, y) < +∞ and thus equality throughout.
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Remark 2.35 (Relation to customary lengths). Definition 2.32 is inspired by the length functional
Lℓ induced by ℓ [75, Def. 2.24] and its maximizers. We shortly comment on the connections between
maximizers of Lℓ and our action functionals, to relate our approach to others used in the literature.
To adapt our setting to [75], we shall assume ℓ+ is lower semicontinuous.

On the space LCC([0, 1]; M) we define

Lℓ(γ) := inf
{n−1∑

i=0
ℓ(γti , γti+1) : n ∈ N, 0 = t0 < t1 < · · · < tn = 1

}
.

By (2.27) and the definition of Lℓ, we have

A1(γ) ≤ Lℓ(γ) ≤ ℓ(γ0, γ1). (2.35)

A geodesic clearly attains the second inequality, and every γ ∈ LCC([0, 1]; M) with A1(γ) =
ℓ(γ0, γ1) maximizes Lℓ by (2.35). On the other hand, if γ is a geodesic, Proposition 2.34 implies
A1(γ) = ℓ(γ0, γ1), hence equality holds throughout (2.35). In order to relate general maximizers of
Lℓ (which do not need to be affinely parametrized) to those of A1, further assumptions are needed.
Suppose ℓ is upper semicontinuous and finite on ≤, and moreover we suppose that ℓ+ is lower
semicontinuous. Then ℓ+ is continuous. Hence, if γ ∈ LCC([0, 1]; M) is a timelike maximizer of Lℓ,
by [75, Cor. 3.35] it has a strictly increasing reparametrization σ which is a geodesic. As noted
above, this implies A1(σ) = ℓ(σ0, σ1) = ℓ(γ0, γ1). On the other hand, as A1 is easily seen to be
invariant under strictly increasing reparametrizations, equality holds in (2.35). ■

Remark 2.36 (‘Snowflakes’). A standard construction in positive signature in metric geometry
is that of ‘snowflaking’ a metric. Say that (M, d) is a metric space. Then for any α ∈ (0, 1) the
function dα is still a distance, it is equivalent to the original one and has the property that any
non-constant curve has infinite dα-length.

A similar construction is in place for spacetimes (albeit in this case ‘snowflake’ does not convey
the appropriate geometric intuition): given a metric spacetime (M, ℓ) and α > 1, the function ℓα

(where ℓα(x, y) := −∞ is intended if ℓ(x, y) = −∞) is still a time separation inducing the same
chronological and causal relations. If γ is a causal curve and t ∈ [0, 1] such that limh↓0

ℓ(γt,γt+h)
h

exists and is finite, then clearly limh↓0
ℓ(γt,γt+h)α

h → 0. It follows that the q-energy, 0 ̸= q < 1, of
any causal curve w.r.t. ℓα is zero. ■

We come to topological properties of geodesics:

Proposition 2.37 (Causal and null geodesics form closed sets). Let (M, τ, ℓ) be a forward spacetime
such that ℓ+ is continuous.

Then the set of causal geodesics from Definition 2.32 is D-closed and that of timelike geodesics
is Borel.

Proof. Let (γn) ⊂ CGeo(M) be a sequence D-converging to γ ∈ LCC([0, 1]; M). By (2.32) we see
that

ℓ(γn
s , γ

n
t ) = (t− s) ℓ(γn

0 , γ
n
1 ), ∀s, t ∈ [0, 1], s ≤ t.

By Proposition 2.29 we see that for the Borel set D ⊂ [0, 1] containing 0 from the statement,
passing to the limit in the above (notice that 1 ∈ D may not hold) we get

ℓ(γs, γt) = t−s
t′ ℓ(γ0, γt′) ∀s, t, t′ ∈ D, s ≤ t ≤ t′.

Then by the left continuity of γ as t′ → 1 and the continuity of ℓ+ again we easily conclude
that γ is a causal geodesic. The argument also shows that the collections of causal geodesics γ
satisfying ℓ(γ0, γ1) = +∞ (and similarly ℓ(γ0, γ1) = 0) are both closed as well, so the second claim
follows.

The q-action (2.30) inherits upper semicontinuity from ℓ via identity (2.24):
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Lemma 2.38 (Upper semicontinuity of the q-action). Let (M, τ, ℓ) be a metric spacetime with ℓ
upper semicontinuous and let 0 ̸= q < 1. Assume (γn) ⊂ LCC([0, 1]; M) D-converges to γ and that
either supn ℓ(γn(0), γn(1)) < +∞ or γn(1) → γ(1). Then

lim sup
n→+∞

Aq(γn) ≤ Aq(γ).

Proof. We can pass to a non-relabelled subsequence realizing the lim sup and then — by Proposi-
tion 2.29 — to a further extraction so that γn,t → γt for every t ∈ D, where D ⊂ [0, 1] is a Borel
set of full measure containing 0. We can thus find partitions Pk = {0 = tk,0, . . . , tk,nk

= 1} of [0, 1]
contained in D ∪ {1} with |Pk| → 0 (notation from item (iv) of Theorem 2.23). Notice that since
uq is non-decreasing, upper semicontinuity of ℓ implies that of uq ◦ ℓ, thus if we are in the case
γn,1 → γ1 we have∑

i

(tk,i+1 − tk,i)uq

( ℓ(γtk,i
,γtk,i+1 )

tk,i+1−tk,i

)
≥ lim sup

n→∞

∑
i

(tk,i+1 − tk,i)uq

( ℓ(γn,tk,i
,γn,tk,i+1 )

tk,i+1−tk,i

)
(by (2.24)) ≥ lim sup

n→+∞
Aq(γn),

so that letting k → ∞ and recalling item (iv) of Theorem 2.23 we are done.
If we don’t know whether γn,1 → γ1, still the same argument shows that

lim sup
n→+∞

Aq(γn, [0, T ]) ≤ Aq(γ, [0, T ]) ∀T ∈ D,

where Aq(γ, [0, T ]) :=
∫ T

0 uq(|γ̇t|) dt is the q-action on the interval [0, T ]. It is easy to see that
limT ↑1 Aq(γ, [0, T ]) = Aq(γ, [0, 1]), so the conclusion will follow if we show that

lim
T ↑1

sup
n

Aq(γn, [T, 1]) ≤ 0.

To see this, let supn ℓ(γn(0), γn(1)) < L < ∞ and notice that Jensen’s inequality applied to the
concave upper semicontinuous function uq yields

Aq(γn, [T, 1]) ≤ (1 − T )uq

(
(1 − T )−1

∫ 1

T

|γ̇n,t| dt
)

≤ (1 − T )uq((1 − T )−1L) = Lq

q
(1 − T )1−q,

where the second inequality follows from monotonicity of uq and the bound (2.27). The conclusion
now follows from the fact that q < 1.

We conclude the section with a couple of simple results about the structure of (rough) ℓq-
geodesics. In particular these will show ℓq-geodesics to/from Dirac masses do not depend on q.
Note that the concepts of geodesic defined in Definition 2.32 apply equally well to the metric
spacetime (P(M), ℓq) equipped with its narrow topology.

Proposition 2.39 (On the structure of ℓq-geodesics). Let (M, τ, ℓ) be a Polish metric spacetime
in which ℓ is upper semicontinuous and does not take the value +∞ and let 0 ̸= q < 1. Fix
ν0, ν1 ∈ Pem(M) with ℓq(ν0, ν1) ∈ (0,+∞) and (µt) a rough ℓq-geodesic from ν0 to ν1.

Fix t, s ∈ [0, 1] with t ≤ s and π0, πt, π, πs, π1 ∈ P(M2) ℓq-optimal for (ν0, µ0), (µ0, µt), (µt, µs),
(µs, µ1) and (µ1, ν1) respectively and a gluing π̂ ∈ P(M6) of these along their common marginals.
Then the coupling (Pr1,Pr6)∗π̂ is ℓq-optimal for (ν0, ν1) and

ℓ(x0, yt) = ℓ(y0, yt), ℓ(yt, x1) = ℓ(yt, y1), ℓ(x0, x1) = ℓ(y0, y1), ℓ(yt, ys) = (s− t)ℓ(x0, x1)
(2.36)

holds for π̂-a.e. (x0, y0, yt, ys, y1, x1).

Proof. Note ℓq(ν0, ν1) > 0 forces π̂[{ℓ > 0}] = 1 when q < 0. For π̂ as in the statement the
inequality

ℓ(x0, x1) ≥ ℓ(x0, y0) + ℓ(y0, yt) + ℓ(yt, ys) + ℓ(ys, y1) + ℓ(y1, x1) (2.37)
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holds for π̂-a.e. (x0, y0, yt, ys, y1, x1) and therefore

ℓq(ν0, ν1) ≥
(∫

ℓq(x0, x1) dπ̂
) 1

q

(by (2.37)) ≥
( ∫ (

ℓ(x0, y0) + ℓ(y0, yt) + ℓ(yt, ys) + ℓ(ys, y1) + ℓ(y1, x1)
)q dπ̂

) 1
q

∗
≥ ℓq(ν0, µ0) + ℓq(µ0, µt) + ℓq(µt, µs) + ℓq(µs, µ1) + ℓq(µ1, ν1) (2.33)= ℓq(ν0, ν1),

where in the starred inequality we used (2.9) and optimality of the given plans. It follows that all
the inequalities are equalities, and also inspecting the equality case in (2.9) the conclusion quickly
follows.

From the above it follows that ℓq-geodesics to/from Dirac masses do not depend on q:

Proposition 2.40 (On ℓq-geodesics with Dirac endpoints). Let (M, τ, ℓ) be a Polish metric
spacetime in which ℓ is upper semicontinuous and does not take the value +∞. Also, let ν ∈ Pem(M)
and x̄ ∈ M be such that log(ℓ(·, x̄)) ∈ L∞(ν) and let (µt)t∈[0,1] ⊂ P(M).

Then (µt) is a rough ℓq-geodesic from ν to δx̄ for some 0 ̸= q < 1 if and only if it is so for
every 0 ̸= q < 1. In this case, for t, s ∈ [0, 1], t ≤ s and π ∈ Π≤(µt, µs), the ℓq-optimality of π is
also independent of q.

Similarly statements hold for rough ℓq-geodesics from Dirac masses to other measures.

Proof. Suppose that (µt) is a rough ℓq-geodesic from ν to δx̄ for a given 0 ̸= q < 1, fix t, s ∈ [0, 1]
with t ≤ s and let π0, π, π1 ∈ P(M2) be ℓq-optimal for (ν, µt), (µt, µs) and (µs, δx̄) respectively.
Let π̂ ∈ P(M4) be a gluing of these along the common marginals and notice that Proposition 2.39
above (which applies because log(ℓ(·, x̄)) ∈ L∞(ν) implies ℓq(ν, δx̄) ∈ (0,+∞)) says that for π̂-a.e.
(x0, yt, ys, x1) we have

ℓ(x0, yt) = tℓ(x0, x1) and ℓ(yt, ys) = (s− t)ℓ(x0, x1) and ℓ(ys, x1) = (1 − s)ℓ(x0, x1) (2.38)

and logarithmically bounded. Now let 0 ̸= q′ < 1 be another exponent and notice that

ℓq′(ν, δx̄) ≥ ℓq′(ν, µt) + ℓq′(µt, µs) + ℓq′(µs, δx̄)

≥
( ∫

ℓq′
(x0, yt) dπ̂

) 1
q′

+
( ∫

ℓq′
(yt, ys) dπ̂

) 1
q′

+
( ∫

ℓq′
(ys, x1) dπ̂

) 1
q′

(by (2.38)) =
( ∫

ℓq′
(x0, x1) dπ̂

) 1
q′

= ℓq′(ν, δx̄),

thus again all the inequalities must be equalities, implying in particular that the plans π0, π, π1

are also ℓq′ -optimal. This computation and (2.38) also show that ℓq′(µt, µs) = (s− t)ℓq′(ν, δx̄), so
the arbitrariness of t, s imply that (µt) is also a rough ℓq′ -geodesic.

2.7 Lifting curves of probability measures to measures on curves
The main result of this section is Theorem 2.43, where we prove a “lifting” result for left-continuous
causal paths on the space of Borel probability measures P(M) on a given Polish metric spacetime
(M, τ, ℓ).

Thanks to Proposition 2.16 we know that (P(M), ℓq) is a Polish metric spacetime; we shall
always endow P(M) with the narrow topology, so that LCC([0, 1];P(M)) refers to narrowly left
continuous causal curves of measures. In particular, the definition of q-action we gave in (2.30)
also applies here, giving the functional Aq on causal curves in P(M) defined as

Aq(µ·) :=


1
q

∫ 1

0

∣∣µ̇t

∣∣q

q
dt if 0 ̸= q < 1,

|µ̇|1([0, 1]) if q = 1,
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where here and below |µ̇t|q denotes the causal speed w.r.t. ℓq and for clarity we shall often write
1
q |µ̇t|qq in place of uq(|µ̇t|q), with the conventions analogous to (2.3) implicitly understood. Calling
a Borel probability measure π on left continuous causal curves a plan (or dynamical plan), we have
the following general relation between actions at the level of measures and at the level of curves:

Lemma 2.41 (Relation between ℓ- and ℓq-causal speeds). Let (M, τ, ℓ) be a Polish metric spacetime,
0 ̸= q < 1 and π ∈ P(LCC([0, 1]; M)). Put µt := (et)∗π for every t ∈ [0, 1]. Then (µt) ∈
LCC([0, 1];P(M)) and

Aq(µ·) ≥ 1
q

∫∫ 1

0
|γ̇r|qdrdπ(γ). (2.39)

Moreover, the pointwise bound

1
q

∣∣µ̇t

∣∣q

q
≥ 1
q

∫
|γ̇t|qdπ(γ) a.e. t (2.40)

holds if either q ∈ (0, 1) or
∫

|γ̇·|qdπ(γ) ∈ L1([0, 1];L1).

Proof. For t, s ∈ [0, 1] with t ≤ s notice that since π is concentrated on causal curves the plan
(et, es)∗π, that is admissible for (µt, µs), is concentrated on {ℓ ≥ 0}, thus t 7→ µt ∈ P(M) is causal.
For left continuity let φ ∈ Cb(M) and notice that since π is concentrated on left continuous curves,
an application of the dominated convergence theorem yields lims↑t

∫
φ(γs) dπ(γ) =

∫
φ(γt) dπ(γ),

showing narrow left continuity of (µt).
We turn to (2.39). For any t ∈ (0, 1) and any h ∈ (0, 1 − t), (et, et+h)∗π is a causal coupling of

µt and µt+h by construction. Thus

ℓq(µt, µt+h)q

q
≥

∫
ℓ(γt, γt+h)q

q
dπ(γ) ≥ 1

q

∫ [∫ t+h

t

|γ̇r|dr
]q

dπ(γ) ≥ hq−1

q

∫∫ t+h

t

|γ̇r|qdrdπ(γ).

where the second and third inequality follow from the bound (2.27) and Jensen’s inequality
respectively. Now Theorem 2.23(iii) yields (2.39). For (2.40) we divide the above by hq and let
h ↓ 0: the left hand side converges to 1

q

∣∣µ̇t

∣∣q

q
for a.e. t by Theorem 2.23(ii), so we discuss the right

hand side. If q ∈ (0, 1) we notice that for g : [0, 1] → [0,+∞] Borel we have limh
1
h

∫ t+h

t
g dL1 ≥ g(t)

for a.e. t (because limh
1
h

∫ t+h

t
g dL1 ≥ limh

1
h

∫ t+h

t
n ∧ g dL1 ≥ n ∧ g(t) for every n and a.e. t),

thus the claim follows by the non-negativity of 1
q |γ̇t|q. If instead q < 0 the conclusion follows from

our integrability assumption and Lebesgue’s differentiation theorem.

We are interested in understanding whether, given (µt), we can find π for which equality holds
in (2.39). To this aim, the following compactness criterion will be useful (compare with the limit
curve Theorem 2.30).

Lemma 2.42 (A tightness criterion). Let (M, τ, ℓ) be a forward spacetime and G ⊂ P(LCC([0, 1]; M))
a collection of measures such that:

i) For some Borel D ⊂ [0, 1] of full measure with 0 ∈ D we have: for any t ∈ D there is a
compact set Kt such that (et)∗π is concentrated on Kt for every π ∈ G and t ∈ D,

ii) There is K ⊂ P(M) tight so that for all π ∈ G there is µ ∈ K with (e1)∗π ⪯ µ.

Then G is tight.
If moreover the topology τ on M is locally causally convex, then we can weaken (i) above to

i’) For some D̃ ⊂ [0, 1] dense with 0 ∈ D̃ the set {(et)∗π : π ∈ G} ⊂ P(M) is tight for all t ∈ D̃.

Proof. Let ε > 0 and find K ⊂ M compact such that ν(Kc) < ε for every ν ∈ K. Consider the
collection K̂ of curves γ such that γt ∈ Kt for every t ∈ D and γ1 ≤ x for some x ∈ K: by
Theorem 2.30, K̂ is compact in LCC([0, 1]; M) and by our assumptions we have π(K̂) ≥ 1 − ε,
proving the claim in this case.
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Under the assumption (i′) we instead argue as follows. It is not restrictive to assume that D̃ is
countable. Let ε > 0, find {εt > 0 : t ∈ D̃} such that

∑
t∈D̃ εt < ε and then — by the tightness

assumption — Ht ⊂ M compact so that (et)∗π(Ht) > 1 − εt for every π ∈ G and t ∈ D̃. Also, let
H1 ⊂ M be compact so that ν(H1) > 1 − ε1 for every ν ∈ K.

For π ∈ G let ν ∈ K be so that (e1)∗π ⪯ ν and π ∈ Π≤((e1)∗π, ν): since π is concentrated on
{(x, y) : x ≤ y} we have (e1)∗π(J−(H1)c) ≤ π(M × (Hc

1)) = ν(Hc
1) < ε.

Let Ĥ := {γ ∈ G : γt ∈ Ht for any t ∈ D̃ and γ1 ∈ J−(H1)} and notice that by Theorem 2.30
we know that Ĥ is relatively compact. To conclude observe that Ĥc ⊂ ∪t∈D̃e−1

t (Hc
t )∪e−1

1 (J−(H1)c)
and thus π(Ĥc) ≤ (e1)∗π(J−(H1)c) +

∑
t∈D̃(et)∗π(Hc

t ) ≤ ε+
∑

t∈D̃ εt < 2ε for every π ∈ G.

We are now ready to state and prove the main result of the section. Notice that in order to gain
tightness we shall need to assume something either at the level of the topology of M (conditions
(A), (B)) or at the level of the specific curve of measures considered (condition (C)). In relation to
(B), it is worth recalling that several natural topologies induced by ℓ are locally causally convex
(see Remark 2.2).

Theorem 2.43 (Lifting paths of measures to measures on paths). Let (M, τ, ℓ) be a forward
metric spacetime such that ℓ is upper semicontinuous and does not take the value +∞. Let
(µt) ∈ LCC([0, 1];P(M)) satisfy µt ∈ Pem(M) for every t ∈ [0, 1] and assume at least one of the
following holds:

(A) M is globally hyperbolic, i.e. emeralds are compact;

(B) the topology on M is locally causally convex;

(C) for some D ⊂ [0, 1] dense with 0 ∈ D the set ∪t∈D sptµt is relatively compact.

Let 0 ̸= q < 1. Then (µt) is induced by a plan π ∈ P(LCC([0, 1]; M)) with the property

Aq(µ·) = 1
q

∫∫ 1

0
|γ̇t|qdtdπ(γ). (2.41)

Moreover, if Aq(µ·) > −∞, then any such plan also satisfies the a.e. pointwise identity∣∣µ̇t

∣∣q

q
=

∫
|γ̇t|qdπ(γ) a.e. t.

Proof.
Step 0: preliminary considerations. From the bound (2.31) and Lemma 2.4 we have
Aq(µ·) ≤ 1

q ℓ
q
q(µ0, µ1) < ∞, thus if Aq(µ·) > −∞ the function t 7→

∣∣µ̇t

∣∣q

q
is in L1([0, 1]). It follows

that the second statement is a consequence of the first one together with Lemma 2.41: integrating
(2.40) yields (2.39) whence comparison with (2.41) and the integrability just noted force equality in
(2.40) for a.e. t. Here for q < 0 we have used the identity (2.41) and the assumption Aq(µ) > −∞
to ensure that

∫
|γ̇·|qdπ(γ) ∈ L1([0, 1];L1) so that (2.40) holds.

Step 1: construction of the plan. The idea, originating in an analogous standard construction
in different settings [9, 77, 119], is to build π as the narrow limit of piecewise constant plans which
“interpolate” (µt) at intermediate points.

Let n 7→ Pn := {0 = tn0 < . . . < tnn = 1} be a sequence of partitions of [0, 1] containing 0, 1,
so that Pn ⊂ Pn+1 for every n ∈ N and with |Pn| → 0 (notation from Theorem 2.23): under the
assumption (C) we pick these so that Pn ⊂ D ∪ {1} for any n, while under assumptions (A), (B)
we pick these arbitrarily.

Use the upper semicontinuity of ℓ and Lemma 2.19 to find an ℓq-optimal plan πn
i ∈ Π≤(µtn

i
, µtn

i+1
).

Recursively glue these plans along their common marginals to produce πn ∈ P(Mn+1), then consider
the map Fn : Mn+1 → LCC([0, 1]; M) sending (x0, . . . , xn+1) to the curve that is equal to xi on
( tn

i−1+tn
i

2 ,
tn

i +tn
i+1

2 ], where tn−1 := 0 and tnn+1 := 1. Notice that Fn is continuous and set πn := Fn
∗ π

n.
We claim that the sequence (πn) is tight and to this aim we shall make use of one of assumptions

(A), (B), (C).
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(A) Let ε > 0 and find a compact set K ⊂ M with µ0(Kc)+µ1(Kc) < ε. Then E := J(K,K) is
compact by assumption and thus by Theorem 2.30 (with D = [0, 1] and Kt = E for every t ∈ [0, 1])
the set Ê := {γ ∈ LCC([0, 1]; M) : γt ∈ E, ∀t ∈ [0, 1]} = e−1

0 (J+(K)) ∩ e−1
1 (J−(K)) is compact in

LCC([0, 1]; M). Since for every n ∈ N we have (e0)∗π
n = µ0 and (e1)∗π

n = µ1, we deduce

πn(Êc) ≤ πn(e−1
0 (Kc)) + πn(e−1

1 (Kc)) = µ0(Kc) + µ1(Kc) < ε ∀n ∈ N

proving the desired tightness.
(B) We shall apply Lemma 2.42. We have (e1)∗π

n = µ1 for every n ∈ N, so assumption (ii) of
Lemma 2.42 holds. Moreover, D̃ := ∪nPn is dense in [0, 1] and for every t ∈ D̃ the measure (et)∗π

n

is eventually equal to µt (here we used that Pn ⊂ Pn+1), thus assumption (i′) of Lemma 2.42 holds.
Hence Lemma 2.42 gives the desired tightness.

(C) We shall apply again Lemma 2.42 and as before we notice that (e1)∗π
n = µ1 for every n ∈ N,

so assumption (ii) holds. Also, for every t ∈ [0, 1) and n ∈ N we have (et)∗π
n ∈ {µt : t ∈ ∪nPn},

thus if we call K ⊂ M a compact set containing sptµt for any t ∈ D ⊃ ∪nPn, then assumption (i)
of Lemma 2.42 is satisfied with D = [0, 1) and Kt := K for any t ∈ D. Thus, as before, Lemma 2.42
gives the desired tightness.

Having proved tightness, after passing to a non-relabelled subsequence we can therefore assume
that (πn) narrowly converges to some π ∈ P(LCC([0, 1]; M)).

We claim that (et)∗π = µt for every t ∈ [0, 1]: since t 7→ (et)∗π is narrowly left continuous
(Lemma 2.41), by Proposition 2.28 applied with P(M) in place of M it suffices to prove µs ⪯
(et)∗π ⪯ µt for all dyadics s < t. Thus fix such s, t and notice that for any φ ∈ Cb(M) the
map γ 7→ 1

t−s

∫ t

s
φ(γr) dr is continuous from LCC([0, 1]; M) to R (by the choice of D-topology on

LCC([0, 1]; M) and an application of the dominated convergence theorem), thus

1
t−s

∫∫ t

s

φ(γr) dr dπn(γ) → 1
t−s

∫∫ t

s

φ(γr) dr dπ(γ) as n → ∞.

In other words, the measures µn
s,t := 1

t−s

∫ t

s
(er)∗π

n dr (the integral being interpreted in the weak
sense) narrowly converge to µs,t := 1

t−s

∫ t

s
(er)∗π dr and since µs ⪯ µn

s,t ⪯ µt for every n, by
the closure of {ℓ ≥ 0} we deduce that µs ⪯ µs,t ⪯ µt. Finally, to establish the only remaining
claim µs ⪯ (et)∗π ⪯ µt of this paragraph, we use left narrow continuity and ⪯-monotonicity of
r 7→ (er)∗π to deduce that µr,t converges narrowly and ⪯-monotonically to (et)∗π as r ↑ t, and
recall from Proposition 2.16 that the causal relation ⪯ on P(M) is narrowly closed.
Step 2: proof of the action identity. By Lemma 2.41 it suffices to prove the reverse
inequality ≤ to (2.39) also holds. To this aim we start imitating the notation of Theorem 2.23 and
define, for γ ∈ LCC([0, 1]; M) and a partition P = {0 = t0 < . . . < tn = 1} of [0, 1], the quantity

Aq(γ, P ) :=
n−1∑
i=0

(ti+1 − ti)uq

(ℓ(γti , γti+1)
ti+1 − ti

)
.

Then notice that the construction and the properties (2.23) and (2.25) give

Aq(µ·) = lim
n→+∞

∫
Aq(γ, Pn) dπn(γ) ≤ lim inf

n→∞

∫
uq(ℓ(γ0, γ1)) dπn(γ).

Now fix t0, t1 ∈ (0, 1) belonging to some of the Pn’s — and thus eventually to all of them — with
t0 < t1 and notice that applying the above to the curve t 7→ µ(1−t)t0+tt1 gives∫ t1

t0

uq(|µ̇t|) dt ≤ lim inf
n→∞

∫
uq(ℓ(γt0 , γt1)) dπn(γ) ≤ lim sup

n→∞

∫
−
∫ t0

0
−
∫ 1

t1

uq(ℓ(γt, γs)) dsdtdπn(γ)

having used also the monotonicity of uq and the causality of the γ’s in the second inequality.
Arguing as above, starting from the observation that for φ ∈ Cb(M) the map LCC([0, 1]; M) ∋ γ 7→
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−
∫ t0

0 −
∫ 1

t1
φ(γt, γs) dsdt ∈ R is continuous we see that the sequence −

∫ t0
0 −

∫ 1
t1

(et, es)∗π
n dsdt narrowly

converges to −
∫ t0

0 −
∫ 1

t1
(et, es)∗π ds dt. Since ℓ is upper semicontinuous and bounded from above on E

(Lemma 2.4), we can pass to the limit in the above and get∫ t1

t0

uq(|µ̇t|) dt ≤
∫

−
∫ t0

0
−
∫ 1

t1

uq(ℓ(γt, γs)) dsdtdπ(γ) ≤
∫
uq(ℓ(γ0, γ1)) dπ(γ),

having used again the monotonicity of uq and causality of the γ’s. Letting t0 ↓ 0 and t1 ↑ 1 we
obtain

∫ 1
0 uq(|µ̇t|) dt ≤

∫
uq(ℓ(γ0, γ1)) dπ(γ). A simple scaling argument now readily implies∫ 1

0
uq(|µ̇t|) dt ≤

∫
Aq(γ, P ) dπ(γ) for every partition P of [0, 1].

To conclude it therefore suffices to show that∫∫ 1

0
uq(|γ̇t|) dtdπ(γ) = lim

k→∞

∫
Aq(γ, Pk),dπ(γ), for given partitions (Pk) with |Pk| → 0.

To see this, recall that Aq(γ, P ) ≤ uq(ℓ(γ0, γ1)) ≤ uq(supE2 ℓ) < ∞ for any γ ∈ sptπ, then use
(2.25) in conjunction with the monotone convergence theorem.

It is worth encoding the property established by the previous result in a definition:

Definition 2.44 (Lifting causal curves of measures). Let (M, τ, ℓ) be a Polish metric spacetime,
π ∈ P(LCC([0, 1]; M)) and (µt) ∈ LCC([0, 1];P(M)). We say that π is a lifting of (µt) provided
µt = (et)∗π for each t ∈ [0, 1] and (2.41) holds.

To clarify the upcoming discussion, we recall that according to Definition 2.32, a rough timelike
ℓq-geodesic is a curve (µt) ⊂ P(M) such that

0 < ℓq(µt, µs) = (s− t) ℓ(µ0, µ1) < ∞ ∀t, s ∈ [0, 1], t < s.

This, however, does not imply that ‘the mass moves all along timelike geodesics’; more precisely, if
π is a lifting of (µt) we do not necessarily have that π is concentrated on timelike geodesics. We
thus give the following:

Definition 2.45 (Strongly timelike ℓq-geodesics). Let (M, τ, ℓ) be a Polish metric spacetime,
0 ̸= q < 1 and (µt) ⊂ P(M) a rough timelike ℓq-geodesic. We say that (µt) is a rough strongly
timelike ℓq-geodesic provided furthermore for any t, s ∈ [0, 1] with t < s that any ℓq-optimal coupling
of (µt, µs) is concentrated on {ℓ ∈ (0,+∞)}.

We then have the following:

Corollary 2.46 (Lifting ℓq-geodesics). Let (M, τ, ℓ) be a forward metric spacetime in which ℓ is
upper semicontinuous and does not take the value +∞. Let 0 ̸= q < 1 and (µt) ∈ LCC([0, 1];P(M))
be a causal ℓq-geodesic from ν0 to ν1, with ν0, ν1 ∈ Pem(M). Assume also that ℓq(ν0, ν1) ∈ (0,+∞)
and that either of (A), (B), (C) of Theorem 2.43 hold.

Then (µt) is induced by a plan π ∈ P(LCC([0, 1]; M)) which is concentrated on causal geodesics
and so that (e0, e1)∗π is ℓq-optimal. Moreover we have

uq

(
ℓq(ν0, ν1)) =

∫
uq(ℓ(γ0, γ1)) dπ(γ). (2.42)

If (µt) is a strongly timelike ℓq-geodesic, then every π as above is concentrated on timelike geodesics.
Conversely, let π ∈ P(LCC([0, 1]; M)) and ν0, ν1 ∈ Pem(M) be such that ν0 ⪯ (e0)∗π and

(e1)∗π ⪯ ν1. Let µt := (et)∗π for every t ∈ [0, 1]. Then (µt) is an ℓq-geodesic from ν0 to ν1 if and
only if

1
q

∫∫ 1

0
|γ̇t|q dtdπ(γ) ≥ uq

(
ℓq(ν0, ν1)

)
. (2.43)
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Proof. Let π be built from (µt) via Theorem 2.43. Then∫
uq(ℓ(γ0, γ1)) dπ(γ) ≤ uq

(
ℓq(µ0, µ1)

)
≤ uq

(
ℓq(ν0, ν1)

)
and since (µt) is a ℓq-geodesic from ν0 to ν1 we also have

uq

(
ℓq(ν0, ν1)

)
=

∫ 1

0
uq

(
|µ̇t|q

) (2.41)=
∫∫ 1

0
uq(|γ̇t|) dtdπ(γ)

(2.24)
≤

∫
uq(ℓ(γ0, γ1)) dπ(γ).

The assumption ℓq(ν0, ν1) ∈ (0,+∞) implies that uq

(
ℓq(ν0, ν1)

)
∈ R and thus the equalities in

the above force the optimality of (e0, e1)∗π and that
∫ 1

0 uq(|γ̇t|) dt = ℓ(γ0, γ1) for π-a.e. γ, that by
Proposition 2.34 means that γ is a geodesic. The claim about strong timelike ℓq-geodesics is now
obvious by definition and the optimality of (e0, e1)∗π.

All this also establishes the ‘only if’ in the last claim. For the ‘if’ we put µt := (et)∗π for every
t ∈ [0, 1] and notice that

uq

(
ℓq(ν0, ν1)

) (2.43)
≤

∫
Aq(γ) dπ(γ)

(2.39)
≤ Aq(µ·)

(2.31)
≤ uq

(
ℓq(µ0, µ1)

)
≤ uq

(
ℓq(ν0, ν1)

)
,

having used the causality relation in the last step. The claim follows.

As a consequence of this discussion we can see the relation between M being geodesic and P(M)
being so. Here and below we say that a metric spacetime is geodesic if for any two points x, y with
x ≤ y a causal geodesic from x to y exists.

Proposition 2.47 (Heredity of geodesy on metric spacetimes). Let (M, τ, ℓ) be a Polish metric
spacetime in which ℓ is upper semicontinuous and ℓ+ is continuous and real valued.

If (M, τ, ℓ) is geodesic then (Pem(M), ℓq) is geodesic for every 0 ̸= q < 1.
Conversely, assume that (Pem(M), ℓq) is geodesic for some 0 ̸= q < 1 and that the topology of

M satisfies (A) or (B) of Theorem 2.43. Then every x, y ∈ M with ℓ(x, y) ∈ [0,+∞) are joined by
a geodesic.

Proof. Assume that M is geodesic. Notice that from Proposition 2.37 we easily get that the
multivalued map taking couples (x, y) ∈ {ℓ ≥ 0} returning the set of causal geodesics from x to y
has closed graph. Hence by standard measurable selection arguments (see e.g. [19, Thm. 6.9.2])
there is a universally measurable map GeodSel : {ℓ ≥ 0} → CGeo(M) such that GeodSel(x, y)
is one such geodesic for every (x, y) ∈ {ℓ ≥ 0}. Now let µ, ν ∈ Pem(M) be with µ ⪯ ν and let
π be a ℓq-optimal plan (this exists by Lemma 2.19). A direct computation shows that putting
π := GeodSel∗π, the curve t 7→ (et)∗π is a ℓq-geodesic from µ to ν.

Conversely, assume that (Pem(M), ℓq) is geodesic and let x, y ∈ M with x ≤ y. If ℓ(x, y) = 0
then the lightlike curve

γt :=
{
x if t = 1/2
y if t ∈ (1/2, 1]

can be verified to be geodesic (using conventions (2.3) and (2.6) if q < 0). Therefore, assume
ℓ(x, y) ∈ (0,∞) and let (µt) be an ℓq-geodesic from δx to δy. Since ℓq(δx, δy) = ℓ(x, y) ∈ (0,+∞), by
Corollary 2.46 above (µt) admits a lifting π that is concentrated on CGeo(M). We claim that π-a.e.
γ is a geodesic from x to y (and thus in particular at least a geodesic exists). To see this, notice that
since (µt) is a ℓq-geodesic from δx to δy, we have δx ⪯ µ0 = (e0)∗π and (e1)∗π = µ1 ⪯ δy, so that
π-a.e. γ satisfies x ≤ γ0 and γ1 ≤ y and therefore uq(ℓ(γ0, γ1)) ≤ uq(ℓ(x, y)). Then (2.42) and the
fact that uq(ℓ(x, y)) ∈ R forces uq(ℓ(γ0, γ1)) = uq(ℓ(x, y)) for π-a.e. γ, which is the conclusion.
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2.8 Non-branching notions
In this section we shall start working with Polish metric spacetimes equipped with a reference
measure. Let us isolate the relevant definition:

Definition 2.48 (Metric measure spacetime). A metric measure spacetime, or shortly a mm
spacetime, is a quadruple (M, τ, ℓ,m) such that (M, τ, ℓ) is a Polish metric spacetime and m is a
non-negative and non-zero Radon measure on M.

A forward (resp. backward) metric measure spacetime, or shortly a forward mm spacetime, is a
metric measure spacetime so that (M, τ, ℓ) is also forward (resp. backward).

In the classical theory of optimal transport it is well known that a non-branching condition
implies strong regularity properties of geodesics of measures (see [119] for an overview on the topic).
In the context of metric geometry, it has been understood in [59] that a lower Ricci bound and
a non-branching assumption yield existence of optimal maps (see also [65] and [36] for further
results).

In non-smooth Lorentzian signature a similar picture is — starting from [39] — emerging, see
also [21] for subsequent developments. In this section we review some of the existing notions in our
framework and propose the concept of ‘non-branching at 0/1’.

Notice that in our setting one should exclude geodesics with either 0 or infinite length, because
these are invariant by reparametrization and thus always branch. In other words, a non-branching
condition only makes sense if required for timelike geodesics. Also, as in [39], one might distinguish
between ‘forward’ and ‘backward’ non-branching, as discussed in the next definition, coming from
[39, Def. 1.10]:

Definition 2.49 (Timelike non-branching conditions). Let (M, τ, ℓ) be a Polish metric spacetime
and G a set of timelike geodesics. We say that G is forward (resp. backward) timelike non-branching
if any two γ, η ∈ G that agree on [0, t] (resp. [t, 1]) for some t ∈ (0, 1) agree on the whole [0, 1].

We then say that (M, τ, ℓ) is forward (resp. backward) timelike non-branching if TGeo(M) is so.

This concept applies equally well to the spacetime (P(M), ℓq), but in this case it is better to
restrict the attention to strongly timelike ℓq-geodesics. The problem is that a lifting of general
timelike ℓq-geodesics may give positive mass to non-timelike geodesics and reparametrizing these
curves we easily see that in general circumstances (P(M), ℓq) is never non-branching.

With this said, the timelike non-branching of M is related to that of P(M):

Proposition 2.50 (Heredity of timelike non-branchingness). Let (M, τ, ℓ) be a forward spacetime.
Let 0 ̸= q < 1 and assume that the collection of strongly timelike ℓq-geodesics in Pem(M) is forward
(resp. backward) timelike non-branching. Then (M, τ, ℓ) is forward (resp. backward) timelike
non-branching.

Conversely, assume that (M, τ, ℓ) is forward (resp. backward) timelike non-branching, that ℓ is
upper semicontinuous and does not take the value +∞ and that either (A) or (B) of Theorem 2.43
hold. Then for every 0 ̸= q < 1 the collection of strongly timelike ℓq-geodesics in Pem(M) is forward
(resp. backward) timelike non-branching.

Proof. We deal with the ‘forward’ case, the ‘backward’ one being analogous. Let 0 ̸= q < 1
and suppose that the collection of strongly timelike ℓq-geodesics in Pem(M) is forward timelike
non-branching. Notice that for any x, y ∈ M we have ℓ(x, y) = ℓq(δx, δy), hence t 7→ γt ∈ (M, ℓ) is
a timelike geodesic if and only if t 7→ δγt

∈ (P(M), ℓq) is strongly timelike. The conclusion follows.
Conversely, assume that (M, τ, ℓ) is forward timelike non-branching and let (µ1

t ), (µ2
t ) ⊂ Pem(M)

be two strongly timelike ℓq-geodesics that agree on [0, T ] for some given T ∈ (0, 1). Let π1,π2 ∈
P(TGeo(M)) be liftings of (µ1

t ), (µ2
t ) respectively as in Corollary 2.46 (that we can apply thanks

to the assumptions on M). Produce a new plan π ∈ P(TGeo(M)) by gluing (restrT
0 )∗π

1 with
(restr1

T )∗π
2 along their common marginal µ1

T — obtaining a measure on the space of paths on [0, 2]
— and then reparametrize the curves in the obvious (piecewise affine) way to obtain a measure on
curves on [0, 1]. It is clear that π is still a lifting of (µ2

t ), so by Corollary 2.46 above is concentrated
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on TGeo(M). Also, the construction ensures that (restrT
0 )∗π = (restrT

0 )∗π
1 and since our non-

branching assumption can equivalently be stated by saying that restrT
0 : TGeo(M) → TGeo(M) is

injective, this proves that π1 = π, and thus that µ1
t = (et)∗π

1 = (et)∗π = µ2
t for every t ∈ [0, 1],

as desired.

When dealing with measured spacetimes, it is natural to tailor the above concept in order to
allow a ‘negligible set of exceptions’, so to say.

We shall use the following measure-theoretic variant of the above non-branching condition,
akin to that introduced by Braun [21] for q ∈ (0, 1) (inspired by Rajala–Sturm [106] in positive
signature). Here and below a family of measures in Pem(M) is said to be of bounded compression
if for some C > 0 each of the measures is ≤ Cm.

Definition 2.51 (Timelike q-essential non-branching). Let (M, τ, ℓ,m) be a forward mm spacetime
and 0 ̸= q < 1. We say that M is forward (resp. backward) timelike q-essentially non-branching,
provided for any strongly timelike ℓq-geodesic (µt) ⊂ Pem(M) with bounded compression and for
any lifting π ∈ P(LCC([0, 1]; M)) we have that π is concentrated on a forward (resp. backward)
timelike non-branching subset of TGeo(M).

The analogue of Proposition 2.50 for this last definition is the following result:

Proposition 2.52 (When bounded compression strongly timelike ℓq-geodesics are non-branching).
Let (M, ℓ,m) be a forward mm spacetime and 0 ̸= q < 1.

Assume that the collection of bounded compression strongly timelike ℓq-geodesics in Pem(M) is
forward (resp. backward) non-branching. Then (M, τ, ℓ,m) is forward (resp. backward) timelike
q-essentially non-branching.

Conversely, assume that (M, τ, ℓ,m) is forward (resp. backward) timelike q-essentially non-
branching, that ℓ is upper semicontinuous and does not take the value +∞ and that and that either
(A) or (B) of Theorem 2.43 hold. Then the collection of bounded compression strongly timelike
ℓq-geodesics in Pem(M) is forward (resp. backward) non-branching.

Proof. Suppose that M is not forward q-essentially non-branching. Then there is a bounded
compression strongly timelike ℓq-geodesic (µt) and a lifting π ∈ P(TGeo(M)) of it that is not
concentrated on a timelike non-branching subset of TGeo(M). With a bit of work (see e.g. [59] for
analogous arguments in positive signature) it is not hard to see that there are t ∈ (0, 1) and two Borel
sets Γ1,Γ2 ⊂ TGeo(M) so that (restrt

0)∗(π Γ1) = (restrt
0)∗(π Γ2) and (es)∗(π Γ1) ̸= (π Γ2)

for some s > t (in particular π(Γ1) = π(Γ2) > 0). Then define the plans πi := π(Γi)−1π Γi

and the measures µi
t := (et)∗π

i for i = 1, 2, t ∈ [0, 1]. The construction ensures that (µ1
t ), (µ2

t )
are strongly timelike ℓq-geodesics with bounded compression, that they agree on [0, t] and with
µ1

s ̸= µ2
s, as desired.

The converse implication follows along the very same lines used to prove Proposition 2.50.

We turn to a sort of ‘infinitesimal variant’ of the timelike non-branching condition. Notice that
this concept is trivial in positive signature, due to the continuity of geodesics:

Definition 2.53 (Non-branching at 0 or 1). Let (M, ℓ) be a metric spacetime and G a collection
of rough timelike geodesics. We say that G is timelike non-branching at 0 (resp. at 1) if any two
geodesics in G that agree on (0, 1) also agree at 0 (resp. at 1).

If this holds with G being the collection of all rough timelike geodesics, then we say that (M, ℓ)
is is timelike non-branching at 0 (resp. at 1).

It is worth noticing that under suitable compactness assumptions, the uniqueness encoded in
this condition precisely detects continuity of geodesics:

Proposition 2.54 (Geodesics are not rough in a forward spacetime non-branching at 1). Let
(M, τ, ℓ) be a Polish metric spacetime that is timelike non-branching at 0 (resp. 1). Also, let
γ : [0, 1] → M be a rough timelike geodesic such that for any t ∈ [0, 1] and sn ↓ t (resp. sn ↑ t) there
is nk ↑ ∞ such that k 7→ γsnk

admits a limit.
Then γ is right- (resp. left-) continuous.

42



Proof. We imitate the proof of [85, Lem. 5]. We prove right-continuity of the rough timelike
geodesic γ at t = 0, then right-continuity at other times follows by scaling, and the arguments for
left continuity are analogous. Call y a limit of a sequence k 7→ γsnk

for snk
↓ 0 as in the statement.

Let (ηt) be equal to (γt) on (0, 1] and defined as η0 := y for t = 0. We clearly have |η̇t| = |γ̇t| for
a.e. t and

A1(η) ≥ lim sup
s↓0

∫ 1

s

|η̇t| dt = lim sup
s↓0

∫ 1

s

|γ̇t| dt = A1(γ) ≥ ℓ(γ0, γ1),

having used that γ is an ℓ-geodesic. Since y ≥ γ0 (here we use that {ℓ ≥ 0} is closed), by item
(iii) in Proposition 2.34 this suffices to establish that η is also a rough timelike ℓ-geodesic, so that
non-branchingness at 0 forces y = η0 = γ0. This suffices to conclude right-continuity of γ at 0.

Clearly, a sufficient condition for left-limits to exist is the forward completeness that we typically
assume. More relevant for us however, will be the notion of timelike non-branching at 0, which is
linked to continuity at t = 0 of geodesics in P(M).

The following is a variant of Proposition 2.50. Recall that timelike (and strongly timelike)
ℓq-geodesics (µt) satisfy ℓq(µ0, µ1) ∈ (0,∞) as part of their definition.

Proposition 2.55 (Heredity of non-branchingness at 0 and/or 1). Let (M, τ, ℓ) be a forward metric
spacetime. Let 0 ̸= q < 1 and assume that the collection Cq of strongly timelike ℓq-geodesics in
Pem(M) has the following property: if (µt) ∈ Cq and ν ∈ Pem(M) satisfies ν ⪯ µt for all t ∈ (0, 1)
and ℓq(ν, µ1) = ℓq(µ0, µ1), then ν = µ0 (resp. µt ⪯ ν for every t ∈ (0, 1) and ℓq(µ0, ν) = ℓq(µ0, µ1),
then ν = µ1). Then (M, τ, ℓ) is timelike non-branching at 0 (resp. 1).

Conversely, assume that (M, τ, ℓ) is timelike non-branching at 0 (resp. 1), that ℓ is upper
semicontinuous and does not take the value +∞ and that either (A) or (B) of Theorem 2.43 hold.
Then for every 0 ̸= q < 1, the collection Cq has the property described above (respectively).

Proof. The proof is similar to that of Proposition 2.50. We deal with the case of non-branching at
0, that of non-branching at 1 being analogous.

Assume that the collection Cq of strongly timelike ℓq-geodesics in Pem(M) has the indicated
property. Since ℓ(x, y) = ℓq(δx, δy) for any x, y ∈ M and the inclusion M ∋ x 7→ δx ∈ Pem(M)
preserves the time separations, we easily deduce that TGeo(M) has the following property: for
γ ∈ TGeo(M) and x ∈ M with x ≤ γt for all t ∈ (0, 1) and ℓ(x, γ1) = ℓ(γ0, γ1) we must have x = γ0.
It is easy to see that this is equivalent to the claim of (M, τ, ℓ) being timelike non-branching at 0,
so in this case the conclusion follows.

Conversely, assume that (M, ℓ) is timelike non-branching at 0, let (µt) ⊂ Pem(M) be a strongly
timelike ℓq-geodesic and ν ∈ Pem(M) with ν ⪯ µt for any t ∈ (0, 1) and ℓq(ν, µ1) = ℓq(µ0, µ1). Let
π ∈ P(TGeo(M)) be a lifting of (µt) as in Corollary 2.46 and, for every t ∈ (0, 1), let πt ∈ Π≤(ν, µt)
be ℓq-optimal. Use a gluing argument to find αt ∈ P(M × TGeo(M)) such that

(Pr2)∗αt = π, and (Pr1, et)∗αt = πt.

Notice that the same arguments used in the proof of Theorem 2.43 easily implies that for any
tn ↓ 0 the sequence (αtn

) is tight, thus up to passing to a non-relabelled subsequence it admits
a narrow limit α. Since αt is concentrated on couples (x, γ) with γ ∈ TGeo(M) and x ≤ γt, the
closure of {ℓ ≥ 0} easily implies that α is concentrated on couples (x, γ) with γ ∈ TGeo(M) and
x ≤ γt for any t ∈ (0, 1]. The construction also yields

(Pr2)∗α = π, and (Pr1)∗α = ν,

thus from the assumption that (M, ℓ) is timelike non-branching at 0, to conclude it suffices to
prove that for α-a.e. (x, γ) we have ℓ(x, γ1) = ℓ(γ0, γ1) (as this forces x = γ0 and thus ν = µ0, as
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required). To this aim, notice that

uq ◦ ℓq(ν, µ1) ≥
∫
uq ◦ ℓ(x, γ1) dα(x, γ)

(as x ≤ γt for α-a.e. (x, γ)) ≥
∫

sup
t∈(0,1)

uq ◦ ℓ(γt, γ1) dα(x, γ)

(by (2.24) with P = {0, 1}) ≥
∫∫ 1

0
uq(|γ̇t|) dtdπ(γ) = uq ◦ ℓq(µ0, µ1),

having used Corollary 2.46 in the last step. Since by assumption we have ℓq(ν, µ1) = ℓq(µ0, µ1) ∈
(0,+∞), all the inequalities are in fact equalities and all the values are real: this can only be
possible if ℓ(x, γ1) = supt∈(0,1) ℓ(γt, γ1) = ℓ(γ0, γ1), forcing x = γ0, for α-a.e. (x, γ). This implies
ν = µ0, as desired.

We are interested in forcing curves of measures with bounded compression to be non-branching
at 0. For this, it is sufficient to introduce the following weakening of Definition 2.53 above (analogous
to Definition 2.51):

Definition 2.56 (q-essential timelike non-branching at 0 or 1). Fix 0 ̸= q < 1.
We say that a forward mm spacetime (M, τ, ℓ,m) is q-essentially timelike non-branching at

0 (resp. at 1) if the following holds. For each bounded compression strongly timelike ℓq-geodesic
(µt) ⊂ Pem(M) and ν ∈ Pem(M) with bounded compression such that ν ⪯ µt for all t ∈ (0, 1) and
ℓq(ν, µ1) = ℓq(µ0, µ1) we must have ν = µ0 (resp. µt ⪯ ν for every t ∈ (0, 1) and ℓq(µ0, ν) =
ℓq(µ0, µ1) we must have ν = µ1).

Proposition 2.54 gives the following result, which is our reason for introducing this last concept:

Corollary 2.57 (Continuity for bounded compression ℓq-geodesics on a fixed emerald). Let
(M, τ, ℓ,m) be a forward mm spacetime with m giving finite mass to each emerald, 0 ̸= q < 1 and
(µt) a rough strongly timelike ℓq-geodesic of bounded compression such that sptµt ⊂ E for some
fixed emerald E and all t ∈ [0, 1].

If M is q-essentially timelike non-branching at 0 (resp. at 1) then (µt) is right (resp. left)
continuous.

Proof. We know that µt ≤ Cm E for some C > 0 and every t ∈ [0, 1], which readily implies that
the collection {µt : t ∈ [0, 1]} is tight, hence relatively narrowly compact. The conclusion follows
from Proposition 2.54.

3 Lorentzian differential and Sobolev calculus
3.1 Some basic properties of causal functions
Definition 3.1 (Causal function). Let (M, ℓ) be a metric spacetime. A function f : M → R̄ is
called a causal function if it is causally monotone, i.e. x ≤ y implies f(x) ≤ f(y).

The domain Dom(f) of a causal function f : M → R̄ is the set of all x ∈ M such that f(x) is a
real number.

Notice that the domain of a causal function is always causally convex.
If f and g are causal functions and λ1, λ2 ≥ 0, then λ1 f + λ2 g is again a causal function. If f

and g are non-negative, then f g is a causal function. If φ : R̄ → R̄ is non-decreasing on the image
of f , then φ ◦ f is again a causal function. Lastly, arbitrary (pointwise) infima and suprema of
causal functions are again causal functions.

The following lemma is an analogue for causal functions of the fact that a non-decreasing map
of the line to itself can have only countably many discontinuities. This notably includes the case
where f attains the values ±∞.

Recall a subset of M is achronal if none of its elements are related by ≪.
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Lemma 3.2 (Chronological almost continuity). Let (M, ℓ) be a metric spacetime and f : M → R̄
causal. Define f± : M → R̄ by

f+(y) = inf
z∈I+(y)

f(z), and f−(y) = sup
x∈I−(y)

f(x), (3.1)

where we employ the usual conventions inf ∅ := +∞ and sup ∅ := −∞. Then:

(i) The functions f+ and f− are causal functions.

(ii) We have f− ≤ f ≤ f+ everywhere on M.

(iii) Outside a countable union of achronal sets, f+ = f−.

Let M be equipped with a topology containing the chronological one. Then we also have:

(iv) If a sequence (yn) ⊂ I±(y) converges to y, then limn f
±(yn) = f±(y).

(v) Both f+ and −f− are upper semicontinuous. Hence f is continuous at every point of the
complement of the countable union provided by (iii).

Proof.
(i) For x ≤ y ≪ z we have x ≪ z by the push-up property (Remark 2.3), whence f+(x) ≤ f+(y)
as desired. An analogous argument shows f− is a causal function.
(ii) This is immediate from the causal property of f and the definitions (3.1).
(iii) Given a number q ∈ Q we define

S−
q := {y ∈ M : f−(y) < q < f(y)} and S+

q := {y ∈ M : f(y) < q < f+(y)}.

We claim that the sets S±
q are achronal. Indeed, if y1, y2 ∈ S+

q were points satisfying y1 ≪ y2, we
would have f+(y1) ≤ f(y2) by (3.1). This would produce the contradiction q < f+(y1) ≤ f(y2) < q.
An analogous argument applies to S−

q .
Since f+(y) > f−(y) implies y ∈ S+

q ∪ S−
q for some q ∈ Q, (iii) is proven.

(iv) We only show the statement for the function f+, the argument for f− follows analogous lines.
By the transitivity of ≪, I+(yn) is contained in I+(y) for every n ∈ N. Therefore f+(y) ≤ f+(yn)
by (3.1), and consequently

f+(y) ≤ lim inf
n→+∞

f+(yn).

On the other hand, let z ∈ I+(y) be arbitrary. (Our assumption on the given sequence implies such a
point does exist.) Since (yn) converges to y and the set I−(z) is open, we eventually have yn ∈ I−(z).
Choosing z as a competitor in the definition (3.1) of f+(yn) implies lim supn→+∞ f+(yn) ≤ f(z)
and therefore

lim sup
n→+∞

f+(yn) ≤ f+(y)

by the arbitrariness of z.
(v) Since the chronological topology makes I−(z) open for each z ∈ M, the formula

f+(y) = inf
z∈M

f(z) + ∞1M\I−(z)(y)

shows f+ is an inf of upper semicontinuous functions, hence itself upper semicontinuous. Similarly
f− is lower semicontinuous and both f± are continuous at points where they agree, as is f .

As a direct consequence of the above we have:

Corollary 3.3 (Measurability of causal functions). Let (M, ℓ) be a metric spacetime equipped with
a (σ-algebra and a) measure m that assigns zero outer measure to every achronal subset.

Then for every f : M → R̄ causal we have f+ = f− m-a.e., where f± are from (3.1).
If, in addition, open sets in the chronological topology are m-measurable, then so is f .
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Proof. The first claim follows from our hypotheses on m and Lemma 3.2. For the second it suffices
to notice that for any c ∈ R we have

{f < c} =
( ⋃

x∈{f<c}

I−(x)
)

∪
(

{f < c} \
⋃

x∈{f<c}

I−(x)
)
,

that the first set on the right is chronologically open and the second achronal.

A reinforcement of Definition 3.1 is the subsequent analog of Lipschitz continuity from metric
geometry. Recall our infinity conventions from the beginning of Section 2.

Definition 3.4 (Steepness). Let (M, ℓ) be a metric spacetime, L ∈ [0,∞] and f : M → R̄. We say
that f is L-steep on W ⊂ M if

f(y) − f(x) ≥ L ℓ(x, y) ∀x, y ∈ W.

If, in addition, W = M, we simply say f is L-steep.

Notice that a function is 0-steep if and only if it is a causal function. Typical examples of 1-steep
functions are ℓ(x, ·) and −ℓ(·, x) for given x ∈ M: their 1-steepness is a direct consequence of the
reverse triangle inequality (2.19) (and the infinity conventions from the beginning of Section 2).

A steep function can always be extended to all of M by the following analog of the well-known
McShane extension lemma from metric geometry, e.g. [122, Thm. 1.33]. Note that the conventions
(2.1) about differences do not have a role in the definitions of f∨ and f∧ below.

Lemma 3.5 (McShane-type extension). Let (M, ℓ) be a metric spacetime. Let f : W → R̄ be a
given L-steep function, where W ⊂ M is any subset and L ≥ 0. Define the functions f∧, f

∨ : M → R̄
by

f∧(y) := sup
{
f(x) + L ℓ(x, y) : x ∈ W with x ≤ y and f(x) > −∞

}
,

f∨(x) := inf
{
f(y) − L ℓ(x, y) : y ∈ W with y ≥ x and f(y) < +∞

}
.

Then f∧ and f∨ are L-steep functions which coincide with f on W . Furthermore, these extensions
are extremal, in the sense that every L-steep extension g : M → R̄ of f satisfies f∧ ≤ g ≤ f∨

everywhere on M.

Proof. We show all the claims for f∧, those for f∨ being similar.
Let us first show that f∧ coincides with f on W . Let x ∈ W . Choosing x as a competitor

in the supremum defining f∧ and using ℓ(x, x) = 0 yields f∧(x) ≥ f(x). On the other hand, by
L-steepness of f on W , Lℓ(x, y) + f(x) ≤ f(y) for any x, y ∈ W with f(x) > −∞, taking the
supremum over x implies f∧(y) ≤ f(y), which is the claim.

Next, we show L-steepness of f∧ on M . Let y1, y2 ∈ M. We claim

f∧(y2) − f∧(y1) ≥ L ℓ(y1, y2). (3.2)

We may assume that y1 ≤ y2, otherwise the claim is trivial. Let x ∈ W be a competitor in the
definition of f∧(y1) (we can assume such x exists, otherwise f∧(y1) = −∞ and according to the
convention (2.1) the inequality (3.2) holds). Notice that x is also a competitor in the definition of
f∧(y2) and that in this case the reverse triangle inequality can be written as ℓ(y1, y2) + ℓ(x, y1) ≤
ℓ(x, y2) and thus trivially

f(x) + L ℓ(x, y2) ≥ f(x) + L ℓ(x, y1) + L ℓ(y1, y2).

Taking the sup in x we obtain that

f∧(y2) ≥ f∧(y1) + L ℓ(y1, y2) (3.3)
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and thus in particular that f∧ is causal. Then, since by the conventions (2.1) the claim (3.2) holds
provided either f∧(y2) = +∞ or f∧(y1) = −∞, we can assume that f∧(y1), f∧(y2) ∈ R. In this
case, though, the claim (3.2) is a direct consequence of (3.3).

Finally, let g be any L-steep extension of f to M and y ∈ M. We need to prove that

g(y) ≥ f∧(y). (3.4)

To this end, let x ∈ W be a competitor in the definition of f∧(y) (as before: if such x does not
exist we have f∧(y) = −∞ and (3.4) follows). By L-steepness of g we have

g(y) − f(x) = g(y) − g(x) ≥ L ℓ(x, y). (3.5)

By assumption we know that f(x) > −∞ while we see from the above that if f(x) = +∞ for some
competitor x, then g(y) = +∞ and (3.4) follows. Thus we can assume that f(x) ∈ R for every x
competitor in the definition of f∧(y). In turn, the relation (3.5) tells us that g(y) ≥ f(x) +L ℓ(x, y)
for any such x, thus taking the supremum in x we conclude the statement.

A key object of study of this manuscript is differential calculus with causal functions. To
develop this a first step is to leverage the concept of causal speed introduced above to define a
notion of ‘modulus of differential’ by duality. In Polish metric spacetimes, relevant proxies of what
will turn out to be ‘the correct’ definition are the forward and backward slopes |∂+f | and |∂−f |,
respectively, defined as:

|∂+f |(x) =: lim
y↓x

f+(y) − f−(x)
ℓ(x, y) := sup inf

y∈U∩J+(x)

f+(y) − f−(x)
ℓ(x, y) ,

|∂−f |(x) := lim
z↑x

f+(x) − f−(z)
ℓ(z, x) := sup inf

z∈U∩J−(x)

f+(x) − f−(z)
ℓ(z, x) ,

(3.6)

where both suprema are taken over all neighborhoods U of x. In these formulas, 0/0 is intended to
be equal to +∞, thus, for instance, if x has a neighborhood U for which there is no y ∈ U different
from x with y ≥ x, then |∂+f |(x) = +∞. Similarly for |∂−f |. If f is L-steep, then clearly we have

|∂+f |(x), |∂−f |(x) ≥ L ∀x ∈ M. (3.7)

The functions |∂±f | could be considered as Lorentzian counterparts of the ascending/descending
slopes appearing in positive signature and they will have a similar role in the proof of the metric
Brenier–McCann theorem (compare [10, Eq. (2.6), Thm. 10.3] with (3.6) above and Theorem 5.19
respectively). In this direction, the analog of the local Lipschitz constant as e.g. defined in [10]
would be the local steepness constant st(f) : M → [0,+∞] defined through the assignment

st(f)(x) := min{|∂+f |(x), |∂−f |(x)}.

In the smooth setting, the reverse Cauchy-Schwarz inequality yields:

∂t(f ◦ γ)t = dfγt(γ′
t) ≥ ∥df∥∗∥γ′

t∥.

The following result offers a first non-smooth counterpart to this.

Proposition 3.6 (Pathwise growth exceeds integrated forward and backward slopes). Let (M, τ, ℓ)
be a Polish metric spacetime, f : M → R̄ a causal function and γ : [0, 1] → M a causal curve. Then
there is a Borel function g : [0, 1] → [0,+∞] with gt ≥ max{|∂+f |, |∂−f |}(γt) for every t ∈ [0, 1]
and such that

f(γ1) − f(γ0) ≥
∫ 1

0
gt|γ̇t| dt. (3.8)

If the topology τ contains the chronological one and ℓ+ is lower semicontinuous, then |∂+f | and
|∂−f | are Borel measurable.
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Proof. If either f(γ1) = +∞ or f(γ0) = −∞ the conventions (2.1) ensure that (3.8) hold with
g ≡ +∞. Taking causality of f, γ into account we can thus assume that f is real valued.

Lemma 3.2 asserts f− ≤ f ≤ f+ with equality holding outside a countable union Σ of achronal
sets. Let S := spt |γ̇| ⊂ [0, 1] denote the smallest closed set outside of which the causal speed
of γ vanishes. Its complement consists of countably many intervals (a, b). Unless a, b ∈ S are
the endpoints of one of these intervals, if a < b then Theorem 2.23(i) and the Definition 2.25 of
causal speed show 0 < |γ̇|(a, b) ≤ ℓ(γa, γb). This chronological relation shows S ∩ γ−1(Σ) is at
most countable. Thus the non-decreasing functions f± ◦ γ satisfy f− ◦ γ ≤ f ◦ γ ≤ f+ ◦ γ on [0, 1],
with equality holding on S outside of the countable set S ∩ γ−1(Σ).

By Lebesgue’s theorem, see e.g. [55, Theorem 3.23], (or by Theorem 2.23 applied to T (s, t) :=
f(γt) − f(γs)) a monotone real-valued function is differentiable Lebesgue almost everywhere and
letting (f ◦ γ)′ be this pointwise derivative yields

f(γ1) − f(γ0) ≥
∫ 1

0
(f ◦ γ)′(t) dt.

Now let st := lim infh↓0 min{ ℓ(γt,γt+h)
h , ℓ(γt−h,γt)

h } and notice that t 7→ st is Lebesgue measurable
(as a consequence of the monotonicity of ℓ in its entries — see the already cited [42, Thm. 4]) and
equal to |γ̇t| for a.e. t. Let D ⊂ S be the set of t’s where st > 0 for which the differentials of f ◦ γ
and f± ◦ γ exist and agree. Set gt := 1

st
limh→0

f(γt+h)−f(γt)
h on D and gt := +∞ on [0, 1] \D. It

is clear that with this choice (3.8) holds, so we just have to prove that gt ≥ max{|∂+f |, |∂−f |}(γt)
holds for every t ∈ D. To see this notice that

(f ◦ γ)′(t) = lim
h↓0

f+(γt+h) − f−(γt)
h

≥ st lim inf
h↓0

f+(γt+h) − f−(γt)
ℓ(γt, γt+h) ≥ |∂+f |(γt) st.

and similarly

(f ◦ γ)′(t) = lim
h↓0

f+(γt) − f−(γt−h)
h

≥ st lim inf
h↓0

f+(γt) − f−(γt−h)
ℓ(γt−h, γt)

≥ |∂−f |(γt) st,

proving the claim. The g as defined is Lebesgue measurable, but modifying it in a suitable Lebesgue
measurable set of measure 0 by setting it to +∞ therein, we retain all of the required properties
and obtain Borel measurability of g.

We turn to Borel measurability of |∂+f | and |∂−f |. Let F : M2 → [0,+∞] be defined as

F (x, y) :=


f+(y) − f−(x)

ℓ(x, y) if ℓ(x, y) > 0,

+∞ otherwise.

Recall that Lemma 3.2(v) yields upper semicontinuity of ±f±, and also f+(y) ≥ f(y) ≥ f(x) ≥
f−(x) whenever ℓ(x, y) ≥ 0. As the set {x : ℓ(x, y) > 0} is open for each y ∈ M, the assumed lower
semicontinuity of ℓ+ implies the assignment (x, y) 7→ F (x, y) is upper semicontinuous.

Now let (Un) be a countable base for the Polish topology of M and notice that from the
monotonicity of the quantity infy∈U∩J+(x)(f+(y) − f−(x))/ℓ(x, y) in U with respect to inclusion it
follows that

|∂+f |(x) = sup
n∈N

inf
y∈Un

F (x, y)

for every x ∈ M, hence |∂+f | is Borel measurable. Similarly, one shows that |∂−f | is Borel
measurable.

3.2 Test plans on metric measure spacetimes
The concept of ‘weak subslope’ will be given by duality with test plans. The latter are defined by:
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Definition 3.7 (Test plans). Let (M, τ, ℓ,m) be a mm spacetime. A measure π ∈ P(LCC([0, 1]; M))
is called a test plan if it has bounded compression, i.e. there exists a constant C > 0 such that
(et)∗π ≤ C m for every t ∈ [0, 1].

Also, we will call π ∈ P(LCC([0, 1]; M))

a) an initial test plan if for some T ∈ (0, 1) and C > 0 we have (et)∗π ≤ C m for all t ∈ [0, T ]
and moreover (et)∗π → (e0)∗π in the narrow topology as t ↓ 0,

b) a final test plan if for some T ∈ (0, 1) and C > 0 we have (et)∗π ≤ C m for all t ∈ [T, 1] and
moreover (es)∗π → (e1)∗π in the narrow topology as s ↑ 1.

Remark 3.8 (Initial and final limits and time reversibility). In forward metric measure spacetimes,
the narrow continuity at time one (stipulated in point (b) above) holds automatically. We impose
it anyways, to ensure we could work equally well with backward metric measure spacetimes, at
the cost of exchanging left-notions for right-notions throughout. This ensures the theory is as
symmetric as possible under time-reversal. ■

We shall refer to the condition “(et)∗π ≤ C m for every t ∈ [0, 1]” by saying that π has bounded
compression. Among other things, it ensures m-a.e. defined functions to be well-defined along test
plans as follows: for t ∈ [0, 1], it yields f ◦ et = g ◦ et π-a.e. if f = g m-a.e.

Example 3.9 (Statics). Let const : M → LCC([0, 1]; M) denote the continuous map sending a
point x ∈ M to the curve constantly equal to x. If µ ∈ P(M) then π := const∗µ satisfies (et)∗π = µ
for all t ∈ [0, 1]. Thus π is a test plan if and only if µ ≤ Cm for some C > 0, i.e. if and only if µ
itself has bounded compression. ■

We conclude this short section describing procedures to build new test plans from old. Let
(M, τ, ℓ) be a Polish metric spacetime:

Lemma 3.10 (Restrictions of test plans). Let (M, τ, ℓ,m) be a mm spacetime and π a test plan
on it. Then for every s, t ∈ [0, 1] with s < t and every Borel set Γ ⊂ LCC([0, 1]; M) with π[Γ] > 0,
the measures (restrt

s)∗π and π[Γ]−1 π Γ are again test plans.

Proof. Both measures clearly belong to P(LCC([0, 1]; M)). Bounded compression in either case
follows easily as well. Indeed, if (er)∗π ≤ Cm for any r, then we have

(er)∗
[
(restrt

s)∗π
]

= (er ◦ restrt
s)∗π = (e(1−r)s+rt)∗π ≤ C m

and similarly

(et)∗
[
π[Γ]−1 π Γ

]
≤ π[Γ]−1 (et)∗π ≤ π[Γ]−1 C m.

3.3 Weak subslopes
From now on all causal functions are assumed to be m-measurable unless explicitly stated otherwise;
(this hypothesis becomes redundant in those cases covered by Corollary 3.3 anyways). We reserve
the term rough causal to refer to a causal function which is not necessarily m-measurable.

We have already noticed that in the smooth category, given a smooth causal function f and a
smooth causal curve γ, the reverse Cauchy-Schwarz inequality yields:

∂t(f ◦ γ)t = dfγt
(γ′

t) ≥ ∥df∥∗∥γ′
t∥ ∀t.

Also, it is easy to see that ∥df∥∗ is the maximal continuous function for which the above inequality
holds for any curve and t. Starting from this consideration and inspired by analogous definitions in
the metric setting [10], we propose the following ‘weak’ notion:

Definition 3.11 (Weak subslope). Let (M, τ, ℓ,m) be a mm spacetime and f : M → R̄ a causal
function. A Borel function G : M → [0,+∞] is called weak subslope of f if∫ [

f(γ1) − f(γ0)
]

dπ(γ) ≥
∫∫ 1

0
G(γt) |γ̇t| dtdπ(γ) for every test plan π. (3.9)
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Some elementary comments on this notion are in order. By non-negativity of the respective
integrands, both integrals in (3.9) are well-defined, possibly with value +∞. Because test plans
have bounded compression, Definition 3.11 is not influenced by changes of f or G on m-negligible
sets. The set of weak subslopes of a given causal function is never empty, as it always contains the
function identically 0 on M.

A direct and relevant consequence of working with test plans rather than with single curves is
the following stability result:

Proposition 3.12 (Stability of weak subslopes). Let (M, τ, ℓ,m) be a mm spacetime and (fn) a
sequence of causal functions converging pointwise m-a.e. to a causal function f . Let (Gn) be a
sequence of weak subslopes Gn of fn which converges pointwise m-a.e. to a function G.

Then G is a weak subslope of f .

Proof. Let π be a fixed test plan. For the moment, we assume

sup
n∈N

∥∥fn ◦ e1 − fn ◦ e0
∥∥

L∞(LCC([0,1];M),π) < +∞. (3.10)

Our hypothesis and bounded compression give fn ◦ e1 − fn ◦ e0 → f ◦ e1 − f ◦ e0 π-a.e. as n → +∞.
Lebesgue’s dominated convergence theorem and (3.10) imply∫ [

f(γ1) − f(γ0)
]
dπ(γ) = lim

n→+∞

∫ [
fn(γ1) − fn(γ0)

]
dπ(γ).

On the other hand, again by our hypothesis and bounded compression, the set of all pairs
(γ, t) ∈ LCC([0, 1]; M) × [0, 1] with Gn(γt) → G(γt) as n → +∞ has full π ⊗ L1-measure. Fubini’s
theorem and Fatou’s lemma then give

lim inf
n→+∞

∫∫ 1

0
Gn(γt) |γ̇t|dtdπ(γ) ≥

∫∫ 1

0
G(γt) |γ̇t|dtdπ(γ).

This shows the desired property (3.9) under the hypothesis (3.10).
To get rid of the assumption (3.10), we argue by approximation. Let π be an arbitrary test

plan. If f ◦ e1 − f ◦ e0 = +∞ on a set of positive π-measure, the conclusion is trivial, so we can
assume that f ◦ e1 − f ◦ e0 < +∞ π-a.e. Then since fn ◦ e1 − fn ◦ e0 → f ◦ e1 − f ◦ e0 π-a.e. as
n → +∞, we obtain lim supn∈N

[
fn(γ1) − fn(γ0)

]
< +∞ for π-a.e. γ ∈ LCC([0, 1]; M). Thus, the

collection (Γi,j)i,j∈N of π-measurable sets defined as

Γi,j :=
{
γ ∈ LCC([0, 1]; M) : sup

n≥j

[
fn(γ1) − fn(γ0)

]
≤ i

}
satisfies π(∪i,jΓi,j) = 1. As in Lemma 3.10, setting πi,j := π(Γi,j)−1 π Γi,j gives a collection
(πi,j)i,j∈N of test plans such that, thanks to the previous part, (3.9) holds for π replaced by πi,j

for every i, j ∈ N. Since Γi,j ⊂ Γi′,j′ for i ≤ i′ and j ≤ j′, letting i, j → +∞ in the resulting
inequality and using Levi’s monotone convergence theorem, the claim follows.

Our next goal is to prove that the collection of weak subslopes of a given function has a maximal
element, intended in the m-a.e. sense. To show this, it is convenient to have the following pathwise
characterization of weak subslopes:

Lemma 3.13 (An essentially pathwise criterion for weak subslopes). Let (M, τ, ℓ,m) be a mm
spacetime, f : M → R̄ a causal function, and G : [0,+∞] → R̄ Borel.

Then G is a weak subslope of f if and only if for any test plan π we have:

i) For π-a.e. γ ∈ LCC([0, 1]; M) the function t 7→ G(γt) |γ̇t| belongs to L1
loc(Dom(f ◦ γ);L1);

ii) the distributional derivative of the non-decreasing and real valued restriction of f ◦ γ to
Dom(f ◦ γ) is bounded from below by G ◦ γ |γ̇|L1 on Dom(f ◦ γ).
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Item (ii) could also be replaced by

ii’) the density (f ◦ γ)′ of the absolutely continuous part of the distributional derivative of f ◦ γ
in Dom(f ◦ γ) satisfies (f ◦ γ)′ ≥ G ◦ γ |γ̇| L1-a.e. in Dom(f ◦ γ).

In particular, if these hold for a test plan π the function t 7→ G(γt) |γ̇t| belongs to L1([0, 1];L1) for
π-a.e. γ ∈ LCC([0, 1]; M) with f(γ1) − f(γ0) < +∞.

Proof. The equivalence of (ii) and (ii′) is an obvious consequence of the fact that f ◦ γ is non-
decreasing and the last claim is a trivial consequence of (ii′) and the bound

∫ 1
0 (f ◦ γ)′

t dt ≤
f(γ1) − f(γ0), that in turn follows from the monotonicity of f ◦ γ.

Now assume first that G is a weak subslope of f . We claim that, given any s, t ∈ [0, 1] with
s < t, π-a.e. γ ∈ LCC([0, 1]; M) satisfies

f(γt) − f(γs) ≥
∫ t

s

G(γr) |γ̇r| dr. (3.11)

Indeed, if not there are s, t ∈ [0, 1] with s < t as well as ε > 0 such that the set Γε of all
γ ∈ LCC([0, 1]; M) such that [s, t] ⊂ Dom(f ◦ γ) and

f(γt) − f(γs) + ε ≤
∫ t

s

G(γr) |γ̇r| dr (3.12)

satisfies π[Γε] > 0. Up to further reducing ε and slightly reducing Γε as well, as in the proof of
Proposition 3.12 we may and will assume f ◦ et − f ◦ es to be uniformly bounded on Γε. Then
by Lemma 3.10, π′ := (restrt

s)∗
[
π[Γε]−1 π Γε

]
constitutes a test plan and is admissible in (3.9),

but the latter in conjunction with (3.12) as well as the finiteness of
∫∫ 1

0 G(γα) |γ̇α| dα dπ′(γ), as
implied by our hypothesis on f ◦ et − f ◦ es, directly leads to a contradiction.

We then deduce that for any s, t ∈ [0, 1] ∩ Q with s < t the bound (3.11) holds for π-a.e. γ.
Then approximating arbitrary reals number t from below and s from above we conclude that for
π-a.e. γ the bound (3.11) holds for any s, t ∈ [0, 1] with s < t. From this, the validity of (ii) easily
follows.

Conversely, we assume (ii). Let π be a test plan. The hypothesis implies that for π-a.e. γ ∈
LCC([0, 1]; M), the distributional derivative of the function h : Dom(f ◦ γ) → R given by

h(t) := f(γt) −
∫ t

a

G(γr) |γ̇r| dr

is non-negative (here we assume Dom(f ◦ γ) = [a, b] for notational convenience). In turn, this gives
h(s) ≤ h(t) for L1-a.e. s, t ∈ [a, b] with s < t. Since f is a causal function, for such s and t this
implies

f(γ1) − f(γ0) ≥ f(γt) − f(γs) ≥
∫ t

s

G(γr) |γ̇r| dr. (3.13)

The dependence of the right-hand side on s and t is continuous if the difference f(γ1) − f(γ0)
is finite; in this case, (3.13) holds for s = 0 and t = 1. If f(γ1) − f(γ0) = +∞, the estimate
(3.13) holds vacuously for these choices of s and t, and so does (3.13) for π-a.e. γ ∈ LCC([0, 1]; M).
Integration yields the claim.

This pathwise characterization immediately implies that when

G1, G2 are subslopes of f ⇒ max{G1, G2} is a subslope of f. (3.14)

Indeed, if π is a test plan, by Lemma 3.13 and with the notation of item (ii′), for π-a.e. γ ∈
LCC([0, 1]; M) we have (f ◦ γ)′ ≥ (G1 ◦ γ) |γ̇| and (f ◦ γ)′ ≥ (G2 ◦ γ) |γ̇| L1-a.e. on Dom(f ◦ γ). It
follows that for π-a.e. γ we have (f ◦ γ)′ ≥ max{G1, G2} ◦ γ |γ̇| L1-a.e. on Dom(f ◦ γ), which by
Lemma 3.13 suffices to deduce (3.14).

The main result of the section is:
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Theorem 3.14 (Unique existence of maximal weak subslopes). Let (M, τ, ℓ,m) be a mm spacetime
and f : M → R̄ causal. Then there exists a Borel function G : M → [0,+∞] which is a weak
subslope of f and m-a.e. no smaller than any other weak subslope of f .

In particular, G is unique up to modifications on m-negligible sets.

Proof. The conditions on G force it to be the m-essential supremum of the collection of all weak
subslopes of f : what we need to prove is that this G is still a weak subslope. From general
properties of essential suprema we know that there is a sequence (Gn) of weak subslopes such that
m-a.e. we have G = supn Gn. By (3.14) the functions Hn := maxi≤n Gi are still weak subslopes
and by Proposition 3.12 (with fn = f) we conclude that G is also a weak subslope, as desired.

The concept isolated by this last result deserves a definition:

Definition 3.15 (Maximal weak subslope). Let (M, τ, ℓ,m) be a mm spacetime and f : M → R̄
causal. The m-a.e. unique element G from Theorem 3.14 is called maximal weak subslope of f
and denoted by |df |.

Notice that if f is L-steep, then we have

|df | ≥ L m − a.e., (3.15)

as follows directly from the maximality of |df |, the definition of L-steepness and the bound (2.27).
A direct consequence of the definition and Proposition 3.12 is the following:

Proposition 3.16 (‘Upper semicontinuous’ dependence). Let (M, τ, ℓ,m) be a mm spacetime and
(fn) a sequence of causal functions on it converging pointwise m-a.e. to a causal function f . Then

lim inf
n→+∞

|dfn| ≤ |df | m-a.e. (3.16)

Proof. The function Gn := infi≥n |dfi| ≤ |dfn| is clearly a weak subslope of fn. Since Gn →
lim infn |dfn| m-a.e. the conclusion follows from Proposition 3.12.

Remark 3.17. The result above would be false if we replace lim inf with lim sup, which is why
we put the quotation marks in ‘upper semicontinuous’. Still, given that in many cases of interest,
e.g. in studying calculus rules in the upcoming sections, the sequence (|dfn|) admits a limit m-a.e.,
speaking of upper semicontinuity is not entirely inappropriate.

For a counterexample to (3.16) with the lim sup consider [0, 1] with the Euclidean topology
and ℓ(x, y) := y − x if y ≥ x and −∞ otherwise. Find a sequence (gn) ⊂ L1([0, 1]) of non-negative
functions with lim supn gn ≡ 1 and ∥gn∥L1 ↓ 0, then define fn(x) :=

∫ x

0 gn. Quite clearly we have
|dfn| = gn (see also Appendix A.1), fn → 0 but |d0| = 0 ≱ 1. ■

The maximality and Proposition 3.6 directly imply:

Proposition 3.18 (Forward and backward slopes are weak subslopes). Let (M, τ, ℓ,m) be a mm
spacetime whose topology contains the chronological one and so that ℓ+ is lower semicontinuous.
Let f : M → R̄ be a causal function.

Then |∂+f | and |∂−f | are weak subslopes. In particular, letting L being the steepness constant
of f we have

|df | ≥ |∂+f |, |∂−f | ≥ L m − a.e. (3.17)

Proof. By Proposition 3.6 we see that |∂+f | and |∂−f | are Borel and thus also that the bound
f(γ1) − f(γ0) ≥

∫ 1
0 max{|∂+f |, |∂−f |}|γ̇t| dt holds for any causal curve γ. Integrating w.r.t. an

arbitrary test plan we deduce that |∂+f | and |∂−f | are weak subslopes. Then (3.17) follows from
the definition of |df | and (3.7).
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3.4 Calculus rules
This part establishes several calculus rules for the maximal weak subslope of causal functions,
notably locality, the chain rule, and the Leibniz rule. We start with some elementary observations
about regions where |df | is equal to +∞. A first simple comment comes from our conventions
from Section 2.1 and the maximality proclaimed in Definition 3.15: they readily imply that for any
causal function f we have

|df | = +∞ m-a.e. on the complement of Dom(f).

A related result involves the parts of our spacetime that are ‘visible’ via test plans. We introduce
the concept. Let π be a given test plan and call ρπ the m-density of the push-forward of the
measure |γ̇t|dπ(γ)dt on LCC([0, 1]; M) × [0, 1] under the “full” evaluation map e(γ, t) := γt. Let
Visπ := {ρπ > 0} ⊂ M . We think of the Borel set Visπ — defined up to m-negligible sets — as
the set that is ‘visible’ from π, whence the notation. Then we define Vis(M) as the m-essential
union of all the Visπ as π varies among test plans. Recall (see for instance [64, Prop. 3.1.9] for this
basic result in measure theory) that Vis(M) is characterized up to m-negligible sets as the smallest
Borel set that contains all the Visπ’s up to m-negligible sets (this notion is closely related to that
of m-essential supremum of a family of Borel functions that we have already seen in Theorem 3.14).
We shall frequently use the fact that a property holds m-a.e. on Vis(M) if and only if it holds m-a.e.
on Visπ for every test plan π.

We then define the ‘invisible’ set Invis(M) := M \ Vis(M) and notice that

|df | = +∞ m-a.e. on Invis(M) for any causal function f . (3.18)

To see this, by pointwise maximality of |df | it suffices to show that G := ∞1Invis(M) is a weak
subslope of f and to this aim it is enough to prove that

∫∫ 1
0 G(γt)|γ̇t| dt dπ(γ) is equal to 0 for any

test plan π. This, however, is obvious from∫∫ 1

0
G(γt)|γ̇t| dtdπ(γ) =

∫
Gde∗

(
|γ̇t|π × L1 [0, 1]

)
=

∫
Gρπ dm = 0.

Because of (3.18), our calculus rules are sometimes phrased on the complement Vis(M) of Invis(M)
as this will simplify our formulas. Also, we will often restrict our attention to regions where
|df | < +∞, so that automatically from (3.18) we will not care about what happens in the invisible
set Invis(M).

A simple property very much in this vein is:

Lemma 3.19 (Achronal sets are invisible). Let (M, τ, ℓ,m) be a mm spacetime and A ⊂ M achronal
and Borel. Then m(A \ Invis(M)) = 0.

In particular, for any causal f : M → R̄ we have |df | = +∞ m-a.e. on A.

Proof. It suffices to prove that for any test plan π we have
∫∫ 1

0 1A(γt)|γ̇t| dtdπ(γ) = 0. For
γ ∈ LCC([0, 1]; M) and t, s ∈ γ−1(A) with t ≤ s the achronality of A forces ℓ(γt, γs) = 0. Then
the causality of γ implies that the same holds for t ≤ s in the convex hull I ⊂ [0, 1] of γ−1(A). It
follows that |γ̇t| = 0 for a.e. t ∈ I and in particular for a.e. t ∈ γ−1(A). Hence 1A(γt)|γ̇t| = 0 for
a.e. t ∈ [0, 1] and the conclusion follows.

Example 3.20. In the one point space the whole space is invisible, because any curve must be
constant and thus have 0 causal speed. ■

With this said, we can turn to the study of calculus rules. We start with the simple

|df | = 0 m − a.e. on Vis(M) if f is constant, (3.19)

which can be shown noticing that for any weak subslope G and any test plan π we must have
0 ≥

∫∫ 1
0 G(γt)|γ̇t| dt dπ(γ) =

∫
Gρπ dm. We also have the following concavity properties, of which

(i) is essential and (ii), though not required subsequently, offers a concrete perspective which some
readers may find helpful:
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Proposition 3.21 (Concavity and positive 1-homogeneity). Let (M, τ, ℓ,m) be a mm spacetime,
f, g : : M → R̄ causal. (i) Then all α, β ≥ 0 satisfy

|d(α f + β g)| ≥ α |df | + β |dg| m-a.e. on M (3.20)

and
|d(αf)| = α |df | m-a.e. on Vis(M) if α = 0 and m-a.e. on M if α > 0. (3.21)

(ii) A concave positively 1-homogeneous function hx : [0,∞)2 → [0,∞] can be associated to each
x ∈ M so that: all (0, 0) ̸= (α, β) ∈ [0,∞)2 satisfy |d(αf + βg)|(y) = hy(α, β) for m-a.e. y ∈ M.

Proof. (i) Evidently, α |df | + β |dg| is a weak subslope of the causal function α f + β g.
The first claim (3.20) follows from Definition 3.15. The second claim is obvious if α = 0 (here

having restricted to attention to Vis(M) matters), while for α > 0 we use twice the first claim with
g = 0 to get |df | ≥ α|d(α−1f)| ≥ |df |, which is (3.21).

(ii) For 0 ≤ α ≤ α′ and 0 ≤ β ≤ β′, since |d(αf + βg)| is a weak subslope for α′f + β′g we find
(*) |d(αf + βg)| ≤ |d(α′f + β′g)| holds m-a.e. For rational coefficients and all Q+ := Q ∩ [0,∞)
combinations of f and g, the m-negligible set M \ X of (3.20)–(3.21) can be taken independent
of α, β ∈ Q+ and of the combinations of f and g. Taking X smaller yet m(X) = 1, (*) yields
|d(αf + βg)| ≤ |d(α′f + β′g)| throughout X for α′, β′ also rational with α ≤ α′ and β ≤ β′.
Fix x ∈ X and assume |d(f + g)(x)| < ∞; otherwise a similar but simpler argument will yield
|d(αf + βg)|(x) = ∞ for all real positive α, β > 0, (and positive 1-homogeneity for α, β ≥ 0 real
such that αβ = 0 but α+ β > 0). For α, β ∈ [0, γ] ∩ Q+ and γ rational,

|d(αf + βg)|(x) ≤ |d(γf + γg)|(x) = γ|d(f + g)|(x) < ∞.

Fixing α ∈ Q+, it follows that β ∈ Q+ 7→ |d(αf + βg)|(x) is concave and locally bounded —
hence locally Lipschitz except possibly at β = 0. Fixing β ∈ Q+ instead, the same conclusions
apply to α ∈ Q+ 7→ |d(αf + βg)|(x). Thus hx(α, β) := |d(αf + βg)|(x) extends from Q2

+ to a
concave positively 1-homogeneous function on [0,∞)2 (which is locally Lipschitz on the interior
of this quadrant and on its boundary, but may be merely lower semicontinuous on their union).
Approximating real α ∈ (α′′, α′) and β ∈ (β′′, β′) from above and below by rational α′′, α′, β′′, β′,
the aforementioned continuity of hx(·, ·) combines with (*) to yield |d(αf + βg)|(y) = hy(α, β) for
m-a.e. y ∈ M unless α = 0 = β.

We turn to locality properties of the maximal weak subslope. They will closely interact with
the chain rule and the Leibniz rule (for metric measure spaces these three properties of the minimal
weak upper gradient [9] are equivalent to each other [12, 61]).

We recall how calculus with BV functions on R works. Thus letting I ⊂ R be an interval, recall
that u ∈ BVloc(I) iff it is in L1

loc(I) and has distributional derivative represented by a (Radon)
measure Du. We write Du = u′L1 I +Du⊥ with Du⊥ ⊥ L1 for the Lebesgue decomposition of
Du. Then:

BV1) u is L1-a.e. equal to the difference of two monotone functions (see e.g. [7, Sect. 3.12] and
references therein).

BV2) If u coincides with the representative given above, then it is L1-a.e. differentiable and the
derivative a.e. coincides with u′ (see [7, Thm. 3.107]).

BV3) For N ⊂ R Borel and negligible we have u′ = 0 L1-a.e. on u−1(N) (see [7, Prop. 3.92]).

BV4) For φ : R → R Lipschitz we have φ ◦ u ∈ BVloc(I) and (φ ◦ u)′ = φ′ ◦ uu′ L1-a.e. (this is
the absolutely continuous part of the Vol’pert chain rule, see e.g. [7, Thm. 3.99]). For φ
non-decreasing but not necessarily Lipschitz the same conclusions can be verified based on
the a.e. differentiability of monotone functions and BV2)–BV4).

Lemma 3.13 and the locality in item BV3) easily yields the following:
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Proposition 3.22 (Locality). Let (M, τ, ℓ,m) be a mm spacetime, f1, f2 : M → R̄ be causal
functions and E ⊂ R Borel and L1-negligible. Then

|df1| = |df2| m-a.e. on (f1 − f2)−1(E). (3.22)

In particular, we have
|df1| = |df2| m-a.e. on {f1 = f2} (3.23)

and
|df1| = 0 m-a.e. on f−1

1 (E) ∩ Vis(M). (3.24)

Proof. Put F := (f1 − f2)−1(E). We shall prove that |df1|1F + |df2|1M\F ≤ |df2|. Reversing the
roles of f1, f2 this suffices to obtain (3.22). Notice that in order for f1(x) − f2(x) to belong to
E ⊂ R, we must have x ∈ Dom(f1) ∩ Dom(f2), thus F ⊂ Dom(f1) ∩ Dom(f2).

Now let γ ∈ LCC([0, 1]; M) and notice that on the interval Iγ := γ−1(Dom(f1) ∩ Dom(f2)) the
function t 7→ f1(γt) − f2(γt) is in BVloc and thus, by item BV3) and with the same notation we
see that

(f1 ◦ γ)′
t = (f2 ◦ γ)′

t for L1-a.e. t ∈ γ−1(F ). (3.25)
Now let π be a test plan. Lemma 3.13 implies that for π-a.e. γ we have

(f2 ◦ γ)′
t ≥ |df2|(γt)|γ̇t| for L1-a.e. t ∈ γ−1(Dom(f2)) ⊃

(
γ−1(Dom(f2)) \ γ−1(F )

)
and taking into account also (3.25) we see that it also holds that

(f2 ◦ γ)′
t = (f1 ◦ γ)′

t ≥ |df1|(γt)|γ̇t| for L1-a.e. t ∈ γ−1(F ).

These last two bounds imply that

(f2 ◦ γ)′
t ≥

(
|df1|1F + |df2|1M\F

)
(γt)|γ̇t| for L1-a.e. t ∈ γ−1(Dom(f2))

holds for π-a.e. γ, so Lemma 3.13 yields that |df1|1F + |df2|1M\F is a weak subslope of f2, as
desired. Now (3.23) follows by picking E := {0} in (3.22) while (3.24) by taking f2 ≡ 0 in (3.22)
and recalling (3.19).

Similarly, Lemma 3.13 and the chain rule in item BV4) easily imply:

Proposition 3.23 (Chain rule). Let (M, τ, ℓ,m) be a mm spacetime, f : M → R̄ causal and
φ : R → R non-decreasing. Then φ ◦ f is causal and

|d(φ ◦ f)| = (φ′ ◦ f) |df | m-a.e. on Vis(M) ∩
(
{|df | > 0}) ∪ {φ′ ◦ f < +∞}

)
, (3.26)

where φ′ is the density of the distributional derivative Dφ of φ on its domain and it is intended
that φ(±∞) = ±∞ and φ′(±∞) = +∞.

Proof. The fact that φ ◦ f is causal is trivial. Then notice that even though φ′ is defined up to
equality L1-a.e., an application of (3.24) shows that identity (3.26) is well-posed, i.e. its validity is
unaffected by the particular representative of φ′ chosen. Also, both sides of (3.26) are m-a.e. equal
to +∞ on (φ ◦ f)−1({±∞}) ∩ {|df | > 0} ⊃ f−1({±∞}), thus by locality (3.22) and truncation we
can assume that φ : R → R is bounded.

Now let γ ∈ LCC([0, 1]; M) and use item BV4) and the notation therein to deduce that

(φ ◦ f ◦ γ)′
t = φ′(f(γt))(f ◦ γ)′

t for a.e. t ∈ Dom(f ◦ γ). (3.27)

By Lemma 3.13 this suffices both to establish that ≥ holds in (3.26) (because (f ◦γ)′
t ≥ |df |(γt)|γ̇t|

for a.e. t and π-a.e. γ for π test) and that equality holds on f−1({φ′ = 0}). It thus remains to
prove that ≤ holds on f−1({φ′ > 0}). For this we use again Lemma 3.13 to get that (φ ◦ f ◦ γ)′

t ≥
|d(φ ◦ f)|(γt)|γ̇t| holds for a.e. t and π-a.e. γ for any test π, then the identity (3.27) yields
(f ◦ γ)′

t ≥ |d(φ◦f)|(γt)
φ′(f(γt)) |γ̇t| for a.e. t and π-a.e. γ, where we interpret the ratio as 0 if the denominator

is 0. Then Lemma 3.13 once more allows to conclude.
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Proposition 3.24 (Leibniz rule). Let (M, τ, ℓ,m) be a mm spacetime and f, g : M → R̄ non-
negative and causal. Then fg is causal and

|d(fg)| ≥ f |dg| + g |df | m-a.e. on Vis(M) . (3.28)

Proof. The fact that fg is causal is obvious. Also, m-a.e. on the set Vis(M) ∩ {f = +∞} ∩ {g > 0}
both sides of (3.28) are equal to +∞, whereas m-a.e. on Vis(M) ∩ {g = 0} both sides are 0. Thus,
also switching the roles of f, g, we are left to prove the conclusion on Vis(M)∩{f ∈ (0,+∞)}∩{g ∈
(0,+∞)}. Replacing f with c ∨ f ∧ c−1 for c > 0 arbitrarily small and similarly for g and using
Proposition 3.22, we can — and will — assume that f, g are (0,+∞)-valued.

In this case Proposition 3.23 yields

1
fg |d(fg)| = |d(log(fg))| = |d(log(f) + log(g))|

(3.20)
≥ |d(log(f))| + |d(log(g))| = 1

f |df | + 1
g |dg|,

which is the conclusion.

4 Horizontal (inner) and vertical (outer) derivatives
4.1 Horizontal differentiation
Here we want to propose a notion of “derivative” of an arbitrary causal function in the “direction”
of LCC curves. Intuitively, we shall refer to the horizontal derivative of a causal function f along
an initial test plan π as at the limit

lim
t→0

∫
f(γt) − f(γ0)

t
dπ(γ)

and we are interested in knowing when such a limit exists and/or how we can estimate it. A bound
from below can be quite easily given, as we are going to show in a moment. To motivate the result,
notice that in the smooth category, the reverse Cauchy-Schwarz and the Fenchel–Young inequalities
(for p, q < 1) give that

df(v) ≥ ∥df∥∗∥v∥ ≥ 1
p ∥df∥p

∗ + 1
q ∥v∥q

for any causal function f and future directed vector v (here and below for clarity we shall often
write 1

pz
p rather than the more precise up(z) as in Section 2.1). We are going to prove a nonsmooth

analogue of this. In the sequel, we say that a measure π ∈ P(LCC([0, 1]; M)) stays initially in
a given Borel set E ⊂ M if there is T ∈ (0, 1] such that (et)∗π is concentrated on E for every
t ∈ [0, T ].

Proposition 4.1 (Nonsmooth Fenchel–Young inequality). Let (M, τ, ℓ,m) be a forward mm
spacetime, E ⊂ M be a Borel set. Let π be an initial test plan which stays initially in E. Let
p−1 + q−1 = 1 with 0 ̸= q < 1. Let f : M → R̄ be a causal function and assume that

(i) if p < 0 we have |df |p ∈ L1(E,m E) (note: this implies that |df |p ∈ L1(E, (e0)∗π) since π
is an initial test plan, but the converse implication does not hold),

(ii) if q < 0 we have lim inft→0
1
tq

∫∫ t

0 |γ̇r|qdrdπ(γ) > −∞.

Then

lim inf
t↓0

∫
f(γt) − f(γ0)

t
dπ(γ) ≥ 1

p

∫
|df |p(γ0) dπ(γ) + lim inf

t↓0

1
tq

∫∫ t

0
|γ̇r|q dr dπ(γ). (4.1)

Proof. Let T > 0 be such that (restrt
0)∗π is a test plan t ∈ (0, T ). Applying the Definitions 3.11

and 3.15 of (maximal) weak subslope as provided by Theorem 3.14 to the restricted test plan
(restrt

0)∗π we obtain∫
f(γt) − f(γ0) dπ(γ) ≥

∫∫ t

0
|df |(γr) |γ̇r| dr dπ(γ)

56



≥
∫∫ t

0

1
p

|df |p(γr) + 1
q

|γ̇r|q dr dπ(γ)

= 1
p

∫∫ t

0
|df |p(γr)drdπ(γ) + 1

q

∫∫ t

0
|γ̇r|q dr dπ(γ) for t small enough,

where the scalar Fenchel–Young inequality has been used in the second inequality. We comment
on the last equality. Since the two integrands both have a sign, and thus their integrals are well
defined — possibly with values ±∞ — equality holds provided at least one of the two integrands
is actually integrable. This follows from our assumptions:

- if p < 0, then (i) and the fact that π is an initial test plan that stays initially in E ensures
that for t > 0 sufficiently small the first integral is finite (see also formula (4.3) below),

- if q < 0, then (ii) ensures that for t > 0 sufficiently small the second integral is > −∞.

To conclude it then suffices to prove

lim inf
t→0

1
pt

∫∫ t

0
|df |p(γr) dr dπ(γ) ≥ 1

p

∫
|df |p(γ0) dπ(γ). (4.2)

We start with the case p < 0, so that |df |p ∈ L1(E,m E) by assumption (i). In this case, we
claim in fact that equality holds in (4.2). Let ρr be the density of (er)∗π with respect to m, where
r ∈ [0, T ]. By Fubini’s theorem we have

1
t

∫∫ t

0
|df |p(γr) dr dπ(γ) =

∫
E

|df |p
[1
t

∫ t

0
ρr dr

]
dm. (4.3)

Since (restrT
0 )∗π is a test plan, we have supr∈[0,T ] ∥ρr∥L∞(m) < +∞. Since π is an initial test plan,

we have the narrow convergence (er)∗π → (e0)∗π as r → 0, which together with the uniform L∞

bound yields ρr → ρ0 as r → 0 in duality with L1(M,m). Since we assumed |df |p ∈ L1(E,m E),
this suffices to prove that equality holds — with a full lim rather than a lim inf — in (4.2).

In the case p > 0 we instead argue as follows. Since m is a Radon measure and the topology on
M is Polish (and in particular has the Lindelöf property), m is σ-finite. Considering an increasing
sequence of sets with finite measure covering M we can thus find an increasing sequence (gn) of
L1(M,m) functions such that gn(x) ↑ +∞ for every x ∈ M. Thus ( 1

p |df |p) ∧ gn is in L1(M,m) for
every n ∈ N and the same arguments used above give

lim inf
t→0

1
t

∫∫ t

0

|df |p

p (γr)dr dπ(γ) ≥ lim inf
t→0

1
t

∫∫ t

0
gn ∧

( |df |p

p

)
(γr) dr dπ(γ) =

∫
gn ∧

( |df |p

p

)
ρ0 dm.

The conclusion follows letting n ↑ +∞ in the above and using Levi’s monotone convergence theorem
noticing that gn ∧

( |df |p

p

)
↑ |df |p

p .

Inspired by a similar definition for metric measure spaces [60], which is itself motivated by De
Giorgi’s approach to gradient flows in metric spaces (cf. e.g. [9]), the following definition is naturally
based on requiring the saturation of the inequality from Proposition 4.1. In the smooth setting,
the p-gradient of f refers to the Hamiltonian gradient of f given by the nonlinear identification of
the cotangent and tangent spaces induced by the Hamiltonian

H(ω) :=
{ 1

p ∥ω∥p
∗, if ω is future directed,

+∞, otherwise.

Definition 4.2 (Representing the initial p-gradient of a causal function). Let (M, τ, ℓ,m) be a mm
spacetime, f : M → R̄ be a causal function and p−1 + q−1 = 1 with 0 ̸= p, q < 1. We say that an
initial test plan π represents the initial p-gradient of f if:

i) There is a Borel set E ⊂ M so that π stays initially in E;
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ii) for E as above we also have |df |p ∈ L1(E,m E);

iii) lim supt↓0
1
t

∫∫ t

0 |γ̇r|qdrdπ(γ) < +∞; and

iv)

lim sup
t↓0

∫
f(γt) − f(γ0)

t
dπ(γ) ≤ 1

p

∫
|df |p(γ0)dπ(γ) + lim inf

t↓0

1
tq

∫∫ t

0
|γ̇r|q dr dπ(γ). (4.4)

In this case we also say that π represents the initial p-gradient of f on E.

We collect some comments about the above:
1. We are asking (ii), (iii) irrespective of the signs of p and q

2. A consequence of this definition and of Proposition 4.1 is that f ◦ et − f ◦ e0 ∈ L1(π) for
t > 0 sufficiently small.

3. If p < 0, the assumptions above — in particular |df |p ∈ L1(E) — do not exclude the
possibility that |df | = +∞ on a subset of E of positive measure. For instance, in the one
point space any function is causal with |df | = +∞ and the (only) test plan is concentrated
in the (only) constant curve and represents the initial p-gradient of f .

4. If the initial p-gradient of a given causal function f is represented by an initial test plan π
on E, then

lim
t→0

∫
f(γt) − f(γ0)

t
dπ(γ) = 1

p

∫
|df |p(γ0)dπ(γ) + lim inf

t→0

1
tq

∫∫ t

0
|γ̇r|q dr dπ(γ),

as follows by combining (4.1) with (4.4). In this case, imitating the proof of [60, Prop. 3.11]
it is not hard to see that the limit limt→0

1
t

∫∫ t

0 |γ̇r|q dr dπ(γ) exists in (4.4).

5. From Proposition 4.1 we see that if π represents the initial p-gradient of f in E and
Γ ⊂ LCC([0, 1]; M) is Borel with π(Γ) > 0, then the “restricted” plan πΓ := π(Γ)−1π Γ
also represents the initial p-gradient of f in E.

4.2 Perturbation of causal functions
This section serves as preparation for the subsequent one, where we will start from a causal function
f , perturb it as f + εg for some g and be interested in those cases for which the new function
is still m-measurable and causal. This motivates the next definition, which is the main object of
study here:
Definition 4.3 (Perturbation of causal functions). Let (M, τ, ℓ,m) be a mm spacetime and
f : M → R̄ a causal function. We define the class Pert(f) of perturbations of f as the collection
of all m-measurable functions g : M → R̄ such that f + εg is a causal function for some ε > 0.

We think of Pert(f) as the tangent space at f to the space of causal functions. Notice that
according to our infinity conventions in Section 2.1, we have ±∞ + εg(x) = ±∞ for any g : M → R̄
and x ∈ M. Thus the role of g is only seen in the causally convex set Dom(f).

The properties of Pert(f) are better understood if we introduce the following order relation on
(not necessarily causal) functions on M. By slight abuse of notation, we denote it by ⪯ just like
the causal relation between probability measures, cf. Section 2.7, and hope no confusion ensues.
Definition 4.4 (A pre-order on the space of functions via finite differences). Let (M, ℓ) be a metric
spacetime. For g : M → R̄ define δg : M × M → R̄ as

δg(x, y) := g(y) − g(x).

We say that g2 is at least as steep as g1 and write g1 ⪯ g2 provided

δg1(x, y) ≤ δg2(x, y) whenever x ≤ y.
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An analogous definition will also be used in the case M = R̄. The following are direct
consequences of the definition.

• A function f : M → R̄ is causal if and only if δf(x, y) ≥ 0 whenever x ≤ y and if and only if
c ⪯ f , where c is any constant, real-valued function.

• Given an interval I ⊂ R̄ consider the function fI : R̄ → R̄ defined as 0 on I, as −∞ on the
left of I and +∞ on the right of I. Then fI ⪯ fJ if and only if I ⊃ J .

• ⪯ is a relation about “first order derivatives” and not about “pointwise values” of the functions.
In particular, g1 ⪯ g2 does not say anything about the sign of g1 − g2 outside ±∞ unless
g1(x) = g2(x) ∈ R at some x ∈ M (in which case (g2(y) − g1(y))(y− x) ≥ 0 for all y ∈ R). It
can happen that g1 ⪯ g2 yet g1(x) > g2(x) for every x ∈ M. This is for instance the case for
the interval [0, 1] endowed with the usual order relation ≤ and the causal functions g1(x) := x
and g2(x) := 2x− 2. Rather, g1 ⪯ g2 should be thought of as a monotonicity condition on
the derivatives of g1 and g2, as illustrated in the next remark.

Remark 4.5 (Smooth differential characterization of ⪯). Assume (M, g) is a smooth spacetime.
Given x ∈ M we define an order ≤x on the cotangent space T ∗

xM by ω1 ≤x ω2 if ω1(v) ≤ ω2(v) for
every future-directed causal vector v ∈ TxM (see also Appendix A.1). Then for f1, f2 ∈ C1(M),
we have f1 ⪯ f2 if and only if their differentials satisfy df1(x) ≤x df2(x) for every x ∈ M .

For the “only if” direction, fix x ∈ M and a future-directed causal vector v ∈ TxM . Since
x ≤ expx(εv) for every ε > 0, we have

df1(x)(v) = lim
ε↓0

f1(expx(εv)) − f1(x)
ε

≤ lim
ε↓0

f2(expx(εv)) − f2(x)
ε

= df2(x)(v).

For the “if” direction, let x ≤ y and γ be a smooth causal curve from x to y. Then

f1(y) − f1(x) =
∫ 1

0
df1(γt)(γ′

t)dt ≤
∫ 1

0
df2(γt)(γ′

t)dt = f2(y) − f2(x).

Notice that we shall be able to somehow formulate the implication “f1 ⪯ f2 implies df1 ≤ df2 a.e.”
also in the non-smooth setting: see the monotonicity stipulated in Proposition 4.11(v) below and
the second part of Lemma 4.6.

To motivate the non-smooth statement Lemma 4.6 below, we point out that the smooth duality
formula ∥ω∥∗ = inf |v|=1 ω(v) valid for all ω ≥x 0 easily yields the implication

min{df1(v),df2(v)} ≤ df3(v) ∀v future directed ⇒ min{∥df1∥∗, ∥df2∥∗} ≤ ∥df3∥∗ (4.5)

for every f1, f2, f3 causal functions. On the other hand, it is easy to construct causal functions
f1, f2, f3 such that max{df1(v),df2(v)} ≥ df3(v) for every future directed v, but for which
max{∥df1∥∗, ∥df2∥∗} ≱ ∥df3∥∗ (we can take suitable linear functions in flat Minkowski space). ■

The rest of this part is devoted to basic properties of ⪯ that will become relevant in the
subsequent discussion. We start with the nonsmooth analog of implication (4.5) above:

Lemma 4.6 (Finite difference and maximal weak subslope comparison among causal functions). Let
(M, τ, ℓ,m) be a mm spacetime, f1, f2, f3 : M → R̄ causal and such that min{δf1(x, y), δf2(x, y)} ≤
δf3(x, y) holds for any x ≤ y.

Then min{|df1|, |df2|} ≤ |df3| m-a.e. In particular, if f, f̃ are causal functions with f ⪯ f̃ ,
then |df | ≤ |df̃ | m-a.e.

Proof. Notice that for γ causal, the set Dom(f3 ◦γ) is a subinterval of [0, 1] and if it is not a point (if
it is, the conclusion is trivial) our assumption easily implies Dom(f3◦γ) ⊂ Dom(f1◦γ)∪Dom(f2◦γ).

Now recall that Lebesgue’s differentiation theorem of monotone functions on R implies that
if both the curve γ and the function f are causal, then the density (f ◦ γ)′ of the distributional
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derivative of f ◦ γ coincides L1-a.e. on Dom(f) with the classically derivative limh↓0
f(γt+h)−f(γt)

h
of f ◦ γ.

Therefore our assumption gives (f3 ◦ γ)′
t ≥ min{(f1 ◦ γ)′

t, (f2 ◦ γ)′
t} for a.e. t ∈ [0, 1], where we

interpret (fi ◦ γ)′
t to be +∞ if t /∈ Dom(fi ◦ γ). In particular, this holds for π-a.e. γ for any given

test plan π, so that the conclusion follows from Lemma 3.13.
The second claim now follows by picking f1 ≡ 0 in the first part.

Lemma 4.7 (Ordering respects addition of causal functions). Let (M, τ, ℓ,m) be a mm spacetime,
f : M → R̄ causal function and g1, g2 : M → R̄ are arbitrary functions with g1 ⪯ g2, then
f + g1 ⪯ f + g2.

Proof. The proof is a simple case analysis. Let x and y be fixed points with x ≤ y. We need to
prove that

δ(f + g1)(x, y) ≤ δ(f + g2)(x, y). (4.6)
If f(y) = +∞ then (f +gi)(y) = +∞ by our infinity conventions and thus δ(f +gi)(x, y) = +∞

by (2.1), thus in this case (4.6) holds. Similarly, if f(x) = −∞ we have (f + gi)(x) = −∞ and
then δ(f + gi)(x, y) = +∞, thus also in this case (4.6) holds.

Since f is causal it remains to check the case f(x), f(y) ∈ R, but in this case it is easily verified
that — according to (2.1) — we have δ(f +gi)(x, y) = δf(x, y)+ δgi(x, y), so the conclusion follows
from the assumption g1 ⪯ g2.

We also have:

Proposition 4.8 (Properties of Pert(f)). Let (M, τ, ℓ,m) be a mm spacetime, and f : M → R̄
causal. Then:

(i) Cone. We have λg ∈ Pert(f) for every g ∈ Pert(f) and every λ ≥ 0.

(ii) Convex cone. We have g1 + g2 ∈ Pert(f) for every g1, g2 ∈ Pert(f).

(iii) Monotonicity. If g1 ∈ Pert(f) and g1 ⪯ g2 then g2 ∈ Pert(f).

(iv) Lattice. If g1, g2 ∈ Pert(f) then min{g1, g2},max{g1, g2} ∈ Pert(f).

(v) Comparison. Let g : M → R̄ and φ1, φ2, ψ : R̄ → R̄ be functions satisfying φ1 ⪯ ψ ⪯ φ2
and φ1 ◦ g, φ2 ◦ g ∈ Pert(f). (We do not necessarily assume g ∈ Pert(f) here.) Then
ψ ◦ g ∈ Pert(f) and

min{δ(f + εφ1 ◦ g), δ(f + εφ2 ◦ g)}(x, y) ≤ δ(f + εψ ◦ g)(x, y)
≤ max{δ(f + εφ1 ◦ g), δ(f + εφ2 ◦ g)}(x, y).

whenever x ≤ y and ε > 0. In particular,

|d(f + εψ ◦ g)| ≥ min{|d(f + εφ1 ◦ g)|, |d(f + εφ2 ◦ g)|} m-a.e. (4.7)

Proof.
(i) This is trivial.
(ii) This statement follows from the identity f + ε(g1 + g2) = (f + 2εg1)/2 + (f + 2εg2)/2

which is consistent with (2.1), observing that f + 2εg1 and f + 2εg2 are both causal functions for
sufficiently small ε > 0 thanks to (i).

(iii) This is a consequence of Lemma 4.7 and the characterization of causal functions in terms
of the finite difference operator δ mentioned after Definition 4.4.

(iv) This follows from the identity f + εmin{g1, g2} = min{f + εg1, f + εg2} which is consistent
with (2.1) and the fact that the minimum of causal functions is still a causal function. Analogously,
we show max{g1, g2} ∈ Pert(f).

(v) The inequality (4.7) follows from the first statement and Lemma 4.6.
To show the first claim, we distinguish two cases.
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• Assume g(x) ≤ g(y). Since φ1 ⪯ ψ ⪯ φ2 we obtain

δ(φ1 ◦ g)(x, y) ≤ δ(ψ ◦ g)(x, y) ≤ δ(φ2 ◦ g)(x, y).

By applying Lemma 4.7 to the two-point space {x, y} we deduce for ε > 0

δ(f + εφ1 ◦ g)(x, y) ≤ δ(f + εψ ◦ g)(x, y) ≤ δ(f + εφ2 ◦ g)(x, y).

• Assume g(x) ≥ g(y). As above, this yields

δ(φ2 ◦ g)(x, y) ≤ δ(ψ ◦ g)(x, y) ≤ δ(φ1 ◦ g)(x, y),

and applying Lemma 4.7 to {x, y} once more we deduce

δ(f + εφ2 ◦ g)(x, y) ≤ δ(f + εψ ◦ g)(x, y) ≤ δ(f + εφ1 ◦ g)(x, y).

In view of the chain and Leibniz rules stated in Proposition 4.11 — used especially in the proof
of Corollary 5.25 as well as in [22], we study the behavior of perturbations under composition and
multiplication. The hypotheses are likely not optimal, but will suffice for our purposes.

In the statement below we shall always extend the given function φ : R → R by putting
φ(±∞) = ±∞.

Lemma 4.9 (Composition and multiplication). Let (M, τ, ℓ,m) be a mm spacetime and f : M → R̄
causal. Then:

(i) Composition I. Let φ : R → R be Lipschitz continuous. Then φ ◦ f ∈ Pert(f).

(ii) Composition II. Let φ : R → R be c-steep (i.e. φ(w) − φ(z) ≥ (w − z)c for all z < w) for
some c > 0. Then Pert(f) ⊂ Pert(φ ◦ f).

(iii) Composition III. Let g ∈ Pert(f) and φ : R → R be non-decreasing and Lipschitz continuous.
Then φ ◦ g ∈ Pert(f).

(iv) Multiplication I. Let g, h ∈ Pert(f) be non-negative and bounded. Then g h ∈ Pert(f).

(v) Multiplication II. Let g ∈ Pert(f) be bounded and φ : R → R be non-negative, bounded and
Lipschitz continuous. Then g φ ◦ f ∈ Pert(f).

Proof.
(i) If φ is affine the statement is straightforward. For general Lipschitz continuous φ, we use the

relation −Lipφ id ⪯ φ ⪯ Lipφ id directly implied from Lipschitz continuity and Proposition 4.8(v).
(ii) Note that φ◦f is a causal function, let g ∈ Pert(f) be such that f+g is causal (any g ∈ Pert(f)

can be rescaled to satisfy this). We claim that φ ◦ f + cg is also causal, which clearly suffices to
conclude. Pick x ≤ y, with x, y ∈ M. We need to prove that φ(f(y)) + cg(y) ≥ φ(f(x)) + cg(x).
If either φ(f(y)) = +∞ or φ(f(x)) = −∞ the claim holds by our infinity conventions. Since
φ(f(y)) ≥ φ(f(x)), we can then assume φ(f(y)), φ(f(x)) ∈ R and thus in particular f(y), f(x) ∈ R.
If this is the case we have φ(f(y)) ≥ φ(f(x)) + cf(y) − cf(x) hence

φ(f(y)) + cg(y) ≥ φ(f(x)) + cf(y) − cf(x) + cg(y) ≥ φ(f(x)) + cg(x),

by our normalization of g ∈ Pert(f).
(iii) As in (i), the claim is clear if φ is linear. The general case follows from the relation

0 ⪯ φ ⪯ Lipφ id, the causal property of f , and Proposition 4.8(v).
(iv) Assume, by scaling, that f + g, f + h are causal, let x ≤ y and ε > 0. As already noticed,

to check that (f + εgh)(y) ≥ (f + εgh)(x) we can assume that x, y ∈ Dom(f), otherwise the claim
follows from our infinity conventions. Let C be an upper bound on g and h on all of M. Then

(f + εgh)(y) − (f + εgh)(x) = f(y) − f(x) + ε g(y)
[
h(y) − h(x)

]
+ ε h(x)

[
g(y) − g(x)

]
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≥ f(y) − f(x) + Cεmax{0, sgn(h(x) − h(y))}
[
h(y) − h(x)

]
+ Cεmax{0, sgn(g(x) − g(y))}

[
g(y) − g(x)

]
,

where the last inequality follows from a straightforward case distinction, using g and h are non-
negative. It is now easy to check that for ε := 1

2C the right-hand side is non-negative, thus
concluding the proof.

(v) It follows from (i) and (iv) that (g − inf g(M))φ ◦ f ∈ Pert(f). Moreover, again (i) implies
inf g(M)φ ◦ f ∈ Pert(f). Since Pert(f) is closed under addition, the claim follows.

4.3 Vertical right-differentiation
Recall that we put up(z) := 1

pz
p and that up is suitably extended to all of R̄ in Section 2.1.

Definition 4.10 (Vertical right derivative). Let (M, τ, ℓ,m) be a mm spacetime, f : M → R̄ causal
and g ∈ Pert(f). We define the vertical right derivative d+g(∇f) |df |p−2 : M → R̄ as

d+g(∇f) |df |p−2 :=

lim
ε↓0

up(|d(f + εg)|) − up(|df |)
ε

if |df | < +∞,

0 otherwise.
(4.8)

For the moment, the term d+g(∇f) |df |p−2 from Definition 4.10 should and will henceforth
be considered as a single expression, not as the “product” of |df |p−2 and (the not yet defined
quantity) d+g(∇f). For comments about the definition on {|df | = +∞} see Remark 4.13.

Let us comment on the well-definedness of (4.8). For ε > 0 sufficiently small f + εg is causal,
thus the difference quotient is well defined. The concavity of the maximal weak subslope |df | in
f (on the space of causal functions) from Proposition 3.21 and the fact that up is concave and
non-decreasing easily yield

up(|d(f + ε1g)|) − up(|df |)
ε1

≥ up(|d(f + ε2g)|) − up(|df |)
ε2

m-a.e.

whenever ε2 > ε1 > 0 are sufficiently small. It follows that for every εn ↓ 0 the functions
up(|d(f+εng)|)−up(|df |)

εn
have a pointwise m-a.e. limit which is independent of the chosen sequence,

and this limit d+g(∇f) |df |p−2 satisfies

d+g(∇f) |df |p−2 = m-ess sup
ε>0

up(|d(f + εg)|) − up(|df |)
ε

on {|df | < +∞}. (4.9)

From this it is easy to see that if f, g are both causal, thus in particular g ∈ Pert(f), then the
following sort of reverse Cauchy–Schwarz inequality is in place:

d+g(∇f) |df |p−2 ≥ |dg| |df |p−1 m-a.e.

Indeed, the concave homogeneity in (3.20) gives |d(f + εg)| ≥ |df | + ε|dg| and since up is non-
decreasing we have up(|d(f + εg)|) ≥ up(|df | + ε|dg|). The conclusion follows from the above
discussion and the fact that u′

p(z) = zp−1. Similar considerations give

d+f(∇f)|df |p−2 = |df |p m-a.e. on {|df | < +∞},

where here we need to restrict to the set {|df | < +∞} to avoid conflicts, in the case p ∈ (0, 1),
with our choice d+g(∇f) |df |p−2 = 0 on {|df | = +∞}, see also Remark 4.13.

We also point out that according to our infinity conventions in Section 2.1 we have

d+g(∇f) |df |p−2 = +∞, m-a.e. on {|df | = 0} if p < 0 (4.10)
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and, taking also into account the concavity in Proposition 3.21,

d+g(∇f) |df |p−2 =
{

+∞, m-a.e. on {|df | = 0} ∩ E(f, g),
0, m-a.e. on {|df | = 0} \ E(f, g),

if p ∈ (0, 1), (4.11)

where E(f, g) := ∪ε>0{|d(f + εg)| > 0} = ∪n∈N{|d(f + 1
ng)| > 0}.

For later use it is worth demonstrating also the following. If f : M → R̄ is causal and
g ∈ Pert(f), say f + ε̄g is causal for ε̄ > 0, then we claim the uniform bound from below

up(|d(f + εg)|) − up(|df |)
ε

≥

{
− 1

ε̄ up(|df |) if p ∈ (0, 1),
21−p

ε̄ up(|df |) if p < 0,
∀ε ∈ (0, 1

2 ε̄). (4.12)

Indeed, the bound for p ∈ (0, 1) follows from the monotonicity in ε of the left hand side to-
gether with the positivity of up. For p < 0, the same monotonicity together with up < 0
give up(|d(f+εg)|)−up(|df |)

ε ≥ up(|d(f+ε̄g/2)|)
ε̄/2 . Then, since f + ε̄g is causal, from (3.20) we get

|d(f + ε̄g/2)| ≥ 1
2 |df | and the claim follows from the monotonicity of up.

The following two propositions collect some basic calculus rules. Compare with those valid in
positive signature obtained in [60, Section 3.3].

Proposition 4.11 (Calculus rules ‘for g’). Let (M, τ, ℓ,m) be a mm spacetime and f : M → R̄
causal. Then

(i) Positive 1-homogeneity. For g ∈ Pert(f) and every λ ∈ (0,+∞) we have

d+(λg)(∇f) |df |p−2 = λd+g(∇f) |df |p−2 m-a.e. (4.13)

For λ = 0 the same holds m-a.e. on {|df | > 0}.

(ii) Super-additivity. For every g1, g2 ∈ Pert(f) we have

d+(g1 + g2)(∇f) |df |p−2 ≥ d+g1(∇f) |df |p−2 + d+g2(∇f) |df |p−2 m-a.e. (4.14)

(iii) Comparison from the left. Let g : M → R̄ be such that ±g ∈ Pert(f). Then

d+g(∇f) |df |p−2 ≤ − d+(−g)(∇f) |df |p−2 m-a.e. on {|df | > 0}. (4.15)

(iv) Locality. Let g1, g2 ∈ Pert(f) and E ⊂ R Borel and negligible. Then

d+g1(∇f) |df |p−2 = d+g2(∇f) |df |p−2 m-a.e. on (g1 − g2)−1(E). (4.16)

(v) Monotonicity. If g1, g2 ∈ Pert(f) satisfy g1 ⪯ g2, we have

d+g1(∇f) |df |p−2 ≤ d+g2(∇f) |df |p−2 m-a.e.

(vi) Chain rule I. Let g ∈ Pert(f) and let φ : R → R be a non-decreasing and Lipschitz function.
Then

d+(φ ◦ g)(∇f) |df |p−2 = φ′ ◦ g d+g(∇f) |df |p−2 (4.17)

holds m-a.e. on {φ′ ◦ g > 0} ∪ {|df | > 0}. Note that φ ◦ g ∈ Pert(f) by Lemma 4.9.

(vii) Chain rule II. Let φ : R → R be Lipschitz continuous. Then

d+(φ ◦ f)(∇f) |df |p−2 = φ′ ◦ f |df |p (4.18)

holds m-a.e. on {|df | < +∞} ∩ ({φ′ ◦ f > 0} ∪ {|df | > 0}). Note that φ ◦ f ∈ Pert(f) by
Lemma 4.9.
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(viii) Leibniz rule I. Let g, h ∈ Pert(f) be non-negative and bounded. Then

d+(g h)(∇f) |df |p−2 ≥ g d+h(∇f) |df |p−2 + hd+g(∇f) |df |p−2 m-a.e. on {|df | > 0}.
(4.19)

Note that gh ∈ Pert(f) by Lemma 4.9.

(ix) Leibniz rule II. Let g ∈ Pert(f) be bounded and φ : R → R be non-negative, bounded and
Lipschitz continuous. Then

d+(g φ◦f)(∇f) |df |p−2 ≥ g φ′◦f |df |p+φ◦f d+g(∇f) |df |p−2 m-a.e. on {|df | ∈ (0,+∞)}.
(4.20)

Note that gφ ◦ f ∈ Pert(f) by Lemma 4.9.

Note: the latter two Leibniz rules hold as equalities in the smooth case.

Proof.
(i) Follows directly from definition (4.8).
(ii) On {|df | = +∞} the conclusion is trivial, on {|df | = 0} it follows from (4.10) and (4.11). On
{|df | ∈ (0,+∞)} we argue as follows: for λ ∈ (0, 1) the concavity in (3.20) gives

|d(f + ε((1 − λ)g1 + λg2))| ≥ (1 − λ) |d(f + εg1)| + λ |d(f + εg2)|,

thus using the concavity and non-decreasingness of up we get

up

(
|d(f + ε((1 − λ)g1 + λg2))|

)
≥ (1 − λ)up(|d(f + εg1)|) + λup(|d(f + εg2)|).

The claim follows taking also (i) into account.
(iii) On {|df | = +∞} both sides are 0 by definition, so we focus on {|df | ∈ (0,+∞)}. For ε > 0
sufficiently small, the concavity in (3.20) gives |df | ≥ 1

2 |d(f + εg)| + 1
2 |d(f − εg)| thus using the

concavity and non-decreasingness of up we get

up

(
|df |) ≥ 1

2up(|d(f + εg)|) + 1
2up(|d(f − εg)|)

and therefore (notice that up(|df |) ∈ R on {|df | ∈ (0,+∞)} to justify cancellations) we have

d+g(∇f)|df |p−2 = m-ess sup
ε>0

up(|d(f + εg)|) − up(|df |)
ε

≤ −m-ess sup
ε>0

up(|d(f − εg)|) − up(|df |)
ε

= −d+(−g)(∇f)|df |p−2.

(iv) Direct consequence of the locality in Proposition 3.22 and definition (4.8).
(v) On {|df | = +∞} the claim is obvious, so we focus on {|df | < +∞}. The relation g1 ⪯ g2
implies f + εg1 ⪯ f + εg2 for every ε > 0 by Lemma 4.7. For ε > 0 sufficiently small both these
functions are causal, thus the second claim in Lemma 4.6 yields |d(f + εg1)| ≤ |d(f + εg2)|. Then
the conclusion follows from the fact that up is non-decreasing.
(vi) Let us assume for the moment that, with the stated assumptions, it holds

d+(φ ◦ g)(∇f) |df |p−2 ≥ φ′ ◦ g d+g(∇f) |df |p−2 (4.21)

and let us see how to conclude from here.
Define ψ := (Lip(φ) + 1)id − φ, so that ψ is also non-decreasing and Lipschitz with ψ′ > 0 a.e.

Thus from (4.13), m-a.e. on {φ′ ◦ g > 0} ∪ {|df | > 0} we can write

(Lip(φ) + 1) d+g(∇f) |df |p−2 = d+(ψ ◦ g + φ ◦ g)(∇f) |df |p−2

(by (4.14)) ≥ d+(ψ ◦ g)(∇f) |df |p−2 + d+(φ ◦ g)(∇f) |df |p−2

(by ≥ in (4.17)) ≥ ψ′ ◦ g d+g(∇f) |df |p−2 + φ′ ◦ g d+g(∇f) |df |p−2

= (Lip(φ) + 1) d+g(∇f) |df |p−2.
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Thus the inequalities are in fact equalities, and on the set {d+g(∇f) |df |p−2 < +∞} this can only
occur if each of the inequalities we used was in fact an equality, yielding the desired conclusion.
On {d+g(∇f) |df |p−2 = +∞} the conclusion is obvious on {φ′ ◦ g > 0} (because we already know
that ≥ holds in (4.17)), so — inspecting the claim — to conclude it suffices to deal with the set
{φ′ ◦ g = 0} ∩ {|df | ∈ (0,+∞)} and prove that m-a.e. in there we have |d(f + εφ ◦ g)| = |df |.
This, however, is clear from the characterization in Lemma 3.13, as for γ ∈ LCC([0, 1]; M) and
t ∈ [0, 1] with s 7→ (φ(g(γs)), f(γs)) differentiable at t (this holds for π-a.e. curve and L1-a.e. t for
any test plan π) and φ differentiable at g(γt) with null derivative, we have ((f + εφ ◦ g)(γ))′

t =
(f ◦ γ)′

t + εφ′(g(γt))(g ◦ γ)′
t = (f ◦ γ)′

t.
We are thus left to proving (4.21). Fix an interval I = [a, b] ⊂ (0,+∞) and then a compact set

K ⊂ (φ′)−1(I). We are going to prove that

d+(φ ◦ g)(∇f) |df |p−2 ≥ min{a d+g(∇f) |df |p−2, bd+g(∇f) |df |p−2} m − a.e. on f−1(K),
(4.22)

which by the arbitrariness of [a, b] and K suffices to conclude. We can assume that K is not empty,
or else the claim is obvious. Thus fix z̄ ∈ K and then consider the auxiliary function φ̃ : R → R
defined by φ̃(z̄) = φ(z̄) and φ̃′ = 1Kφ

′ + a1R\K . Since R \K is open, and thus a countable union
of disjoint intervals (In), we see that the set E := {φ(z) − φ̃(z) : z ∈ K} is countable, as for any
z ∈ K the difference φ(z) − φ̃(z) is equal to the sum of

∫
In
φ′ − a dL1 over those intervals In that

are entirely contained in either [z, z̄] or [z̄, z] (depending on whether z > z̄ or z < z̄). It follows
from (3.22) that

|d(f + εφ ◦ g)| = |d(f + εφ̃ ◦ g)| m − a.e. on K. (4.23)
To conclude, let φ1(z) := az and φ2(z) := bz for any z ∈ R, so that φ1 ⪯ φ ⪯ φ2. Then (4.7)
ensures that

|d(f + εφ̃ ◦ g)| ≥ min{|d(f + εag)|, |d(f + εbg)|}
and the monotonicity of up yields

d+(φ̃ ◦ g)(∇f) |df |p−2 ≥ min{a d+g(∇f) |df |p−2, bd+g(∇f) |df |p−2} m − a.e.,

that together with (4.23) gives (4.22) and the claim. (vii) For ε < 1
Lip(φ) , by Proposition 3.23 we

have |d(f + εφ ◦ f)| = |d((id + εφ) ◦ f)| = (1 + εφ′) ◦ f |df |. The conclusion follows by direct
computation also noticing that {|df | < +∞} ⊂ Vis(M).
(viii) On {g = 0} ∪ {h = 0} the conclusion follows from (4.13), hence by a locality argument based
on (4.16) to conclude it suffices to prove (4.19) in the set {g, h ∈ [c, c−1]} for any given c > 0. Fix
such c and notice that by Lemma 4.9 the functions g̃ := c ∨ g ∧ (c−1) and h̃ := c ∨ h ∧ (c−1) still
belong to Pert(f). Since z 7→ log(z) is Lipschitz on [c2,+∞) we can apply (4.17) and get

1
g̃h̃

d+(g̃h̃)(· · · ) = d+(log(g̃h̃))(· · · ) = d+(log(g̃) + log(h̃))(· · · )

(by (4.14)) ≥ d+(log(g̃))(· · · ) + d+(log(h̃))(· · · ) = 1
g̃ d+g̃(· · · ) + 1

h̃
d+h̃(· · · ),

where (· · · ) is shorthand for (∇f)|df |p−2. Using again the locality property (4.16) the claim
follows.
(ix) Let c ≥ 0 be such that g + c ≥ 0. Then we have

d+(gφ ◦ f)(· · · ) = d+((g + c)φ ◦ f + (−cφ ◦ f))(· · · )
(by (4.14)) ≥ d+((g + c)φ ◦ f)(· · · ) + d+(−cφ ◦ f)(· · · )

(by (4.19) and (4.18)) ≥ (g + c)d+(φ ◦ f)(· · · ) + φ ◦ fd+(g + c)(· · · ) − cφ′ ◦ f |df |p

(by (4.16) and (4.18)) = (g + c)φ′ ◦ f |df |p + φ ◦ fd+g(· · · ) − cφ′ ◦ f |df |p

and the conclusion follows because the term cφ′ ◦ f |df |p is finite and can be canceled out.

Proposition 4.12 (Calculus rules ‘for f ’). Let (M, τ, ℓ,m) be a mm spacetime and f : M → R̄
causal. Then:
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(i) Positive p− 1 homogeneity. Let g ∈ Pert(f) and λ ∈ (0,+∞). Then

d+g(∇(λf))|d(λf)|p−2 = λp−1d+g(∇f)|df |p−2 m-a.e. (4.24)

Notice that g ∈ Pert(λf) (trivially).

(ii) Locality. Let f̃ : M → R̄ be a causal function, g ∈ Pert(f) ∩ Pert(f̃) and E ⊂ R Borel and
negligible. Then

d+g(∇f)|df |p−2 = d+g(∇f̃)|df̃ |p−2 m-a.e. on (f − f̃)−1(E). (4.25)

(iii) Chain rule. Let φ : R → R be c-steep (i.e. φ(w) −φ(z) ≥ (w− z)c for every z ≤ w) for some
c > 0 and let g ∈ Pert(f). Then

d+g(∇(φ ◦ f)) |d(φ ◦ f)|p−2 = (φ′)p−1 ◦ f d+g(∇f) |df |p−2 m-a.e.. (4.26)

Note that g belongs to Pert(φ ◦ f) by Lemma 4.9.

Proof.
(i) For λ > 0 the claim follows m-a.e. from the positive 1-homogeneity in Proposition 3.21:

d+g(∇(λf))|d(λf)|p−2 = λp−1 lim
ε↓0

|d(f + gε/λ|p − |df |p

ε/λ
= λp−1d+g(∇f)|df |p−2.

(ii) Direct consequence of the definition and Proposition 3.22.
(iii) It is readily proved that for ψ : R → R with φ ⪯ ψ we have δ(φ ◦ f + εg) ≤ δ(ψ ◦ f + εg)

and therefore, by Lemma 4.6, that |d(φ ◦ f + εg)| ≤ |d(ψ ◦ f + εg)|. Taking into account the
monotonicity of up we then deduce that

d+g(∇(φ ◦ f))|d(φ ◦ f)|p−2 ≤ d+g(∇(ψ ◦ f))|d(ψ ◦ f)|p−2 m − a.e. (4.27)

The conclusion now follows as for the proof of (4.17): we first use a locality argument to replace
the original φ with a φ̃ so that φ′ ∈ [a, b] ⊂ (0,+∞), then we use (4.27) to compare the desired
quantity with that appearing with the choices φa(z) := az and φb(z) := bz. To conclude we then
observe that for linear φ’s the conclusion is given by (4.24).

Remark 4.13 (Limits and usefulness of conventions). The — arbitrary — choice of defining
d+g(∇f)|df |p−2 to be 0 on {|df | = +∞} is only motivated by simplicity, as in any case we won’t
ever really care about what happens to such an expression where |df | = +∞; setting to zero won’t
create integrability problems later on. A side effect of this choice is that some formulas, such as
(4.18) only hold on {|df | < +∞}: we are aware of this fact, that causes no troubles in what comes
next.

In a conceptually similar direction, we have defined the homogeneity formulas (4.13) and (4.24)
— and thus with the chain rules, that ultimately depend on these — with care to avoid conflicts
with (4.10) or (4.11) on the set {|df | = 0}.

In contrast with the situation up to the previous chapter, we haven’t found a consistent set
of conventions capable of handling all possible scenarios, and in any case having these would be
irrelevant for the point we want to make, which is that in all interesting cases the relevant formulas
hold ‘as is’, without the need to resort to artificial choices. ■

Remark 4.14 (Sign choices). In line with the terminology in [60], the quantity −d+(−φ)(∇f)|df |p−2

appearing in (4.15) might also be called d−φ(∇f)|df |p−2. We haven’t done so both to avoid in-
troducing a new notation and because in our signature this would lead to the bizarre looking
inequality d+φ(· · · ) ≤ d−φ(· · · ) where the ‘minus’ term is bigger than the ‘plus’ term.
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Speaking of this, we emphasize that working with d+φ(· · · ) rather than with the above-
mentioned d−φ(· · · ) is related to the fact that we shall work with the TMCPh

+ condition rather
than with the TMCPh

− one. In this direction it might be worth to keep in mind the following table

TMCPh
+(K,N) vs TMCPh

−(K,N)
d+φ(· · · ) vs d−φ(· · · )
φ ∈ Pert(f) vs −φ ∈ Pert(f),
initial test plans vs final test plans,
functions of the form ψc vs functions of the form ψc

(see (5.26) for the definition of ψc and ψc) and notice that the first choice dictates all the others below
it. This means that if we work on TMCPh

+(K,N) spaces, as we shall do most of the time, then the
d’Alembertian comparison will be obtained for functions of the form ψc by differentiating functions
φ ∈ Pert(f) along initial test plans and studying the quantity d+φ(∇f)|df |p−2. Symmetrically if
we work on TMCPh

−(K,N) spaces, see Section 5.7 for comments.
Of totally different kind and not related to the above, is the choice of dealing with forward

spacetimes rather than backward ones, i.e. spacetimes that are forward complete rather than
backward complete (recall Definition 2.1). We shall always stick to this choice, so that in particular
the results concerning TMCPh

− spaces — even though will be proved along similar lines of thought
— cannot be derived by a simple time-reversal. ■

4.4 Relation of horizontal and vertical derivatives
Here we discuss the connection between these two different notions of differentiation for arbitrary
causal functions.

Our motivation is drawn once more from the case of a smooth spacetime (M, g). Given a
smooth causal function f : M → R and any smooth and compactly supported function g : M → R,
the quantity dg(∇f) ∥df∥p−2

∗ can be computed in two ways. The first, related to our horizontal
approach, is to consider a smooth curve γ with initial speed γ′

0 = ∥df∥p−2
∗ ∇f and differentiate at

zero:
d
dtg(γt)

∣∣∣
0

= dg(∇f)
∥∥df

∥∥p−2
∗ .

The second, related to our vertical approach, is to differentiate the ε-dependent quantity |d(f + εg)|p∗/p
(in other words, the underlying Hamiltonian applied to the covector field d(f + εg)) at zero:

d
dε

∥∥d(f + εg)
∥∥p

∗
p

∣∣∣
0

= dg(∇f)
∥∥df

∥∥p−2
∗ .

This last identity can be seen recalling that ∇f is — inspecting the definition of the musical
isomorphisms — equal to the differential of 1

2 ∥ · ∥2
∗ applied at df , see also Appendix A.1. Since the

right-hand sides of the last two formulas agree, so do the left ones.
Remarkably, this consideration has a counterpart in our context. Recall the definition of ‘plan

π representing the initial p-gradient of a causal function f ’ from Definition 4.2.

Theorem 4.15 (First-order differentiation formula). Let (M, τ, ℓ,m) be a mm spacetime, f : M → R̄
causal, 0 ̸= p < 1 and let π represent the initial p-gradient of f .

Then for every g ∈ Pert(f) we have:

(i) For any t > 0 sufficiently small the negative part of the function g ◦ et − g ◦ e0 is in L1(π),

(ii) and

lim inf
t↓0

∫
g(γt) − g(γ0)

t
dπ(γ) ≥

∫
d+g(∇f) |df |p−2(γ0) dπ(γ). (4.28)

(iii) If E ⊂ M Borel so that π represents the initial p-gradient of f on E, then the negative part
of the function d+g(∇f) |df |p−2 is in L1(m E).
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Proof. Definition 4.2 implies, as already noticed right after it, that for t > 0 sufficiently small we
have f ◦ et − f ◦ e0 ∈ L1(π) (and in particular the function is a.e. finite). On the other hand, for
ε̄ > 0 we have that f + εg is causal for any ε ∈ [0, ε̄], so that in particular (f + ε̄g) ◦ et − (f + ε̄g) ◦ e0
is non-negative on LCC([0, 1]; M). Writing g = 1

ε̄ ((f + ε̄g) − f) the claim (i) easily follows. The
claim (iii) follows from the uniform bound (4.12) and the assumption up(|df |) ∈ L1(E,m E) that
comes with Definition 4.2.

(ii) We now want to apply Proposition 4.1 to the function f + εg for ε ∈ (0, 1
2 ε̄) and the plan

π; to this aim let us check the assumptions. If q < 0 the requirement for π is satisfied, as the plan
satisfies Definition 4.2. If instead p < 0 we need to check that up(|d(f + εg)|) ∈ L1(E,m E). As
in the proof of the bound (4.12), this follows from the bound 0 ≥ up(|d(f + εg)|) ≥ up( 1

2 |df |) and
again the assumption up(|df |) ∈ L1(E,m E).

We can therefore apply Proposition 4.1 to the function f + εg, thus writing the corresponding
inequality (4.1) for f + εg and subtracting (4.4) for f , after the — justified — cancellations we get

lim inf
t→0

∫
g(γt) − g(γ0)

t
dπ(γ) ≥

∫
|d(f + ε g)|p(γ0) − |df |p(γ0)

pε
dπ(γ) ∀ε ∈ (0, 1

2 ε̄).

The uniform bound (4.12) and the assumption up(|df |) ∈ L1(E,m E) ensure that we can use
Levi’s monotone convergence theorem to pass to the limit as ε ↓ 0. The conclusion follows.

We now analyze how the calculus developed above improves on infinitesimally Minkowskian
spaces (recall Definition 1.4 from the introduction). We claim in this setting, the bound (4.28)
upgrades to a genuine first order differentiation formula equating the horizontal and vertical
derivatives, (4.30) below.

Theorem 4.16 (Elements of calculus on infinitesimally Minkowskian spaces). Let (M, τ, ℓ,m) be a
forward metric measure spacetime that is infinitesimally Minkowskian and 0 ̸= p < 1. Then:

(i) Let f : M → R̄ be causal and ±g ∈ Pert(f). Then

−d+(−g)(∇f) |df |p−2 = d+g(∇f) |df |p−2 m − a.e. on {|df | > 0}; (4.29)

(compare with inequality (4.15)).

(ii) If, in addition, π represents the initial p-gradient of f on the Borel set E then

lim
t↓0

∫
g(γt) − g(γ0)

t
dπ(γ) =

∫
d+g(∇f) |df |p−2(γ0) dπ(γ). (4.30)

(iii) For f, g, h : M → R̄ causal define d+g(∇f) on the set {|df | ∈ (0,+∞)} as the product
of |df |2−p and d+g(∇f)|df |p−2. Then this quantity does not depend on p; moreover, for
α, β ∈ [0,∞), both

d+g(∇f) = d+f(∇g)
and d+(αg + βh)(∇f) = αd+g(∇f) + βd+h(∇f)

(4.31)

hold m-a.e. on the set {x ∈ M : 0 < |df | ∧ |dg| ∧ |dh| and |d(f + g + h)| < ∞}.

Proof.
(i) Let ε̄ > 0 be such that f + εg is causal for every ε ∈ [−ε̄, ε̄]. On {|df | = +∞} there is nothing
to prove, as both sides are 0 by convention. On the set {|df | ∈ (0,+∞)}, by the smoothness of up

on (0,+∞) it suffices to prove that

lim
ε↓0

|d(f + εg)|2 − |df |2

2ε = lim
ε↓0

|df |2 − |d(f − εg)|2
2ε , (4.32)
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where the limits are intended as in (4.8) and their existence follows from the existence of the limit
in (4.8). To see the above write the defining identity (1.11) with f − εg, f + εg in place of f, g
respectively, for ε ∈ (−ε̄, ε̄), to get

2|d(f − εg)|2 + 2|d(2f)|2 = |d(f + εg)|2 + |d(3f − εg)|2 m − a.e.

Rearranging and recalling the positive homogeneity in Proposition 3.21 we get

|d(f + εg)|2 − |df |2 = 2
(
|d(f − εg)|2 − |df |2

)
− 9

(
|d(f − ε

3g)|2 − |df |2
)

and — since both limits in (4.32) exist — the identity (4.32) easily follows.
(ii) Applying Theorem 4.15 to −g in place of g we obtain

lim sup
t→0

∫
g(γt) − g(γ0)

t
dπ(γ) ≤ −

∫
d+(−g)(∇f) |df |p−2(γ0)dπ(γ).

The conclusion follows combining Theorem 4.15 as stated with item (i) above.
(iii) For f, g causal define the auxiliary function B(f, g) on {0 < |df | ∧ |dg|} ∩ {|d(f + g)| < ∞} as

2B(f, g) := |d(f + g)|2 − |df |2 − |dg|2.

Then B(f, g) = B(g, f) and is finite m-a.e. by (3.20). We claim that for any f, g, h causal

B(f + h, g) = B(f, g) +B(h, g) (4.33)

holds where they are all defined. From the parallelogram law (1.11) defining infinitesimal
Minkowskianity we see that

4|d(f + h+ g)|2 + 4|dh|2 = 2|d(f + 2h+ g)|2 + 2|d(f + g)|2,
2|d(f + 2h+ g)|2 + 2|df |2 = |d(2f + 2h+ g)|2 + |d(2h+ g)|2,

2|d(h+ g)|2 + 2|dh|2 = |d(2h+ g)|2 + |dg|2,
2|d(f + h+ g)|2 + 2|d(f + h)|2 = |d(2f + 2h+ g)|2 + |dg|2.

The quantities on the left of each line are finite, hence the same is true of the quantities on the
right. Adding the first two identities and subtracting the last two we get (4.33). It is then clear
that

B(αf, g) = αB(f, g) (4.34)

first for α ∈ N, then for α ∈ Q+ and finally, using that |d(αf + g)| ≤ |d(βf + g)| ≤ |d(γf + g)|
holds m-a.e. whenever 0 ≤ α ≤ β ≤ γ as a consequence of (3.20), we conclude that (4.34) holds for
α ∈ [0,+∞).

To conclude, let f, g be causal, notice that on the set {|df | ∈ (0,+∞)} the limits in (4.32) are
equal to d+g(∇f) (from the discussions in the previous item) and therefore

d+g(∇f) = lim
ε↓0

|d(f + εg)|2 − |df |2

2ε = lim
ε↓0

B(f, εg)
ε

(4.34)= B(f, g)

and the conclusion follows.

Remark 4.17 (Lorentzian a.e. inner product from infinitesimal Minkowskianity). In an infinitesi-
mally Minkowskian forward spacetime, we can regard (4.31) as defining a symmetric and positively
bilinear a.e. inner product on the convex cone of causal cotangent fields df and dg, at least where
0 < |df | ∧ |dg| and |d(f + g)| < ∞. ■
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5 Effects of timelike Ricci curvature assumptions
5.1 Synthetic timelike curvature-dimension bounds
We introduce here the curvature conditions we are going to work with in the rest of the paper.
They involve (slight modifications of) the Timelike Measure Contraction Property proposed by
Braun [21], and the entropic variant of Cavalletti–Mondino [39] upon which it is based. Although
these conditions are expected to become equivalent under suitable non-branching hypotheses,
this is not yet established in Lorentzian signature. Braun’s formulation provides sharp constants,
while Cavalletti and Mondino’s yields narrow compactness in merely forward spacetimes via
Lemma 5.4 below. In the absence of global hyperbolicity we are going to need both. (When
(M, τ, ℓ,m) is globally hyperbolic on the other hand, all our results remain valid even if we replace
Boltzmann’s entropy (5.1) by the trivial entropy S∞(µ) := 0; Lemma 5.4 would remain true since
the compactness of emeralds E ⊂ M which holds in this case implies tightness — hence narrow
compactness — of the entire set P(E).)

For measures µ ∈ P(E) supported on an emerald E ⊂ M, the Boltzmann-Shannon entropy
S∞ : Pem(M) → [− logm(E),∞] is defined by

S∞(µ) :=
{∫

M
ρ log ρdm if µ = ρm

+∞ otherwise.
(5.1)

It is well-defined if m(E) < ∞ and its values lie in the indicated range by Jensen’s inequality.
Cavalletti and Mondino’s TMCPe(K,N) condition asks for suitable growth bounds on S∞(µt)
along strongly timelike ℓq-geodesics starting or ending at a point mass. Braun’s TMCP(K,N) asks
for analogous decay estimates on the N -Rényi entropy SN : P(M) → [−∞, 0] defined by

SN (µ) := −
∫

M

ρ(N−1)/N dm for µ = ρm + µ⊥, µ⊥ ⊥ m.

Both are detailed in Definition 5.1 and Remark 5.2 below.
For κ ∈ R define the generalized sine function sinκ : R → R as the only smooth f solving

f ′′ + κf = 0, f(0) = 0, f ′(0) = 1,

so that

sinκ(θ) :=


κ−1/2 sin(κ1/2 θ) if κ > 0,
θ if κ = 0,
|κ|−1/2 sinh(|κ|1/2 θ) otherwise.

Then for K ∈ R and N ∈ (1,+∞) define two distortion coefficients as follows: for θ ≥ 0 and
t ∈ [0, 1], set

σ
(t)
K,N (θ) :=


sinK/N (tθ)
sinK/N (θ) if Kθ2 < Nπ2,

+∞ otherwise
(5.2)

and, by geometrically averaging,

τ
(t)
K,N (θ) := t1/N σ

(t)
K,N−1(θ)(N−1)/N . (5.3)

In particular, when K = 0 the distortion coefficients simply become σ(t)
0,N (θ) = τ

(t)
0,N (θ) = t.

The interpretation of the average (5.3) is that in the smooth setting, the term t1/N measures the
volume distortion in all “tangential” directions (which does not see curvature), while “orthogonal”
directions are influenced by curvature and quantified by σ(t)

K,N−1(θ)(N−1)/N .
We now come to main definition of this section. Recall from Proposition 2.40 that under

the stated assumption the notion of ℓq-geodesic to a Dirac mass does not depend on the chosen
0 ̸= q < 1.
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Definition 5.1 (Hybrid timelike measure contraction property). Let (M, τ, ℓ,m) be a mm spacetime
in which ℓ is upper semicontinuous and does not take the value +∞. We say that it satisfies the
hybrid future timelike measure contraction property TMCPh

+(K,N) if for every µ = ρm ∈ Pem(M)
and x1 ∈ sptm with log(ℓ(·, x1)) ∈ L∞(µ) and S∞(µ) < ∞, there is an ℓq-geodesic (µt) from µ to
δx1 such that

SN (µt) ≤ −
∫
τ

(1−t)
K,N ◦ ℓ(·, x1) ρ1−1/N dm, ∀t ∈ [0, 1] and (5.4)

S∞(µt) ≤ S∞(µ) −N log σ(1−t)
K,N

(
∥ℓ(·, x1)∥L2(dµ)

)
, ∀t ∈ [0, 1]. (5.5)

Similarly, (M, ℓ,m) satisfies the hybrid past timelike measure contraction property TMCPh
−(K,N)

if for every µ = ρm ∈ Dom(S∞) ⊂ Pem(M) and x0 ∈ sptm with log(ℓ(x0, ·)) ∈ L∞(µ), there is an
ℓq-geodesic (µt) from δx0 to µ such that

SN (µt) ≤ −
∫
τ

(t)
K,N ◦ ℓ(x0, ·) ρ1−1/N dm, ∀t ∈ [0, 1] and (5.6)

S∞(µt) ≤ S∞(µ) −N log σ(t)
K,N

(
∥ℓ(x0, ·)∥L2(dµ)

)
, ∀t ∈ [0, 1]. (5.7)

Remark 5.2 (Related timelike measure contraction properties). Requiring (5.4) but not (5.5)
— or more precisely, replacing (5.1) with the trivial entropy S∞ := 0 — would yield a future
version TMCP+(K,N) of Braun’s timelike measure contraction property. In this case, replacing the
τ -distortion coefficients by the σ-distortion coefficients in (5.4) yields the reduced future timelike
measure contraction property TMCP∗

+(K,N). Similarly a future version TMCPe
+(K,N) of Cavalletti

and Mondino’s timelike measure contraction property is obtained by requiring (5.5) but not (5.4) or
equivalently setting SN := −∞. Past versions of these various conditions are defined analogously. In
all that follows, the hybrid assumption TMCPh

±(K,N) can be relaxed to TMCP±(K,N) whenever
(M, τ, ℓ,m) is globally hyperbolic.

TMCPh
+(K,N) is stronger than TMCP∗

+(K,N) [21, Prop. 3.6] and allows to prove all quantita-
tive properties we care about (especially our comparison theorems) in their sharp form. However,
with appropriate modifications that we occasionally specify, our results have evident adaptations
to the more general setting TMCPh,∗

+ (K,N) where the distortion coefficients τ are replaced by σ
in (5.4).

Notice also that — in line with the definition in positive signature [98], [114] — the TMCPh
+(K,N)

as formulated is not ‘dimensionally consistent’, meaning that a priori a space could be TMCPh
+(K,N)

but not TMCPh
+(K,N ′) for some N ′ > N . To enforce this property one should — tautologically —

work with spaces that are TMCPh
+(K,N ′) for all N ′ ≥ N (and similarly for TMCPh,∗

+ (K,N) and
the past versions of both). In timelike q-essentially non-branching spaces, however, dimensional
consistency does hold, as can be shown by localizing the inequalities defining TMCPh

+(K,N) and
TMCPh,∗

+ (K,N) to a pathwise inequality following the lines of Braun [21, Thms. 4.20, 4.21] and
taking appropriate powers. In particular, TMCPh,∗

+ (K,N) then recovers the entropic or reduced
TMCP conditions of Cavalletti–Mondino [39] and Braun [21]. Moreover, in this situation we expect
the two hybrid conditions TMCPh(K,N) and TMCPh,∗(K,N) to be equivalent, as suggested by
corresponding results of Cavalletti–Sturm [41] in positive signature. ■

Remark 5.3 (Failure to reach endpoints). Typically one assumes that the geodesic (µt) in the
above definition satisfies µ0 = µ and µ1 = δx1 , however in the current setting it seems us more
natural to work with this slightly weaker variant (2.32). One of the reasons is that it seems more
likely that this notion is stable by convergence of mm spacetimes (compare with the closure of
CGeo(M) established in Proposition 2.37). ■

Notice that by nature of the definition, the TMCPh
+(K,N) (resp. TMCPh

−(K,N)) condition is
only relevant for those points having non-empty chronological future (resp. past). In other words,
introduce the ‘timelike final/initial sets’ Mfin and Min of M as

Mfin := {x ∈ M : I+(x) = ∅}, and Min := {x ∈ M : I−(x) = ∅}
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and notice that these are evidently achronal but possibly empty. If the topology of M contains
the chronological one, then Mfin and Min are automatically closed; moreover, the closure of any
achronal set is still achronal. It is also clear that

(M, τ, ℓ,m) is TMCPh
+(K,N)

Mfin is m-measurable

}
⇒ (M, τ, ℓ,m (Mfin)c) is TMCPh

+(K,N) (5.8)

and similarly for TMCPh
−(K,N) spaces. As we are going to see in the next section (Corollary 5.11),

on TMCPh
+(K,N) spaces achronal sets are m-negligible (with the possible exception of Mfin), thus

(5.8) is relevant in connection to m-measurability of causal functions (recall Lemma 3.2).

5.2 Good geodesics
Our Sobolev calculus is built on the concept of test plans, that in turn asks for relevant measures
to have bounded compression. On the other hand, the curvature condition we are asking only
imposes entropy bounds. There is therefore a regularity gap that needs to be filled to link the
geometry encoded in the curvature assumption with the analysis on the space as we are developing
it. In positive signature, such a link was provided by Rajala in [104, 105] in the setting of CD
spaces: one of its first effects was to simplify the axiomatization of the RCD condition (making it
depending only on the CD assumption plus infinitesimal Hilbertianity) along the lines suggested
in [60, Remark 4.20] and put forward in [8]. Rajala’s construction was extended to MCP(K,N)
spaces by Cavalletti-Mondino in [36]. This latter result was later ‘Lorentzified’ in [20]. In this
section we shall show how it can be adapted to our current setting. The aim is to show existence of
ℓq-geodesics satisfying not only the entropy bounds encoded in the TMCPh assumption, but also
suitable L∞-density bounds. As is well known to experts, the construction involves 3 steps:

1) ‘One step estimates’ Prove existence of an intermediate point obeying the desired bounds.

2) ‘Discrete iteration’ Construct a discretization of the desired geodesic.

3) ‘Passage to the limit’ Pass to the limit in the discretization to get the desired geodesic.

To implement this in our setting, we notice two differences w.r.t. [20]: one concerns the version of
TMCP condition adopted, which has only a minor impact on the proof, and a conceptually deeper
one related to our choice to give up global hyperbolicity in favor of forward completeness.

Because of this passage from ‘compactness’ to ‘completeness’, the execution of the above plan,
that would be more or less standard in a globally hyperbolic setting, becomes more involved
and for this reason we give some detail below on how to proceed. This will involve step (3) in
particular, where we will make crucial use of the forward-narrow completeness of the space of
measures established in Proposition 2.18. An additional ingredient is instead needed to adapt
Rajala’s construction to the forward context and get step (1) done. For this we rely on the following
lemma, already known to experts:

Lemma 5.4 (Narrow coercivity of Boltzmann entropy). Fix an emerald E = J(C ′
0, C

′
1) with

m(E) < ∞ in a metric measure spacetime (M, τ, ℓ,m). For each c ∈ R, the following set is narrowly
compact:

Sc := {µ ∈ P(E) : S∞(µ) ≤ c}. (5.9)

Proof. Since mE := m E assigns finite mass to the Polish space M, there is a sequence of compact
sets Ci ⊂ Ci+i ⊂ M which exhausts the mass of mE . As in the discussion below [62, Eq. (3.4)],
since the function x 7→ x log x is convex and greater than −1, Jensen’s inequality can be used to
estimate Boltzmann’s entropy S∞(µ) from below by −mE(E \B) + µ(B) log µ(B)

mE(B) for any Borel
set B. Hence, using (5.9), the mass of µ ∈ Sc outside Ci (i.e. setting B = M \Ci) can be estimated
by

µ(M \ Ci) ≤ 1 + c+ mE(Ci)
− logmE(M \ Ci)

→ 0
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as i → ∞ at a rate independent of µ. This shows Sc is tight, hence Prokhorov’s theorem yields the
desired narrow compactness.

In the discussion below we shall need the notion of λ-intermediate measure between a measure
µ ∈ P(M) and a Dirac mass δx̄ at a point x̄ ∈ M such that log(ℓ(·, x̄)) ∈ L∞(µ). Given such µ and
x̄ and λ ∈ (0, 1) the set Intλ(µ, δx̄) is defined to consist of those ν ∈ P(M) with µ ⪯ ν ⪯ δx̄ for
which there is π ∈ Π≤(µ, ν) such that

ℓ(x, y) = λℓ(x, x̄) and ℓ(y, x̄) = (1 − λ)ℓ(x, x̄) π − a.e. (x, y). (5.10)

Equivalently ν ∈ Intλ(µ, δx̄) if and only if

ℓq(µ, ν) = λℓq(µ, δx̄) and ℓq(ν, δx̄) = (1 − λ)ℓq(µ, δx̄).

The definition of ℓq and reverse triangle inequality make it clear that Intλ(µ, δx̄) is convex. (Although
not needed here, in a geodesic spacetime, Propositions 2.40 and 2.47 and their proofs can also be
used to show a measure ν ∈ Intλ(µ, δx̄) is — for any 0 ̸= q < 1 — the value at λ of a ℓq-geodesic
from µ to δx̄; c.f. [84, Lemma 2.8] or [39, Theorem 2.11].)

The definition clearly implies that log(ℓ(·, x̄)) ∈ L∞(ν) as well, so the concept can be iterated.
Then notice that a simple gluing argument together with the reverse triangle inequality yield

ν ∈ Intλ1(µ, δx̄), σ ∈ Intλ2(ν, δx̄) ⇒ σ ∈ Intλ3(µ, δx̄), (5.11)

for (1 − λ3) = (1 − λ1)(1 − λ2).

Proposition 5.5 (Step 1 — one step estimates). Let (M, τ, ℓ,m) be a TMCPh
+(K,N) mm spacetime,

µ0 = ρ0 m ∈ Dom(S∞) ⊂ Pem(M) and x1 ∈ sptm satisfy log(ℓ(·, x1)) ∈ L∞(µ0). Assume λ ∈ (0, 1)
and m(E) < ∞ for some emerald E containing {x1} ∪ sptµ0.

Then there is νλ ∈ Intλ(µ0, δx1) so that putting D := sup ℓ(sptµ0 × {x1}) we have

νλ ≤ 1
(1−λ)N eDt

√
K−(N−1) ∥ρ0∥L∞(m)m; (5.12a)

SN (νλ) ≤ −
∫
τ

(1−λ)
K,N ◦ ℓ(·, x1) ρ1−1/N

0 dm; (5.12b)

S∞(νλ) ≤ S∞(µ0) −N log σ(1−t)
K,N

(
∥ℓ(·, x1)∥L2(µ0)

)
. (5.12c)

Proof. The proof is a variant of the clever manipulations in [104, 105]: we shall sketch it in the
simplified case K = 0, where computations are more transparent. We start noticing that for µ0, x1
as in the assumption, the set

IntK,N
λ (µ0, δx1) := {νλ ∈ Intλ(µ0, δx1) satisfying (5.12b) − (5.12c)}

is not empty, as it contains the measure µλ from Definition 5.1; it is narrowly compact by Lemma 5.4,
since each ν ∈ Intλ(µ0, δx1) vanishes outside of E. We shall show that (5.12a) can be satisfied
by studying the minimum on IntK,N

λ (µ, δx1) of the modified excess functional Fc defined below.
If the minimizer fails to satisfy (5.12a), we derive a contradiction by constructing an admissible
perturbation which lowers its excess.

We claim that there is ν ∈ IntK,N
λ (µ, δx1) for which (5.12a) holds. To this aim, let c := ∥ρ0∥∞

(1−λ)N

and Fc : Dom(S∞) → [0, 1] be defined as Fc(µ) :=
∫

[(1 + (ρ− c)2
+)1/2 − 1] dm for µ = ρm.

Let µ = ρm be an arbitrary measure in IntK,N
λ (µ0, δx1). If Fc(µ) = 0 we are done, otherwise

A := {x ∈ M : ρ(x) > c} is Borel and satisfies µ(A) > 0. For Â := M × A, let π ∈ P(M2)
be an optimal coupling between µ0 and µ, and denote the marginals of π′ := µ(A)−1π Â by
µ′

0 := (Pr1)∗π
′ ≤ µ(A)−1µ0 and µ′ := (Pr2)∗π

′ ≤ µ(A)−1µ.
Since S∞(µ′

0) ≤ 1
µ(A)S∞(µ0) − logµ(A) is finite and log(ℓ(·, x1)) ∈ L∞(µ′

0), the TMCPh
+(K,N)

assumption yields the existence of µ′′ ∈ IntK,N
λ (µ′

0, δx1) with

SN (µ′′) ≤ (1 − λ)SN (µ′
0) ≤ −(1 − λ)( ∥ρ0∥∞

µ(A) )− 1
N = −( c

µ(A) )− 1
N .
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If B ⊂ E is a Borel set where µ′′ is concentrated, Jensen’s inequality and the bound just
proved yield m(B) ≥ µ(A)

c > m(A). It follows that µ′′ cannot concentrate entirely on A. Set
A′ = B \ A and Â′ = M × A′. Let π′′ ∈ P(M2) be an optimal coupling between µ′

0 and µ′′,
and set π′′′ := µ(A′)−1π′′ Â′, so that µ′′′ := (Pr2)∗π

′′′ ≤ µ(A′)−1µ′′ lies in Intλ(µ′′′
0 , δx1) where

µ′′′
0 := (Pr1)∗π

′′′ ≤ µ(A′)−1µ′
0. We have now identified a portion µ′′′

0 ̸= 0 of µ0 whose λ-midpoint
under π (and π′) lies in A, but whose λ-midpoint µ′′′ under π′′ (and π′′′) lies outside A. For
ε > 0 small enough, setting µ′′′′ = (Pr2)∗(dµ′′′

0
dµ0

π) makes µε = µ + ε(µ′′′ − µ′′′′) ∈ Iλ(µ0, δx1) a
perturbation of µ which effectively ‘moves a bit of the mass of µ from above the threshold c to
below it’. Note dµ′′′

0
dµ0

≤ µ(A)µ′′(A′) is bounded. For ε > 0 smaller still we claim µε ∈ IntK,N
λ (µ0, δx1)

but Fc(µε) < Fc(µ). Once this claim is established, choosing µ to minimize the (narrowly) lower
semicontinuous excess Fc on the compact set IntK,N

λ (µ0, δx1) yields the desired contradiction to
conclude the proposition.

The outstanding claim can be argued as follows. All three functionals of interest — SN , S∞
and Fc — are given by nonlinearities s(z) ∈ {−z1−1/N , z log z, (1 + (z − c)2

+)1/2 − 1} which are
convex and differentiable on the positive reals. Formally

lim
ε↓0

∫
E

s( dµε

dm ) − s(ρ)
ε

dm =
∫
s′(ρ)d(µ′′′ − µ′′′′) < 0, (5.13)

by the monotonicity of s′, since µ′′′ is concentrated on {ρ ≤ c} while µ′′′′ is concentrated on {ρ > c}.
Since all three functionals of µε are real-valued and their integrands are convex functions of ε, the
dominated and monotone convergence theorems can be used to justify (5.13), arguing separately
on the intersections of {ρ ≤ c} and {ρ > c} with {ρ ≤ 1/e} and {ρ > 1/e}. For ε > 0 sufficiently
small, we now have SN (µε) < SN (µ), S∞(µε) < S∞(µ) and Fc(µε) < Fc(µ) which establishes the
desired claim and concludes the proof.

Proposition 5.6 (Step 2 — discrete iteration). With the same assumptions and notation of
Proposition 5.5 the following holds. Let λ ∈ (0, 1), put νλ,0 := µ0 and then let νλ,k+1 ∈ Intλ(νλ,k, δx1)
be given by Proposition 5.5 above with νλ,k in place of µ0.

Then putting tλ,k := 1 − (1 − λ)k, for every k ∈ N we have

νλ,k ≤ 1
(1−tλ,k)N eDtλ,k

√
K−(N−1) ∥ρ0∥L∞(M,m)m, (5.14a)

SN (νλ,k) ≤ −
∫
τ

(1−tλ,k)
K,N ◦ ℓ(·, x1) ρ1−1/N

0 dm; (5.14b)

S∞(νλ,k) ≤ S∞(µ0) −N log σ(1−tλ,k)
K,N

(
∥ℓ(·, x1)∥L2(µ0)

)
; (5.14c)

νλ,k′ ∈ Ints(νλ,k, δx1) for s = tλ,k′ −tλ,k

1−tλ,k
= 1 − (1 − λ)k′−k ∀k′ ≥ k, (5.14d)

where D := sup ℓ(sptµ0 × {x1}).

Proof. The short discussion after the definition (5.10) ensures that the measures νλ,k are well
defined. Let us then introduce D̄k := sup ℓ(spt νλ,k × {x1}) and Dk := ∥ℓ(·, x1)−1∥−1

L∞(νλ,k) > 0
respectively. Then the definition (5.10) and an induction argument show that

D0(1 − λ)k ≤ Dk ≤ D̄k ≤ D̄0(1 − λ)k, and D̄0 = D. (5.15)

Now, letting νλ,k = ηλ,km, from the bound (5.12a) we see that

∥ηλ,k∥L∞(M,m) ≤ 1
(1 − λ)N

eD̄k−1 λ
√

K−(N−1) ∥ηλ,k−1∥L∞(M,m)

≤ . . . ≤ 1
(1 − λ)kN

eλ
√

K−(N−1)
∑k−1

i=0
D̄i ∥ρ0∥L∞(M,m).

Together with (5.15), this gives (5.14a). For (5.14b)–(5.14c) we notice that from the monotonicity
of θ 7→ τ

(t)
K,N (θ) and θ 7→ σ

(t)
K,N (θ) (they are increasing if K > 0 and decreasing if K < 0), the
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definition of νλ,k and (5.12b)–(5.12c), we get

SN (νλ,k) ≤ −
∫

M

τ
(1−λ)
K,N ◦ ℓ(·, x1) (ηλ,k−1)1−1/N dm ≤ τ

(1−λ)
K,N (D∗

k−1) SN (νλ,k−1),

S∞(νλ,k) − S∞(νλ,k−1) ≤ − log σ(1−λ)
K,N

(
∥ℓ(·, x1)∥L2(νλ,k−1)

)
≤ − log σ(1−λ)

K,N (D∗
k−1),

where D∗
k−1 is equal to Dk−1 if K > 0 and to D̄k−1 if K ≤ 0. With this convention, from (5.15)

we see that −τ (1−λ)
K,N (D∗

k) ≤ −τ (1−λ)
K,N (D∗

0(1 − λ)k) and similarly for −σ(1−λ)
K,N . Thus taking also into

account the product formulas
∏k−1

i=0 τ
(1−λ)
K,N (θ(1 −λ)i) = τ

((1−λ)k)
K,N (θ) and similarly for σ(1−λ)

K,N (these
follow from the definitions (5.2) and (5.3) noticing that the products are telescopic), by induction
from the above we conclude that

SN (νλ,k) ≤ τ
(1−tλ,k)
K,N (D∗

0) SN (µ0) ∀k ∈ N, (5.16a)

S∞(νλ,k) ≤ S∞(µ0) − log σ(1−tλ,k)
K,N (D∗

0) ∀k ∈ N. (5.16b)

Now we adapt the estimates (5.16) to establish the desired entropy inequalities. The idea
is to decompose the transport into separate parts where the quantity ℓ(·, x1) is “approximately
constant” and combine the continuity of the distortion coefficients with a similar argument as
for (5.16). Let ε > 0 and set Al := {lε < ℓ(·, x1) ≤ (l + 1)ε}, where l ∈ N0. Clearly, these sets
are mutually disjoint (and here we benefit from transporting to a Dirac mass); in particular, SN

behaves additively under the decomposition of νλ,k into multiples of its restrictions to the Al’s.
Since any transport toward δx1 does not mix the masses in different Al’s, we see that the measure
νλ,k+1 obtained applying Proposition 5.5 to νλ,k is equal to the suitable linear combinations of the
mutually singular measures obtained applying the same statement to the restrictions of νλ,k to the
Al’s. The claimed estimate thus follows from repeating the argument from the above paragraph
separately for every l and finally sending ε → 0. In the case of (5.14c), to obtain the desired bound
we use the convexity of r ∈ (0, N

K−
π2) 7→ g(r) := log σ(t)

K,N (r1/2) for each t ∈ (0, 1) that we now

verify. When K < 0, setting K = −N without loss of generality, g(r) = log sinh(tr1/2)
sinh (r1/2) yields

4r1/2g′′(r) = [(e4r1/2
− 1) − t(e4tr1/2

− 1)] + 4r1/2[e2r1/2
− t2e2tr1/2

]

with both terms in square brackets being positive. Similarly, f(r) := σ
(t)
N,N (r1/2) yields

4r2f ′′(r) =
( r1/2

sin r1/2

)2
+ r1/2 cot(r1/2) − tr1/2 cot(tr1/2) −

( tr1/2

sin tr1/2

)2

whose positivity follows from the monotonicity of θ ∈ (0, π) 7→ θ cot(θ) + ( θ
sin θ )2.

Finally, (5.14d) holds by induction from (5.11).

We are now ready to prove the main result of the section. In the statement below we need a
few additional assumptions on the given mm spacetime: that it is forward, as in Definition 2.1 (to
ensure existence of suitable limits) and that ℓ+ is real valued (to be sure that it is bounded from
above on emeralds so that suitable rigidity can be extracted from equality in the reverse triangle
inequality).

Theorem 5.7 (Step 3 — passage to the limit). With the same assumptions and notation of
Proposition 5.5 and assuming furthermore that (M, τ, ℓ,m) is forward, that m(E) < ∞ for any
emerald E, and that ℓ is upper semicontinuous and does not take the value +∞.

Then there is a curve (µt) ⊂ Pem(M) that is a strongly timelike ℓq-geodesic from µ to δx1 for
any 0 ̸= q < 1 such that

µt ≤ 1
(1−t)N eDt

√
K−(N−1) ∥ρ∥L∞(M,m), (5.17a)
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SN (µt) ≤ −
∫
τ

(1−t)
K,N ◦ ℓ(·, x1) ρ1−1/N dm, (5.17b)

S∞(µt) ≤ S∞(µ0) −N log σ(1−t)
K,N

(
∥ℓ(·, x1)∥L2(µ0)

)
, (5.17c)

for any t ∈ [0, 1), where D := sup ℓ(sptµ0 × {x1}).

Proof. We shall build upon Proposition 5.6 and borrow notation from it. Since µ0 ∈ Pem(M), for
suitable compact sets K0,K1 we have sptµ0 ⊂ J(K0,K1). It is then clear that spt νλ,k ⊂ E for
E := J(K0, {x1}) for any λ ∈ (0, 1), k ∈ N. For each T < 1, the assumption m(E) < ∞ and the
estimate (5.14a) yield tightness of the collection {νλ,k : tλ,k ≤ T}.

Now observe that for any t ∈ [0, 1] and λn ↓ 0 there is (kn) ⊂ N so that tλn,kn
→ t as

n → ∞. This, the tightness just mentioned and a diagonalization argument imply that there is
D ⊂ (0, 1) dense and λn ↓ 0 such that for any t ∈ D there is (kn) ⊂ N such that tλn,kn → t and
(νλn,kn) narrowly converges to some ηt as n → ∞. We also include 0, 1 in D and define η0 := µ0
and η1 := δx1 . Since {ℓ ≥ 0} is closed, we have ηt ⪯ ηt′ for all t, t′ ∈ D with t ≤ t′, thus by
Proposition 2.28 (recall Proposition 2.18) we see that there is a unique (µt) ∈ LCC([0, 1];P(M))
with ηr ⪯ µt ⪯ ηs for any r < t ≤ s, r, s ∈ D.

By the stability of the bounds (5.17) w.r.t. narrow convergence it is easy — starting from
(5.14a)–(5.14c) — to deduce first that (5.17) hold for ηt with t ∈ D and then that these hold for
µt for any t ∈ [0, 1).

Thus it only remains to prove that (µt) is a strongly timelike ℓq-geodesic for any 0 ̸= q < 1.
Fix q and notice that from (5.14d) and the very definition of Intλ(µ, δx) it easily follows that
ℓq(νλ,k, νλ,k′) ≥ (tλ,k′ − tλ,k)ℓq(µ0, δx1) ∈ R. Then the upper semicontinuity in Lemma 2.19 yields
ℓq(ηt, ηs) ≥ (s − t)ℓq(µ0, δx1) for any t < s, t, s ∈ D. Now let t, s ∈ [0, 1] be with t < s and find
t′, s′ ∈ D with t < t′ < s′ < s. The construction of (µr) ensures that µt ⪯ ηt′ ⪯ ηs′ ⪯ µs which in
turn implies ℓq(µt, µs) ≥ ℓq(ηt′ , ηs′) ≥ (s′ − t′)ℓ(µ0, δx1). Letting t′ ↓ t and s′ ↑ s we conclude from
Proposition 2.34 that the curve (µr) is a causal ℓq-geodesic with ℓq(µ0, µ1) ∈ R.

Also, µ0 × δx1 is the only admissible coupling of (µ0, δx1) and by assumption it is concentrated
on {ℓ ∈ (0,+∞)}. It follows from Proposition 2.39 that any ℓq-optimal coupling of (µ0, µ1) is also
concentrated on {ℓ ∈ (0,+∞)}, i.e. that (µt) is a strongly timelike ℓq-geodesic, as desired.

Remark 5.8 (Variants). In relation to Remark 5.2, we notice that the statement of the pre-
vious Theorem 5.7 holds almost unchanged by replacing every occurrence of TMCPh

+(K,N) by
TMCPh,∗

+ (K,N). In this case only the slightly worse density bound

µt ≤ 1
(1−t)N eDt

√
K−(N) ∥ρ0∥L∞(M,m),

can be guaranteed. Similarly, if our space is TMCPh
+(K,N ′) for every N ′ ≥ N and an ℓq-geodesic

which satisfies each of the defining inequalities can be chosen independently of N ′, then the same
construction produces measures satisfying (5.17a)–(5.17c) with

SN ′(µt) ≤ −
∫
τ

(t)
K,N ′ ◦ ℓ(·, x1) ρ1−1/N ′

0 dm, ∀N ′ ≥ N,

in place of (5.17b). Similar comments apply to Theorem 5.12 below. ■

We shall typically use Theorem 5.7 above in conjunction with the lifting of ℓq-geodesics given
in Corollary 2.46 to obtain:

Corollary 5.9 (On existence of initial test plans with Dirac targets). Let (M, τ, ℓ,m) be a
TMCPh

+(K,N) forward mm spacetime so that m(E) < ∞ for any emerald E and ℓ is upper
semicontinuous and does not take the value +∞. Let x1 ∈ M and µ0 ∈ Pem(M) with bounded
compression satisfy log(ℓ(·, x1)) ∈ L∞(µ0). Assume also that M is timelike q-essentially non-
branching at 0 for some 0 ̸= q < 1 and that either (A) or (B) of Theorem 2.43 hold.

Then there exists an initial test plan π with (e0)∗π = µ0 concentrated on timelike geodesics γ
from γ0 to x1.
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Proof. Our assumptions allow to apply first Theorem 5.7 to find (µt) and then Corollary 2.46 to
obtain a lifting π ∈ P(LCC([0, 1]; M)) of (µt) concentrated on timelike ℓ-geodesics that lifts (µt)
and so that (e0, e1)∗π is ℓq-optimal (for every 0 ̸= q < 1). Since (µt) is a ℓq-geodesic from µ0
to δx1 , Corollary 2.46 implies that π is concentrated on geodesics γ from γ0 to x1. Also, from
the bound (5.17a) we see that (et)∗π ≤ C m for every t ∈ [0, 1/2] and some C > 0, so that to
conclude it suffices to prove that (µt) narrowly converges to µ0 as t ↓ 0. In turn, this follows from
Corollary 2.57, the q-essential timelike non-branching at 0 and the properties of (µt).

A useful consequence of Theorem 5.7 is the following (compare with [39, Rem. 3.10]).

Corollary 5.10 (Essential geodesy of sptm). Let (M, τ, ℓ,m) be a forward TMCPh
+(K,N) mm

spacetime in which ℓ is upper semicontinuous and does not take the value +∞ and m(E) < +∞
for every emerald E ⊂ M. Assume also that either (A) or (B) of Theorem 2.43 hold.

Then for every y ∈ sptm and m-a.e. x ∈ I−(y) there exists a geodesic γ ∈ TGeo(M) from x to
y with γt ∈ sptm for every t ∈ [0, 1].

Proof. Using that the background metric is separable and m is locally finite, by the Lindelöf
property we cover I−(y) with a countable number of finite m-measure open sets. Each of these
sets is exhausted by a sequence of compact sets of positive m-measure where ℓ(·, y) is bounded
away from 0 and +∞ (up to an m-negligible set). Let µ be the uniform distribution of any such
compact set and apply Corollary 2.46 to the geodesic (µt) given by Theorem 5.7 to find a lifting π
of (µt). The L∞-bounds (5.17a) ensure that sptµt ⊂ sptm for every t ∈ [0, 1) and thus that for
π-a.e. γ we have γt ∈ sptm for every t ∈ Q ∩ [0, 1). Since π is concentrated on TGeo(M), we just
proved that there is γ ∈ TGeo(M) with γt ∈ sptm for every t ∈ Q ∩ [0, 1). By left continuity it
follows that γt ∈ sptm for every t ∈ [0, 1], as desired.

Another interesting consequence of Theorem 5.7 is the following result. The argument for the
proof is inspired from [59]. Surprisingly however, the non-branching assumption is only required in
its weakest form, namely ‘essentially non-branching at 0’, whereas the branching at later times
that must be avoided in [59] is permitted in the present context.

Corollary 5.11 (Measurability of causal functions on TMCPh
+(K,N) spacetimes). Let (M, τ, ℓ,m)

be a TMCPh
+(K,N) forward mm spacetime with τ containing the chronological topology, m(E) < ∞

for every emerald E and in which ℓ is upper semicontinuous and never +∞. Assume also that it is
q-essentially non-branching at 0 for some 0 ̸= q < 1.

Let A ⊂ M be achronal with closure Ā disjoint from Mfin. Then m(Ā) = 0. In particular, if
f : M → R̄ is a rough (i.e. possibly non-measurable) causal function, then its restriction to M \ Mfin
is m-measurable.

Proof. The second statement is a consequence of the first and of Lemma 3.2, so we focus on the
first. As τ contains the chronological topology, the closure of an achronal set is still achronal. Thus
we can assume A = Ā.

We argue by contradiction and assume m(A) > 0. From A∩Mfin = ∅ we see that A ⊂ ∪x∈MI
−(x),

so using the Lindelöf property of (the Polish space) A we can find a countable collection (xn) so
that A ⊂ ∪nI

−(xn). Then by interior approximation we can find x1 ∈ M and C ⊂ A compact with
m(C) > 0 and log(ℓ(·, x1)) ∈ L∞(C,m). Apply Theorem 5.7 with µ0 := m(C)−1m C to find (µt)
as in the statement.

Then the uniform density bounds and the assumption of q-essentially non-branching at 0
(applied to t 7→ µts for some s ∈ (0, 1)) implies that (µt) is narrowly continuous at t = 0 (by
Corollary 2.57).

Let U ⊃ C be open with m(U) < 3
2m(C). The narrow convergence implies limt↓0 µt(U) = 1 and

letting µt = ρtm, the bound (5.17a) gives lim inft↓0 m({ρt > 0}) ≥ m(C). It follows that for some
t > 0 we have m(C ∩ {ρt > 0}) > 0 and letting π ∈ Π≤(µ0, µt) (that exists, as µ0 ⪯ µt), this means
that π({(x, y) : x, y ∈ C}) > 0. Since by (2.36) we see that ℓ(x, y) = tℓ(x, x1) for π-a.e. (x, y) the
assumption log(ℓ(·, x1)) ∈ L∞(C,m) implies that there are x, y ∈ C with ℓ(x, y) > 0, contradicting
the achronality of C ⊂ A.
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Theorem 5.7 works with the target measure being a Dirac mass. An extension of this result
holds for more general target measures, provided we add a suitable non-branching assumption to
our spacetime and some further assumptions on τ. Specifically, we will ask that either (A) or (B)
of Theorem 2.43 hold: this is necessary as we will need to lift suitable geodesics appearing the
statement and proof. Concerning non-branching: as shown by Gigli [59] in positive signature, a
non-branching assumption together with a lower Ricci bound in the form of a CD condition implies
existence of optimal transport maps. This has been extended to non-branching MCP spaces by
Cavalletti–Mondino [36] and then to timelike non-branching TMCP spacetimes in [39]. This latter
fact will be used in the proof of the next result, that closely follows the construction in positive
signature given in [36, Prop. 4.3].

Theorem 5.12 (On uniqueness of ℓq-geodesics and existence of optimal maps). Let (M, τ, ℓ,m) be
a forward TMCPh

+(K,N) mm spacetime with m(E) < ∞ for any emerald E and in which ℓ+ is
continuous and real valued. Also, let µ0, µ̄1 ∈ Pem(M) with µ0 = ρ0m having bounded compression
and 0 ̸= q < 1. Assume furthermore that:

- either (A) or (B) of Theorem 2.43 hold,

- M is timelike q-essentially forward non-branching,

- M is timelike q-essentially non-branching at 0,

- ℓq(µ0, µ̄1) ∈ (0,+∞) and there is an ℓq-optimal coupling π̄ ∈ Π≤(µ0, µ̄1) concentrated on
{ℓ ∈ (c, 1

c )} for some c > 0.

Then:

i) There is a unique ℓq-geodesic (µt) from µ0 to µ̄1 and it is strongly ℓq-timelike;

ii) (µt) admits a unique lifting π ∈ P(LCC([0, 1]; M)) and is induced by a map, i.e. there is
F : M → LCC([0, 1]; M) with e0 ◦ F being the identity µ0-a.e. and such that π = F∗µ0;

iii) we have
ℓ(x, F1(x)) ∈ [c, 1

c ] µ0 − a.e. x; (5.18)

iv) for every t ∈ [0, 1) we have

µt ≤ 1
(1−t)N eDt

√
K−(N−1) ∥ρ0∥L∞(M,m)m, (5.19a)

SN (µt) ≤ −
∫
τ

(1−t)
K,N ◦ ℓ(γ0, γ1) ρ0(γ0)−1/N dπ(γ), (5.19b)

S∞(µt) ≤ S∞(µ0) −N log min{σ(1−t)
K,N (c), σ(1−t)

K,N (1/c)}. (5.19c)

Proof. We will first consider the situation of µ̄1 being a convex combination of Dirac masses, i.e.
µ̄1 :=

∑
i λi δyi for given λ1, . . . , λn ∈ (0, 1) and mutually distinct points y1, . . . , yn ∈ sptm. For

i = 1, . . . , n, let πi := λ−1
i π M × {yi} and µ0,i := (Pr1)∗πi. Then let (µt,i) ⊂ Pem(M) be given

by Theorem 5.7 applied to µ0,i and δyi
and then πi ∈ P(LCC([0, 1]; M)) be a lifting of it as in

Corollary 2.46. Also, let αi := (e1)∗πi × δyi
be the only coupling between (e1)∗πi and δyi

(hence
ℓq-optimal). Then we have

ℓq(µ1,i, δyi) ≥
( ∫

ℓq(γ0, γ1) dπi(γ)
) 1

q +
( ∫

ℓq(x, y) dαi(x, y)
) 1

q

≥ ℓq(µ1,i, δyi
) +

( ∫
ℓq(x, y) dαi(x, y)

) 1
q

.

The assumption on π ensures that ℓq(µ1,i, δyi
) ∈ (0,+∞), thus inspecting the equality case in (2.9)

we deduce that αi is concentrated on {(x, y) : ℓ(x, y) = 0}.
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We claim that µi ⊥ µj for i ≠ j. In positive signature, this follows from the entropy estimates
coming from lower Ricci bounds, a non-branching assumption and the narrow continuity of W2-
geodesics (see [59]). These arguments carry over also in our setting (see also [39, Thm. 3.20] and
[21, Thm. 4.16]), where we remark that the assumption of timelike q-essentially non-branching
at 0 is used — via Corollary 2.57 — to get the desired narrow continuity at 0. Notice that with
respect to the above references, working with q < 0 causes no additional difficulties and that the
compactness of emeralds used in the proof of this result in [39, 21] is bypassed by our requirement
that they have finite m-measure; c.f. Remark 1.2.

Thus µi ⊥ µj for i ̸= j and since yi ̸= yj as well for i ̸= j, a further use of the non-branching
assumption tells that (et)∗πi ⊥ (et)∗πj for every t ∈ [0, 1] and i ̸= j. Putting π :=

∑
i λiπi and

α :=
∑

i λiαi, we thus have that α ∈ Π≤((e1)∗π, µ̄1) and (et)∗π = ρtm = µt with

∥ρt∥L∞(M,m) = max
i
λi∥ρi,t∥L∞(M,m), where ρi,t := d(et)∗πi

dm ,

SN (µt) =
∑

i

λ
1−1/N
i SN (µi,t),

S∞(µt) ≤
∑

i

λiS∞(µi,t),

so that π satisfies (5.19) as a consequence of the bounds (5.17) for the πi,t’s. The fact that (µt) is
a ℓq-geodesic from µ0 to µ̄1 follows from the construction (notice that α is concentrated on {ℓ = 0})
and (5.18) follows from Proposition 2.39.

Now assume that sptµ0 × spt µ̄1 ⊂ {ℓ ∈ (c, 1
c )}. Since {ℓ ∈ (c, 1

c )} is open, we can find a
sequence (µ̄n

1 ) of convex combinations of Dirac masses narrowly converging to µ̄1 and so that
sptµ0 × spt µ̄n

1 ⊂ {ℓ ∈ (c, 1
c )} for every n ∈ N so that there are ℓq-optimal couplings π̄n for (µ0, µ

n
1 )

narrowly converging to some π̄′ that, by the continuity of ℓ in {ℓ ∈ (c, 1
c )}, is ℓq-optimal. It is

not hard to see that we can choose the µ̄n
1 ’s so that they all have support in a fixed emerald

E, that we can assume to contain also sptµ0. The construction and the continuity of ℓ+ ensure
that ℓq(µ, µ̄n

1 ) → ℓq(µ, µ̄1) as n → ∞. As before, there are πn ∈ P(LCC([0, 1]; M)) as above for
µ0, µ̄

n
1 and notice that the construction yields (e1)∗π

n ⪯ µ̄n
1 . We claim that these are tight. If (A)

holds, this is a quite direct consequence of the tightness of (µ̄n
1 ) and the same arguments in the

proof of Theorem 2.43. If (B) holds we use the uniform L∞ estimates (5.19a) and the fact that
m E is tight to conclude that ((et)∗π

n) is tight for every t < 1. This suffices, as in the proof of
Theorem 2.43, to obtain tightness.

Hence a non-relabelled subsequence narrowly converges to a limit π. Since the relevant couplings
are concentrated on {ℓ ∈ (c, 1

c )} and ℓ+ is continuous, using also Lemma 2.38 we have

uq

(
ℓq(µ0, µ̄1)

)
= lim

n→∞
uq

(
ℓq(µ0, µ̄

n
1 )

)
= lim

n→∞

∫
Aq(γ) dπn(γ) ≤

∫
Aq(γ) dπ(γ).

Arguing as in the proof of Theorem 2.43 to pass to the limit in the marginals we see that (e1)∗π ⪯ µ̄1,
thus the last claim in Corollary 2.46 tells that t 7→ µt := (et)∗π is a ℓq-geodesic from µ0 to µ̄1.

Then again using the same techniques adopted in proving Theorem 2.43 when passing to the
limit at the level of plans in P(LCC([0, 1]; M)), we can pass to the limit in (5.19) stated for the
πn’s and prove that the same bounds hold for π: for (5.19a) this is trivial, passing to the limit in
(5.19b) is a bit more technical, but nevertheless doable, see also the arguments in [114, Lemma
3.3]. The fact that π is induced by a map will be (briefly) mentioned in a moment; from that the
bound (5.18) is trivial from the construction

Removing the assumption that sptµ0 × spt µ̄1 ⊂ {ℓ ∈ (c, 1
c )} is done by decomposing the

support of the given π into countably many suitable rectangles, see e.g. the proof of [21, Prop. 3.38].
It thus remains to show the uniqueness properties in (i), (ii). These, however, follow via

the same arguments used to prove µi ⊥ µj above, see for instance [65] for the proof in positive
signature.
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5.3 A converse Hawking–King–McCarthy theorem
Building on the results proved in the previous section, in this one we study the interplay of our
Sobolev calculus and the “metric” features of the given metric measure spacetime (M, τ, ℓ,m).
Our motivation comes from a classical result of Hawking–King–McCarthy [68]: if (M1, g1) and
(M2, g2) are two spacetimes of the same dimension, the first being strongly causal, then every map
F : M1 → M2 which preserves the respective time separations is in fact a smooth isometry, in
particular F∗g1 = g2. (The converse is obvious.) Our analog of this result is stated in Theorem 5.16
below. In contradistinction to the smooth setting of Hawking–King–McCarthy, we use ℓ to define
the (maximal weak sub)slope |df | instead of the other way around, so it is the obvious direction
from that setting which becomes challenging for us to prove.

The positive-signature predecessor of this result from metric measure geometry that inspires
us is due to Gigli [63, Lem. 4.19, Prop. 4.20] in the context of the proof of the splitting theorem
for RCD spaces. The so-called Sobolev-to-Lipschitz property introduced there [63, §4.1.3] was
pioneered to characterize metric measure and Sobolev isometries.

We turn to the technical content. In positive signature, 1-Lipschitz functions fully characterize
the underlying distance. Analogously, in our setting 1-steep functions fully characterize the
underlying time separations, via the duality formula

ℓ(x, y) = inf{f(y) − f(x) : f : M → R̄ is 1-steep}, ∀x, y ∈ M, (5.20)

valid on any metric spacetime (M, ℓ). Indeed, ≤ comes from the definition of 1-steepness, while
for ≥ we pick f(z) := ℓ(x, z) (in the case of smooth spacetimes, the duality formula characterizes
stability of the spacetime [88, Thm. 4.6]). If we are on a metric measure spacetime, then we know
from (3.15) that every 1-steep function f satisfies |df | ≥ 1 m-a.e., therefore in this case we have

ℓ(x, y) ≥ inf{f(y) − f(x) : f : sptm → R̄ causal, |df | ≥ 1 m-a.e.}, ∀x, y ∈ M. (5.21)

Understanding whether equality holds here is relevant if one wants to use the Sobolev-like calculus
we just developed in order to derive precise metric information on the underlying spacetime. Still,
without further assumptions, we cannot expect equality to hold in (5.21), as there could be a gap
between the class of 1-steep functions and that of functions with |df | ≥ 1 m-a.e. It is then natural
to propose the following:

Definition 5.13 (Sobolev-to-steepness property). Let (M, τ, ℓ,m) be a mm spacetime. We say that
it has the Sobolev-to-steepness property if every causal function f : M → R̄ with |df | ≥ 1 m-a.e. is
1-steep on sptm.

Notice that unlike the positive signature case, here there is be no need to pass to m-representatives,
as the property of being causal already depends on the value of the function at any point.

From the previous consideration it is now easy to see that the following holds:

Proposition 5.14 (Duality formula). A metric measure spacetime (M, τ, ℓ,m) satisfies the Sobolev-
to-steepness property if and only if for every x, y ∈ sptm we have

ℓ(x, y) = inf{f(y) − f(x) : f : sptm → R̄ causal, |df | ≥ 1 m-a.e.}. (5.22)

Proof. “If”. Any causal function f : sptm → R̄ with |df | ≥ 1 m-a.e. is admissible in (5.22), hence
all points x, y ∈ sptm satisfy the inequality f(y) − f(x) ≥ ℓ(x, y). This is to say f is 1-steep on
sptm.

“Only if”. Inequality ≥ holds by (5.21). For ≤ we notice that every function f in the infimum
is 1-steep on sptm by the assumed Sobolev-to-steepness property, thus we conclude by applying
(5.20) on sptm.

In the following, given a monotone map T : sptm1 → sptm2 between two given forward
mm spacetimes (M1, τ1, ℓ1,m1) and (M2, τ2, ℓ2,m2) we define the map T : LCC([0, 1]; sptm1) →
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LCC([0, 1]; sptm2) as the one sending γ to the element of LCC([0, 1]; sptm2) associated to the
monotone map T ◦γ via Proposition 2.28 (in other words, T(γ)0 := T (γ0) and T(γ)t := lims↑t T (γs)
for t > 0). Notice that by Lemma 2.27 we see that T (γt) = T(γ)t for t = 0 and every t ∈ (0, 1]
except at most a countable number, thus the very definition of the (distance D inducing the)
topology of LCC([0, 1]; sptm2) shows that if T is Borel, then so is T.

Lemma 5.15 (One-sided nonsmooth Hawking–King–McCarthy theorem). Let (M1, τ1, ℓ1,m1)
and (M2, τ2, ℓ2,m2) be two forward mm spacetimes and T : sptm1 → sptm2 be a bijective Borel
map. Assume that T∗m1 ≤ C m2 for some constant C > 0 and let T : LCC([0, 1]; sptm1) →
LCC([0, 1]; sptm2) be defined as above.

Consider the two statements:

i) T : sptm1 → M2 is 1-steep, i.e. for every x, y ∈ sptm1 we have ℓ2(T (x), T (y)) ≥ ℓ1(x, y).

ii) If g : M2 → R̄ is causal then so is g ◦ T : M1 → R̄ and |d(g ◦ T )|1 ≥ |dg|2 ◦ T m1-a.e.

Then (i) ⇒ (ii) and, conversely, if (M1, ℓ1,m1) satisfies the Sobolev-to-steepness property we also
have (ii) ⇒ (i).

Proof. (i) =⇒ (ii). That g ◦ T is causal is obvious. To show the stated bound, let π be a test plan
on M1. We claim that T∗π is a test plan on M2 and since it is clearly a measure on LCC([0, 1]; M2)
all we need to do is to show that (et)∗T∗π ≤ C ′m2 for every t ∈ [0, 1] and some C ′ > 0. We
have already noticed for every γ ∈ LCC([0, 1]; M1) that T(γ)0 = T (γ0) and T(γ)t = T (γt) holds
except at a countable number of t ∈ (0, 1]. It follows that (e0)∗T∗π = T∗(e0)∗π ≤ CC ′′m2, where
C ′′ > 0 is so that (et)∗π ≤ C ′′m1 for every t ∈ [0, 1]. Also, for s, t ∈ [0, 1] with s < t we have∫ t

s
(er)∗T∗π =

∫ t

s
T∗(er)∗π ≤ (s− t)CC ′′m2, so that dividing by s− t and letting s ↑ t using that

T∗π is concentrated on left continuous paths we conclude that (et)∗T∗π ≤ CC ′′m2, establishing
that T∗π is a test plan, as desired.

Now the claim follows by duality. Let g : M2 → R̄ be causal, note that g ◦T is a causal function
on sptm1 by (i). For a test plan π on M1 we just proved that T∗π is a test plan on M2, therefore,∫
g ◦ T (γ1) − g ◦ T (γ0) dπ(γ) =

∫
g(σ1) − g(σ0) dT∗π(σ)

≥
∫∫ 1

0
|dg|2(σr) |σ̇r| dr dT∗π(σ) ≥

∫∫ 1

0
|dg|2(T (γr)) |γ̇r| dr dπ(γ).

In the last step, we have employed the hypothesized noncontractivity (i) and Theorem 2.23. This
shows |dg|2 ◦T is a weak subslope of g ◦T . The desired inequality thus follows from the maximality
asserted by Theorem 3.14.

(ii) =⇒ (i). Let x, y ∈ M1 and then g : M2 → R̄ be defined as g(z) := ℓ2(T (x), z). Then g is
1-steep, hence (by (3.15)) |dg|2 ≥ 1 m2-a.e. and thus our assumptions ensure that g ◦ T is causal
with |d(g ◦ T )|1 ≥ 1 m1-a.e. Since M1 has the Sobolev-to-steepness property we deduce that g ◦ T
is 1-steep on sptm1, thus in particular g(T (y)) − g(T (x)) ≥ ℓ1(x, y). Since the left hand side of
this identity is equal to ℓ2(T (x), T (y)), the proof is complete.

Theorem 5.16 (Nonsmooth Hawking–King–McCarthy theorem). Assume that (M1, τ1, ℓ1,m1) and
(M2, τ2, ℓ2,m2) are forward mm spacetimes with the Sobolev-to-steepness property. Let T : sptm1 →
sptm2 be a surjective measure-preserving Borel map, i.e. T∗m1 = m2.

Then the following are equivalent.

(i) T is an isometry of metric measure spacetimes, i.e. for every x, y ∈ sptm,

ℓ2(T (x), T (y)) = ℓ1(x, y). (5.23)

(ii) f : M2 → R̄ is causal if and only if so is f ◦T : M1 → R̄ and in this case |d(f ◦T )|1 = |df |2◦T
holds m1-a.e.
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Proof. We shall apply Lemma 5.15 first to T and then to its inverse. To do so we must first verify
that T is invertible. If (i) holds, the condition T (x) = T (y) and (5.23) imply ℓ1(x, y) = ℓ1(y, x) = 0,
which forces x = y. If (ii) holds a similar argument works from the causality preservation. Thus in
either case T is injective, thus bijective (as we assumed surjectivity) and the inverse is also Borel
(see e.g. [69, Cor. 15.2]).

It remains to find sufficient conditions ensuring that the Sobolev-to-steepness property holds.
An answer is given by the next result:

Theorem 5.17 (Sobolev-to-steepness property from curvature conditions). Let (M, τ, ℓ,m) be a
q-essentially timelike non-branching at 0, forward TMCPh

+(K,N) mm spacetime with τ containing
the chronological topology, m(E) < ∞ for each emerald E, and with ℓ upper semicontinuous and
never +∞. Assume also that either (A) or (B) of Theorem 2.43 hold.

Let f : M → R̄ be causal with |df | ≥ 1 m-a.e. Then for every y ∈ M we have

f(y) − f(x) ≥ ℓ(x, y) m − a.e. x. (5.24)

In particular, if ℓ+ is continuous, real valued and for all x ≪ y with x, y ∈ sptm we have
m(U ∩ J(x, y)) > 0 for every neighbourhood U of x, then M has the Sobolev-to-steepness property.

Proof. The second claim is a trivial consequence of the first, so we focus on this one. The claimed
inequality f(y) − f(x) ≥ ℓ(x, y) is clear whenever ℓ(x, y) ∈ {−∞, 0}, thus we can assume x ≪ y.
In this case, by our infinity conventions (Section 2.1) the conclusion holds if either x or y do not
belong to Dom(f). Thus, we only have to treat the case x, y ∈ Dom(f) with x ≪ y.

By Corollary 5.10 for m-a.e. x ∈ I−(y) there is a timelike geodesic γ from x to y with image
contained in sptm. Fix such x and γ: we shall prove that (5.24) holds for such x and this suffices
to conclude.

By Lemma 3.2, γ crosses the set of discontinuity points of f only countably many times. Hence,
fix s, t ∈ [0, 1] with s < t such that f is continuous at γs and γt and let ε > 0 be with s+ ε < t.
Let the metric d metrize our Polish topology of M. For sufficiently small r > 0, the induced ball
Br(γs) has finite and positive m-measure (since γs ∈ sptm) and is contained in I+(γ0) ∩ I−(γt), as
this set is open. In particular, f is bounded on Br(γs).

Since γ is timelike, interior approximation yields a compact set C ⊂ Br(γs) with m(C) > 0 and
log(ℓ(·, γt)) ∈ L∞(C,m C). Apply Corollary 5.9 with µ0 being the uniform distribution of C and
x1 being γt to get the existence of a plan πr concentrated on timelike geodesics η from η0 to γt.
The L∞ bounds in Theorem 5.7 ensure that for any ξ ∈ (0, 1) the plan πξ := (restr1−ξ

0 )∗π
r is a

test plan. Since f is causal we get

f(γt) −
∫
f d(e0)∗π

r = f(γt) −
∫
f d(e0)∗πξ ≥

∫ [
f(σ1) − f(σ0)

]
dπξ(σ)

(πξ is test) ≥
∫∫ 1

0
|df |(σu) |σ̇u| dudπξ(σ)

(|df | ≥ 1 m-a.e. and πξ[TGeo(M)] = 1 ) ≥
∫
ℓ(σ0, σ1) dπξ(σ)

= (1 − ξ)
∫
ℓ(·, γt) d(e0)∗π

r.

(5.25)

Now notice that for r > 0 sufficiently small the ball B̄r(γs) is contained in the chronological
past of γs+ε, hence the reverse triangle inequality tells that

∫
ℓ(·, γt)d(e0)∗π

r ≥ ℓ(γs+ε, γt) =
(t− s− ε) ℓ(γ0, γ1) for r small. Thus letting first r ↓ 0 then ξ ↓ 0 in (5.25) using also that γs is a
continuity point of f we get

f(y) − f(x) ≥ f(γt) − f(γs) ≥ (t− s− ε) ℓ(γ0, γ1).

First letting ε → 0, then s ↓ 0 and t ↑ 1 gives the claim.
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5.4 A metric Brenier–McCann theorem
The purpose of this part is to link optimal transport to our Sobolev calculus. More concretely,
in Theorem 5.19 we prove that optimal geodesic plans represent the initial gradients of their
Kantorovich potentials after Definition 4.2. Ultimately, this will be used to prove d’Alembert
comparison theorems for such potentials in the next section. Theorem 5.19 itself is a variant
of Brenier’s famous polar factorization theorem [27] generalized by McCann to Riemannian
manifolds [83]. Its metric counterpart is due to Ambrosio–Gigli–Savaré [10] and Gigli [60]. Versions
of related results appear implicitly in the recent literature about optimal transport in Lorentzian
spacetimes: see Suhr [115], McCann [84], and Remark 5.20 below.

We first recapitulate some basic notions about Kantorovich duality in the Lorentzian setting.
We refer to McCann [84], Mondino–Suhr [93], and Cavalletti–Mondino [39] for details (and to
Villani [119] for classical Kantorovich duality), even though our presentation differs slightly from
the one in these references, as we are going to allow extended real valued cost functions and make
use of the conventions in Section 2.1 in formulas such as (5.26) below.

Let us thus consider a cost function c : M × M → R̄ on a given Polish space M. For ψ : M → R̄
we define the two functions ψc, ψ

c : M → R̄ as

ψc(x) := inf
y∈M

(−c(x, y) + ψ(y)) and ψc(y) := sup
x∈M

(c(x, y) + ψ(x)). (5.26)

A function f := M → R̄ is called c-concave if it is of the form ψc for some ψ. If the cost function c
never attains the value +∞, then it is easy to see that

(ψc)c ≤ ψ and (ψc)c ≥ ψ (5.27)

for any ψ (because a + (−a + b) ≤ b and (−a) + (a + b) ≥ b for any a ∈ R ∪ {−∞}, b ∈ R̄). It
follows that f is c-concave iff f = (f c)c. In particular, we have

f c(y) ≥ c(x, y) + f(x) ∀x, y ∈ M. (5.28)

The set of couples for which both sides are real numbers and equal is called the c-superdifferential
of f and denoted ∂cf ⊂ M × M. Equivalently, we have

(x, y) ∈ ∂cf ⇔ f(x),−f c(y) > −∞, c(x, y) ∈ R and f(x) + c(x, y) ≥ f c(y). (5.29)

We are interested in Polish metric spacetimes (M, τ, ℓ) and in the cost cq := uq ◦ ℓ for 0 ̸= q < 1.
It is clear that in this case functions of the form ψcq or ψcq are rough causal — meaning causal
functions except possibly without any measurability. Indeed, if x ≤ y, the reverse triangle inequality
implies ℓ(x, z) ≥ ℓ(y, z) for every z ∈ M, thus −uq(ℓ(x, z)) ≤ −uq(ℓ(y, z)) and therefore

ψcq
(x) = inf

z∈M

[(
− uq(ℓ(x, z))

)
+ ψ(z)

]
≤ inf

z∈M

[(
− uq(ℓ(y, z))

)
+ ψ(z)

]
= ψcq

(y),

showing that ψcq
is rough causal. One can argue similarly for ψcq . Other than this, and the

regularity this implies according to Lemma 3.2 and Corollary 5.11, it seems hard to obtain any
regularity at all, the problem being that for q ∈ (0, 1) the cost function is not lower semicontinuous
(regardless of any assumed continuity of ℓ+).

However, for q < 0 the rough causality of cq-concave functions is upgraded to causality by:
Proposition 5.18 (On upper semicontinuity of cq-concave functions for q < 0). Let (M, τ, ℓ) be a
Polish metric spacetime with ℓ+ continuous and q < 0. Also, let f : M → R̄ be cq-concave.

Then f and −f cq are upper semicontinuous and ∂cqf ∩ {ℓ ∈ (0,+∞)} is σ-closed in {ℓ ∈
(0,+∞)}.

Proof. For q < 0 the function −uq : R̄ → R̄ is continuous, non-increasing and equal to +∞ in 0.
Hence the continuity of ℓ+ ensures that (x, y) 7→ −uq(ℓ(x, y)) is upper semicontinuous. Since the
infimum of an arbitrary family of upper semicontinuous functions is still upper semicontinuous, the
claims about f and −f cq follow. In particular, for every n ∈ N the sets {f ≥ −n} and {f cq ≤ n}
are closed and since uq ◦ ℓ is continuous in {ℓ ∈ [ 1

n , n]}, the last claim also follows.
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The next theorem is the main result of the section. Recall the definition of the backward slope
|∂−f | from (3.6) and the notion of a plan representing the initial p-gradient of a causal function
from Definition 4.2.

Theorem 5.19 (A metric Brenier–McCann theorem). Let (M, τ, ℓ,m) be a forward mm spacetime
satisfying either (A) or (B) in Theorem 2.43 and so that ℓ+ is continuous and real valued. Also,
let 1

p + 1
q = 1 be with 0 ̸= p, q < 1 and f : M → R̄ a cq-concave and m-measurable function.

Let π be an initial test plan concentrated on TGeo(M) such that (e0, e1)∗π is concentrated on
∂cqf and assume that:

i) for some Borel set E ⊂ M the plan π stays initially in E and |df |p ∈ L1(E,m E),

ii)
∫
ℓ(γ0, γ1)q dπ(γ) < +∞.

Then π represents the initial p-gradient of f and

|∂−f |(γ0) = |df |(γ0) = ℓ(γ0, γ1)q−1 π − a.e. γ. (5.30)

Proof. Let (x, y) ∈ ∂cq
f with ℓ(x, y) > 0. As already mentioned, this implies f(x) ∈ R by (5.28)–

(5.29). Since f+ ≥ f ≥ f− from Lemma 3.2, for every z ≤ x we have ℓ(z, y) ≥ ℓ(x, y) > 0 and
thus

f+(x) − f−(z) ≥ f(x) − f(z)
(5.29)

≥ uq(ℓ(z, y)) − uq(ℓ(x, y)) ≥ uq

(
(ℓ(x, y) + ℓ(z, x)

)
− uq(ℓ(x, y)).

Notice that for every ε > 0 the set {z : ℓ(z, x) < ε} is a neighbourhood of x by the assumed
continuity of ℓ+, hence in taking the limit in the definition (3.6) of |∂−f | we have ℓ(z, x) → 0.
Thus, dividing the above by ℓ(z, x) and letting z ↑ x we have |∂−f |(x) ≥ ℓ(x, y)q−1 and thus

1
p

|∂−f |p(x) ≥ 1
p
ℓ(x, y)q. (5.31)

Let now γ be a geodesic such that ℓ(γ0, γ1) > 0 and (γ0, γ1) ∈ ∂cqf , which again implies f(γ0) ∈ R.
By the same argument as above, we obtain the estimate

f(γt) − f(γ0) ≤ uq(ℓ(γ0, γ1)) − uq(ℓ(γt, γ1)) = 1
q ℓ(γ0, γ1)q(1 − (1 − t)q).

Integrating and dividing by t we get

lim sup
t↓0

∫
f(γt) − f(γ0)

t
dπ(γ) ≤

∫
ℓ(γ0, γ1)qdπ(γ)

(5.31)
≤

∫
|∂−f |p

p (γ0)dπ(γ0) +
∫

ℓ(γ0,γ1)q

q dπ(γ)

(by Proposition 3.18) ≤
∫

|df |p

p (γ0)dπ(γ0) +
∫

ℓ(γ0,γ1)q

q dπ(γ),

where the use of Proposition 3.18 is justified by the assumed continuity of ℓ+. This shows π
represents the initial p-gradient of f . Recalling the bound in Proposition 4.1 (which is applicable,
as both the integrability requirements are satisfied), we see that the last three inequalities must be
equalities. Since the integrals are finite, this easily yield the claim (5.30).

Remark 5.20 (Comparison with the smooth case). Theorem 5.19 should be compared to the
shape of optimal maps and ℓq-geodesics in smooth spacetimes, cf. McCann [84, Thm. 5.8, Cor. 5.9]
and Mondino–Suhr [93, Lem. 3.2]. Indeed, for simplicity assume µ is concentrated on a compact
set C ⊂ I−(o), where o is a given point in a globally hyperbolic smooth spacetime M . Setting
ν := δo and

fo := −uq(ℓ(·, o)) (= − 1
q ℓ(·, o)

q on C)

it is clear that the unique ℓq-geodesic from µ to ν is given by

µt := exp·(t ∥dfo∥p−2
∗ ∇fo)∗µ,
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where p is the conjugate exponent to q. This ℓq-geodesic is clearly induced by the push-forward π

of µ via the map x 7→ expx(· ∥dfo∥q−2
∗ ∇fo). Therefore, π-a.e. γ ∈ TGeo(M) satisfies ℓ(γ0, γ1) =

∥dfo∥p−1
∗ (γ0), which is (5.30).

An analogous argument applies to more general situations covered by the results of [84, 93]
quoted above. ■

In order to apply this last result we need to be sure that (e0, e1)∗π is concentrated on ∂cqf . To
this aim, the following two simple lemmas are useful.

Lemma 5.21 (A Kantorovich/Karush–Kuhn–Tucker characterization of optimal couplings). Let
(M, τ, ℓ) be a Polish metric spacetime with ℓ upper semicontinuous and never +∞. Let 0 ̸= q < 1,
f : M → R̄ be a cq-concave function and µ, ν ∈ Pem(M) be so that f, f cq are µ-measurable and
ν-measurable, respectively, with f ∈ L1(µ) and f cq ∈ L1(ν).

Assume that there is an admissible coupling π of (µ, ν) that is concentrated on ∂cq
f . Then π is

optimal and every other cq-optimal coupling of (µ, ν) is also concentrated on ∂cq
f .

Proof. Let π′ ∈ Π≤(µ, ν) be arbitrary. The marginal condition and the integrability assumption
imply that (x, y) 7→ f cq (y) − f(x) is in L1(π′) and∫

f cq dν −
∫
f dµ =

∫
f cq (y) − f(x) dπ′(x, y) ≥

∫
cq(x, y) dπ′(x, y), (5.32)

the inequality being a consequence of (5.28). For π admissible and concentrated on ∂cq
f the above

becomes ∫
f cq dν −

∫
f dµ =

∫
f cq (y) − f(x) dπ(x, y) =

∫
cq(x, y) dπ(x, y),

showing that
∫
cq dπ′ ≤

∫
cq dπ, i.e. the optimality of π. Also, if π′ is optimal equality must hold in

(5.32) and by the integrability assumptions — that in particular ensure that cq(x, y), f(x), fcq (y) ∈
R for π′-a.e. (x, y) — this can only occur if equality holds in (5.28) for π′-a.e. (x, y), proving that
π′ is concentrated on ∂cq

f , as desired.

Lemma 5.22 (Heredity of a cq-concave dual potential by geodesic endpoints). Let (M, τ, ℓ) be
a Polish metric spacetime with ℓ upper semicontinuous and not attaining +∞. Let 0 ̸= q < 1,
f : M → R̄ be a cq-concave function and ν0, ν1 ∈ Pem(M) be such that ℓq(ν0, ν1) ∈ (0,+∞) and
any cq-optimal plan from ν0 to ν1 is concentrated on ∂cq

f .
Then for every geodesic (µt) from ν0 to ν1, any cq-optimal coupling of (µ0, µ1) is concentrated

on ∂cq
f as well.

Proof. The assumptions on ℓ and the measures ensure that cq-optimal couplings π1, π2, π3 ∈ P(M2)
of (ν0, µ0), (µ0, µ1), (µ1, ν1) exist. Let π ∈ P(M4) be a gluing of them along the common marginals,
so that for π-a.e. (x0, x1, x2, x3) we have x0 ≤ x1 ≤ x2 ≤ x3 and thus

ℓq(ν0, ν1) ≥
( ∫

ℓq(x0, x3) dπ
) 1

q ≥
( ∫

ℓq(x1, x2) dπ
) 1

q = ℓq(µ0, µ1) (2.33)= ℓq(ν0, ν1).

By our assumption on ν0, ν1 and f we deduce that for π-a.e. (x0, x1, x2, x3) we have (x0, x3) ∈ ∂cqf
and ℓ(x0, x3) = ℓ(x1, x2) (by Proposition 2.40 for this having assumed ℓq(ν0, ν1) ∈ (0,+∞) matters).
Also, from (5.29) we thus see that f(x0)+cq(x0, x3) ≥ f cq (x3) holds for π-a.e. quadruple, thus from
the causality of f, f cq , and the causal relation x0 ≤ x1 ≤ x2 ≤ x3 and identity ℓ(x0, x3) = ℓ(x1, x2)
valid for π-a.e. quadruple, we conclude that f(x1) + cq(x1, x2) ≥ f cq (x2) holds for π-a.e. quadruple,
meaning that π2 is concentrated on ∂cqf . Since π2 was an arbitrary cq-optimal coupling for (µ0, µ1),
the proof is complete.

We conclude the section with a result closely related to the metric Brenier–McCann theorem
and to the Sobolev-to-steepness property. It offers yet another viewpoint on the role that existence
of good geodesics have in relation to Sobolev calculus: the ‘rigidity’ encoded in equality (5.34)
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as opposed to inequality (5.33) should be compared to that in Proposition 5.14 as opposed to
inequality (5.21). Recall that (3.15) and the 1-steepness of ℓ(o, ·) and −ℓ(·, o) give that

|dℓ(o, ·)|, |d(−ℓ(·, o))| ≥ 1, m − a.e., (5.33)

on any metric measure spacetime. From the TMCPh
+(K,N) condition we can — via Theorem 5.7 —

get equality for the function −ℓ(·, o); (equality for ℓ(o, ·) follows from the TMCPh
−(K,N) condition,

see Section 5.7).

Corollary 5.23 (Unit maximal weak subslope of time separation to a point). Let 0 ̸= q < 1, K ∈ R,
N > 1 and a TMCPh

+(K,N) forward mm spacetime (M, τ, ℓ,m) with ℓ upper semicontinuous and
never +∞ be timelike q-essentially non-branching at 0 and satisfy m(E) < ∞ for every emerald E.
Assume also that either (A) or (B) of Theorem 2.43 holds.

Let o ∈ sptm and consider the functions

fo := −uq ◦ ℓ(·, 0), and go := −ℓ(·, o).

Then
|dfo| = ℓ(·, o)q−1 and |dgo| = 1 m-a.e. on I−(o). (5.34)

Proof. Let C ⊂ I−(o) be a compact set with m(C) > 0. Let µ0 ∈ P(M) denote the uniform
distribution of C. By Corollary 5.9 there exists an initial test plan π lifting a ℓq-geodesic (µt) from
µ0 to δo concentrated on timelike geodesics γ from γ0 to o, thus by Lemma 3.13 we know that
given any ε ∈ (0, 1) sufficiently small, π-a.e. γ ∈ LCC([0, 1]; M) satisfies

ε ℓ(γ0, o) = go(γε) − go(γ0) ≥
∫ ε

0
|dgo|(γr) |γ̇r|dr = ℓ(γ0, o)

∫ ε

0
|dgo|(γr)dr.

It follows that 1
ε

∫ ε

0 |dgo|(γr)dr ≤ 1, thus an integration and the same arguments as for the proof
of (4.2) give ∫

|dgo| dµ0 =
∫

|dgo|(γ0) dπ(γ) ≤ lim
t→0

1
t

∫∫ t

0
|dgo|(γr) dr dπ(γ) ≤ 1.

By (5.33), this forces |dgo| = 1 m C-a.e. The arbitrariness of C and inner regularity of m
conclude the proof of the claim for go. The conclusion for fo now follows from the chain rule in
Proposition 3.23.

5.5 Nonlinear p-d’Alembert comparison
We turn to our main result: the nonlinear p-d’Alembert comparison theorem in weak form.

To state the result it is worth to introduce the function τ̃K,N (θ) as

for θ ∈ [0, π
√

N−1
K+

) we put τ̃K,N (θ) =


1
N

+ θ

N

√
K(N − 1) cot

(
θ

√
K

N − 1

)
if K > 0,

1 if K = 0,
1
N

+ θ

N

√
−K(N − 1) coth

(
θ

√
−K
N − 1

)
if K < 0,

with τ̃K,N

(
π

√
N−1
K+

)
:= −∞ and K+ := K ∨ 0.

Notice that τ̃K,N (θ) is the derivative at 1 of the function r 7→ τ
(r)
K,N (θ) from (5.3). We have:

Theorem 5.24 (p-d’Alembert comparison for − 1
q ℓ

q(·, o)). Fix 0 ̸= q < 1, K ∈ R, N > 1 and let
a TMCPh

+(K,N) forward mm spacetime (M, τ, ℓ,m) satisfy:

- m(E) < ∞ for every emerald E;
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- ℓ+ is continuous and real valued;

- timelike q-essential non-branchingness at 0;

- either (A) or (B) of Theorem 2.43, which we recall here for clarity:

A) M is globally hyperbolic, i.e. emeralds are compact, or
B) the topology on M is locally causally convex.

Let o be a given point in sptm and put f := −uq

(
ℓ(·, o)

)
. Then for every φ ∈ Pert(f) non-negative,

bounded and with support in an emerald contained in I−(o) we have∫
d+φ(∇f) |df |p−2 dm ≤ N

∫
τ̃K,N ◦ ℓ(·, o)φdm, (5.35)

where p−1 + q−1 = 1.

Proof. Notice that the integral in the left hand side is well-defined (a priori possibly +∞) by
the bound (4.12) and the identity |df |p = ℓ(·, o)q in I−(o) that follows from (5.34) because on
sptφ the function log ℓ(·, o) is bounded. The integral on the right is well-defined (a priori possibly
−∞) because on sptφ the function τ̃K,N ◦ ℓ(·, o) is bounded from above (if K > 0 we use the
Bonnet-Myers-type estimate that ensures that the timelike diameter of a TMCP+(K,N) spacetime
is ≤ π

√
N−1

K — see [39, Proposition 5.10][21, Cor. 3.14] and Remark 1.2).
We only discuss the details of the proof in the situation K > 0, as the degeneracy of the involved

distortion coefficients close to the Bonnet–Myers ℓ-diameter bound π
√

(N − 1)/K requires a small
extra argument. Given K ′ ∈ (0,K) fixed until the end, (M, ℓ,m) obeys the slightly weaker property
TMCP+(K ′, N) [21, Prop. 4.6].

As m is finite on emeralds, the assumptions on φ imply its m-integrability. The conclusion of
the theorem immediately follows from the locality asserted by Proposition 4.11(iv) if m(sptφ) = 0,
hence we assume sptφ is not m-negligible.

We start with some preparations. First, we notice that f is cq-concave (just pick ψ to be equal
to 0 on o and to +∞ everywhere else in formula (5.26)) and that sptφ× {o} ⊂ ∂cq

f (directly from
(5.29), the bound f cq ≤ ψ that comes from (5.27) and the fact that cq(·, o) is finite on I−(o)).

Then, we “raise” φ to make it uniformly bounded away from zero. To this aim, let A :=
J+(sptφ) ∩ J−(o) denote the emerald spanned by sptφ and {o}, so m(A) < +∞ by assumption,
and notice that for every α > 0 the function φα := φ + α 1A still belongs to Pert(f) (because
f = +∞ outside J−(o)). Now define the Borel probability measure µ0 := ρ0 m, where

ρ0 := (cα φα)
N

N−1 cα being the normalization constant.

Let µ1 and π ∈ P(LCC([0, 1]; M)) be given by Corollary 5.9 (with K ′ in place of K) and let
(µt) = ((et)∗π)) be the ℓq-geodesic from µ0 to δo induced by π. An application of Lemma 5.22,
together with the fact that µ0 × δo is the only admissible plan for (µ0, δo) show that (e0, e1)∗π is
concentrated on ∂cq

f . Let also δ := infspt φ ℓ(·, o), notice that δ > 0 by the continuity assumption
on ℓ+ and put E := A ∩ {ℓ(·, o) > δ

2 }. Then π stays initially in E and |df |p ∈ L1(E,m E) (as
m(E) < ∞ and recalling (5.34)). We can thus apply Theorem 5.19 and conclude that π represents
the initial p-gradient of f .

With this said, we know that (5.4) holds with K ′ in place of K, thus subtracting SN (µ0) from
both sides and dividing by t leads to

SN (µt) − SN (µ0)
t

≤
∫ 1 − τ

(1−t)
K′,N ◦ ℓ(γ0, γ1)

t
ρ0(γ0)−1/N dπ(γ),

and since — by discussion made at the beginning — the functions
1−τ

(1−t)
K′,N

◦ℓ(γ0,γ1)
t are uniformly

bounded from above on sptπ, by Fatou’s lemma for the lim sup and the fact that ℓ(γ0, γ1) = ℓ(γ0, o)
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for π-a.e. γ (by Corollary 5.9) we get

lim sup
t↓0

SN (µt) − SN (µ0)
t

≤
∫
τ̃K′,N

(
ℓ(γ0, γ1)

)
ρ0(γ0)− 1

N dπ(γ) = cα

∫
φα τ̃K′,N

(
ℓ(·, o)

)
dm.
(5.36)

On the other hand, given any t ∈ (0, 1) the convexity of z 7→ sN (z) := −z1− 1
N gives

SN (µt) − SN (µ0)
t

=
∫ sN ◦ ρt − sN ◦ ρ0

t
dm

≥
∫

s′
N ◦ ρ0

ρt − ρ0

t
dm =

∫ s′
N ◦ ρ0(γt) − s′

N ◦ ρ0(γ0)
t

dπ(γ)

so that combining the metric Brenier–McCann Theorem 5.19 with the first order differentiation
formula in Theorem 4.15 (notice that s′

N ◦ ρ0 ∈ Pert(f) by item (iii) in Lemma 4.9 — here and
below it matters having picked α > 0, so that the relevant functions are Lipschitz in the range of
ρ0, φα and thus an argument based on locality justifies the computations) we get

lim inf
t↓0

SN (µt) − SN (µ0)
t

≥
∫

d+(s′
N ◦ ρ0)(∇f) |df |p−2 ρ0 dm. (5.37)

It is now convenient to introduce the ‘pressure’ pN (z) := z s′
N (z) − sN (z) = 1

N z
1− 1

N , so that we
have p′

N (z) = zs′′
N (z) and pN (ρ0) = 1

N cα φα. Then the chain rule (4.17) gives∫
d+(s′

N ◦ ρ0)(∇f) |df |p−2 ρ0 dm =
∫
ρ0 s′′

N (ρ0)d+ρ0(∇f) |df |p−2 dm

=
∫

d+(pN ◦ ρ0)(∇f) |df |p−2 dm = cα

N

∫
d+φ(∇f) |df |p−2dm,

having used also (4.16) in the last step to replace φα with φ. Coupling all this with (5.36) we get∫
d+φ(∇f) |df |p−2dm ≤ N

∫
φα τ̃K′,N

(
ℓ(·, o)

)
dm.

and letting first α ↓ 0 and then K ′ ↑ K, using the monotone convergence theorem (recall the
comments at the beginning of the proof to see that the integrand in the right hand side is uniformly
bounded from above in α ∈ (0, 1), K ′ ∈ (K/2,K)) we conclude.

From the above result and the chain rules we established in Section 4.3 we can derive similar
comparison results for other functions of the time separation. The following one is particularly
relevant:

Corollary 5.25 (p-d’Alembert comparison for Lorentz distance). Let p, q and (M, τ, ℓ,m) be as in
Theorem 5.24 above, o be a point in sptm and set g := −ℓ(·, o).

Then for every non-negative and bounded φ ∈ Pert(g) supported in an emerald inside I−(o) we
have ∫

d+φ(∇g) |dg|p−2 dm ≤
∫
N τ̃K,N ◦ ℓ(·, o) − 1

ℓ(·, o) φdm. (5.38)

Proof. The fact that the integrals are well defined follows as in the proof of Theorem 5.24 above.
Let f be as in Theorem 5.24, notice that φ is emerald supported in I−(o) so that the continuity of
ℓ+ ensures that there is a c-steep function ψq : R → R for some c > 0 such that g = ψq ◦ f holds
on spt(φ). By direct computation we see that (ψ′

q)p−1 ◦ f = ℓ(·, o)−1, thus from the chain rule
(4.26) and the locality property (4.25) we see that

d+φ(∇g) |dg|p−2 = ℓ(·, o)−1d+φ(∇f) |df |p−2 m − a.e. on spt(φ).
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Similar considerations justify the use of the Leibniz rule (4.20) and the chain rules (4.17), (4.26)
to get that

ℓ(·, o)−1d+φ(∇f) |df |p−2 ≤ d+(ℓ(·, o)−1φ)(∇f) |df |p−2 − φd+(ℓ(·, o)−1)(∇f) |df |p−2

(using also (5.34)) = d+(ℓ(·, o)−1φ)(∇f) |df |p−2 − φ ℓ(·, o)−1

holds m-a.e. on spt(φ). Now we use Lemma 4.9 to see that the assumption φ ∈ Pert(g) implies
that φ

ℓ(·,o) ∈ Pert(f), so that the conclusion follows from Theorem 5.24.

Remark 5.26 (Eschenburg’s d’Alembert comparison). The bound (5.38) is a weak form of the
heuristic inequality

□p(−ℓ(·, o)) ≤ N τ̃K,N ◦ ℓ(·, o) − 1
ℓ(·, o) on I−(o),

where □p := −div(|d · |p−2 ∇ ·) is the p-d’Alembert operator. Notice also that for K = 0 the estimate
(5.38) reads as ∫

d+φ(∇g) |dg|p−2 dm ≤
∫
N − 1
ℓ(·, o) φdm,

which is already sharp [117, 118]. Since dg has unit magnitude m-a.e. on I−(o) thanks to
Corollary 5.23, this extends Eschenburg’s d’Alembert comparison theorem from [54, §5] across
the past timelike cut locus of o. For smooth spacetimes, a simple direct proof of this extension
using more classical techniques can be found in [23], where the range of validity of the theorem is
widened to include timelike geodesically complete spacetimes that need not be forward. ■

Theorem 5.24 formally establishes an upper bound for □pf
o and since □p is elliptic with

□pf = □p(f + c) for any c ∈ R, we expect from the maximum principle to be able to establish
upper bounds for □pf for any cq-concave function f . This expectation turns out to be correct,
but rather than being based on the maximum principle, our argument is a variant of the one just
used to prove Theorem 5.24. To carry it out we shall need a non-branching assumption to apply
Theorem 5.12 and get suitable good geodesics which, as before, can be used to link lower Ricci
bounds and Sobolev calculus. Before stating the result we require a preliminary lemma.

Lemma 5.27 (Timelike diameter bounds the steepness of cq-concave functions). Let (M, ℓ) be a
metric spacetime with L := supx≤y ℓ(x, y) < +∞ and 0 ̸= p, q < 1 satisfy 1

p + 1
q = 1.

Then any cq-concave function is Lq−1-steep. In particular, if (M, τ, ℓ,m) is a mm spacetime
and f is a m-measurable cq-concave function, then

|df |p−1 ≤ L m − a.e, where L := sup
x≤y

ℓ(x, y).

Proof. The second claim follows from the first one and inequality (3.15). For the first we observe
that, directly from the definition, we see that the infimum of an arbitrary family of Lq−1-steep
functions is Lq−1-steep. Hence to conclude it suffices to show that for any y ∈ M and c ∈ R
the function x 7→ −uq(ℓ(x, y)) + c is Lq−1-steep. This, however, is obvious from the fact that
x 7→ −ℓ(x, y) is 1-steep and z 7→ −uq(−z) has derivative bounded from below by Lq−1 (and thus
is Lq−1-steep) on [−L, 0].

For q < 0 the measurability hypotheses imposed on f cq and F̄ in Theorem 5.28(i)-(ii) are easily
satisfied by combining Proposition 5.18 with a measurable selection theorem. To focus on the new
additional difficulties, we will ask in point (iii) below an integrability assumption stronger than
what is actually necessary; in particular, the result below does not extend Theorem 5.24 (compare
with the definition of A in the proof of Theorem 5.24).
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Theorem 5.28 (p-d’Alembert comparison for cq-concave functions). Let p, q and (M, τ, ℓ,m) be as
in Theorem 5.24 and assume also that M is timelike q-essentially non-branching.

Let f : M → R̄ be cq-concave and φ ∈ Pert(f) non-negative, bounded, and emerald supported.
Assume that:

i) f cq is Borel and f is bounded on sptφ;

ii) there is a Borel F̄ : sptφ → M and an emerald E with F̄ (sptφ) ∪ sptφ ⊂ E. Moreover, for
some c > 0 we have (x, F̄ (x)) ∈ ∂cq

f and ℓ(x, F̄ (x)) ∈ (c, 1
c ) for m-a.e. x ∈ sptφ;

iii) we have |df |p ∈ L1(E,m E).

Then ∫
d+φ(∇f) |df |p−2 dm ≤ N

∫
τ̃K,N ◦ |df |p−1 φdm. (5.39)

Proof. The backbone of the proof is the same of that of Theorem 5.24, thus we shall focus on the
differences. Recall that cq-concave functions are rough causal, as discussed right after (5.29), and
then notice the assumption ℓ(x, F̄ (x)) ≥ c > 0 for m-a.e. x ∈ sptφ ensures φm is concentrated
on M \ Mfin. Corollary 5.11 therefore implies that f and the integrands in (5.39) are well defined
and m-measurable. The integral on the left is well defined (a priori with value +∞) by the bound
(4.12) and the integrability assumption |df |p ∈ L1(E), that in particular yields integrability of
|df |p on sptφ ⊂ E. The integral on the right hand side is also well-defined because τ̃K,N ◦ |df |p−1

is (essentially) uniformly bounded from above on {φ > 0}. Indeed, in the course of the proof we
will show that

|df |p−1(x) ∈ [c, 1
c ] m − a.e. on sptφ. (5.40)

If K ≤ 0 this suffices to conclude, as τ̃K,N : R+ → R is continuous. If K > 0 we notice on one side
that τ̃K,N is bounded from above on [0, π

√
N−1

K ] and on the other that |df |p−1 ≤ π
√

N−1
K m-a.e.

on sptφ, this latter bound being a consequence of the Bonnet-Myers-type estimate that ensures
that the timelike diameter of a TMCP+(K,N) spacetime is ≤ π

√
N−1

K (see [39, Proposition 5.10]
[21, Cor. 3.14]) and Remark 1.2) and Lemma 5.27 above.

With this said, as in the previous case we deal with the technically slightly more involved
case K > 0 and fix K ′ ∈ (0,K). Also as before, we know that φ ∈ L1(m) and we can assume
m({φ > 0}) > 0.

Let f̃ : M → R̄ be equal to f on J−(E) and +∞ otherwise and notice that since f is causal so
is f̃ . It is then clear that for any α > 0 we have φα := 1E(φ+ α) ∈ Pert(f̃).

We can then define the Borel probability measure µ0 := ρ0 m, where

ρ0 := (cα φα) N
N−1 , cα being the normalization constant.

Let µ̄1 := F̄∗µ0 and notice that it is emerald supported because F̄ (sptφ) is contained in some
emerald by assumption. The assumptions also assert f ∈ L∞(µ0) ⊂ L1(µ0), and that the function
x 7→ f cq (F̄ (x)) = cq(x, F̄ (x)) + f(x) is bounded (here we used that ℓ(x, F̄ (x)) ∈ [c, 1

c ] µ0-a.e.) and
thus f cq ∈ L∞(µ̄1) ⊂ L1(µ̄1). Recalling the µ0 ≪ m (M \ Mfin) measurability of f from above,
the assumption that f cq is Borel yields the µ̄1-measurability of f cq , so Lemma 5.21 ensures that
the coupling π̄ := (id, F̄ )∗µ0 is optimal. Also, it is clearly concentrated on {ℓ > 0} and we have
ℓq(µ0, µ̄1) ∈ (0,+∞). We can therefore apply Theorem 5.12 (with K ′ in place of K) and obtain an
ℓq-geodesic (µt) from µ0 to µ̄1 and a lifting π ∈ P(TGeo(M)) of it satisfying (5.19). We claim that
π represents the initial p-gradient of f on the set E given in the statement and to this aim we
shall verify that it satisfies the assumptions on the metric Brenier–McCann Theorem 5.19. We
know from Lemma 5.21 that every ℓq-optimal coupling of (µ0, µ̄1) is concentrated on ∂cq

f and from
Lemma 5.22 that the same holds for (e0, e1)∗π (which is ℓq-optimal for (µ0, µ1) by construction).
The identity (5.18) together with the definition of π̄ yield log(ℓ(γ0, γ1)) ∈ L∞(π) and since π is
concentrated on timelike geodesics, this suffices to prove that the integrability assumption (ii) in
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Theorem 5.19 holds. Since assumption (i) of Theorem 5.19 holds by our hypotheses (iii) and since
π does not leave E we can indeed apply Theorem 5.19 to conclude that π represents the initial
p-gradient of f . We notice also that for F : M → LCC([0, 1]; M) inducing π as in Theorem 5.12 we
have

|df |p−1(x) (5.30)= ℓ(x, F1(x))
(5.18)

∈ [c, 1
c ] µ0 − a.e. x ∈ M,

so that (5.40) holds. With this said, the same computations leading to (5.36) yield

lim sup
t↓0

SN (µt) − SN (µ0)
t

≤ cα

∫
φα τ̃K′,N

(
|df |p−1)

dm = cα

∫
E

(φ+ α) τ̃K′,N

(
|df |p−1)

dm,

where the use of the reverse Fatou’s lemma to bring the lim sup inside the integral is justified as in
the proof of Theorem 5.24.

Since π does not leave the set E where we have f = f̃ , by Theorem 5.19 we deduce also that
π represents the initial p-gradient of f̃ . Since, again as in the proof of Theorem 5.24, we have
s′
N ◦ ρ0 ∈ Pert(f̃), the same computations as in (5.37) and the identity below it give

lim inf
t↓0

SN (µt) − SN (µ0)
t

≥ cα

N

∫
d+φα(∇f̃) |df̃ |p−2dm = cα

N

∫
d+φ(∇f) |df |p−2dm,

where for the equality we used the locality properties (4.16) and (4.25). Coupling these last two
bounds we get ∫

d+φ(∇f) |df |p−2dm ≤ N

∫
E

(φ+ α) τ̃K′,N

(
|df |p−1)

dm.

To conclude by letting α ↓ 0 and then K ′ ↑ K it suffices to prove that
∫

E
τ̃K′,N

(
|df |p−1)

dm < +∞.
For K = 0 this follows from m(E) < +∞ and for K < 0 from the fact that θ 7→ τ̃K,N (θ) has
linear growth together with the extra integrability assumption made in item (iii). For K > 0 we
use the Bonnet-Myers-type of timelike diameter bound already recalled together with the fact
that on [0, π

√
N−1

K ] the functions τ̃K′,N are uniformly bounded from above (in K ∈ (0,K)) and
Lemma 5.27 below.

Remark 5.29 (Nonsharp variants). Assuming TMCPh,∗
+ (K,N) instead of TMCPh

+(K,N) in
Theorem 5.28, Theorem 5.24, and Corollary 5.25, the resulting estimates hold — with the same
proof — with σ̃K,N in place of τ̃K,N , where

σ̃K,N (θ) =


θ

√
K

N
cot

(
θ

√
K

N

)
if K > 0,

1 if K = 0,

θ

√
−K
N

cot
(
θ

√
−K
N

)
if K < 0,

is the derivative at 1 of the function r 7→ σ
(r)
K,N from (5.2). ■

5.6 Distributional p-d’Alembert operator
The aim of this section is to propose a first answer to the question: what is the p-d’Alembertian?
By no means is the presentation here exhaustive: on the contrary, our aim is more to show viability
of this research direction in the nonsmooth setting. For some further results see [22].

Taking inspiration from Gigli’s theory in positive signature [60], we see that the calculus
developed above hints at the possibility of defining the p-d’Alembert operator ‘distributionally’.
Notice indeed that in the smooth category from the definition □pf = −div(|df |p−2∇f) we see that∫

dφ(∇f)|df |p−2 dm =
∫
φ□pf dm,
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so that □pf can be defined weakly as the operator sending suitable φ’s to
∫

dφ(∇f)|df |p−2 dm.
Now, in our context a priori we do not have a definition for dφ(∇f)|df |p−2, but only of its ‘proxies’
d+φ(∇f)|df |p−2 and −d+(−φ)(∇f)|df |p−2. Still, in infinitesimally Minkowskian spaces these two
agree on {|df | > 0} (recall Theorem 4.16) and denoting their common value by dφ(∇f)|df |p−2,
from (4.13) and (4.14) we see that the linearity relation

d(α1φ1 + α2φ2)(∇f)|df |p−2 = α1dφ1(∇f)|df |p−2 + α2dφ2(∇f)|df |p−2 m − a.e. on {|df | > 0}
(5.41)

holds for any α1, α2 ∈ R whenever φ1, φ2 : M → R are so that ±φ1,±φ2 ∈ Pert(f) (notice that in
this case by Proposition 4.8 we have α1φ1 + α2φ2 ∈ Pert(f) and that we are insisting that the
functions be real valued). Let us give a name to this space of functions: for f : M → R̄ causal we
put

Pertsym(f) :=
{
φ : M → R : φ,−φ ∈ Pert(f)

}
. (5.42)

For U ⊂ M open we also define

Pertsym
be (f, U) :=

{
φ ∈ Pertsym(f) : sptφ ⊂ U is contained in an emerald and φ is bounded

}
.

The following is now natural:

Definition 5.30 (Distributional p-d’Alembertian). Let (M, τ, ℓ,m) be an infinitesimally Minkowskian
mm spacetime, U ⊂ M open, 0 ̸= p < 1 and f : M → R̄ causal. We shall say that f has a distribu-
tional p-d’Alembertian on U provided d+φ(∇f)|df |p−2 ∈ L1(U,m U) for every φ ∈ Pertsym

be (f, U).
In this case the map

Pertsym
be (f, U) ∋ φ 7→

∫
d+φ(∇f)|df |p−2 dm ∈ R (5.43)

will be called the distributional p-d’Alembertian of f in U .

Notice that the integrability assumption d+(±φ)(∇f)|df |p−2 ∈ L1(U,m U) together with
(4.10) and (4.11) imply that (4.29) for g = φ extends to the whole of M (the common value of both
sides still denoted by dφ(∇f)|df |p−2) and we conclude that the distributional p-d’Alembertian,
when it exists, is a linear operator. Notice also that if |df |p ∈ L1(E,m E) for every emerald
E ⊂ U , then the bound (4.12) easily implies that f has a distributional p-d’Alembertian in U .

We can then interpret a one-sided bound like the one provided by Theorem 5.24 as structural
information on the distributional p-d’Alembertian, which can be used to begin a regularity theory
for it. For instance:

Proposition 5.31 (Existence and bounds for the distributional p-d’Alembert operator). Using
the same assumptions and notation of Theorem 5.24 and assuming the spacetime to also be
infinitesimally Minkowskian, the following holds. Let U ⊂ M be the open set I−(o) if K ≤ 0 and
I−(o) ∩ {ℓ(·, o) < π

√
(N − 1)/K} if K > 0.

Then f has a distributional p-d’Alembertian on U and for every φ ∈ Pertsym
be (f, U) non-negative

we have∫
dφ(∇f)|df |p−2 dm −

∫
φdν ≤ 0, where ν := N τ̃K,N ◦ ℓ(o, ·)m U (5.44)

(notice that ν is a Radon measure on U). Moreover, assume that for some emerald E ⊂ U
there exists a non-negative ‘cut-off’ function η ∈ Pertsym

be (f, U) that is ≥ 1 on E. Then for every
φ ∈ Pertsym

be (f, U) with support in E we have∣∣ ∫
dφ(∇f)|df |p−2 dm

∣∣ ≤ sup
x∈U

|φ(x)|
(

2|ν|(E) sup
x∈M

η(x) +
∫

dη(∇f)|df |p−2 dm
)
. (5.45)

Proof. From (5.34) we see that |df |p = ℓ(·, o)q, so that |df |p ∈ L1(E,m E) for every emerald
E ⊂ U and the previous discussion ensures that f has distributional p-d’Alembertian on U . The
bound (5.44) is a restatement of (5.35), so we turn to the last claim.
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Notice that for φ ∈ Pertsym
be (f, U) item (v) in Proposition 4.8 ensures that its positive and

negative parts φ+ and φ−, whose support is contained in that of φ, are also in Pertsym
be (f, U). Thus

writing s := supx∈U |φ(x)| for brevity, the functions sη−φ± are non-negative and in Pertsym
be (f, U).

Thus putting, again for brevity, L(φ) :=
∫

dφ(∇f)|df |p−2 dm, the bound (5.44) tells us that

L(φ±) ≤
∫
φ± dν ≤ s|ν|(E),

L(φ±) = −L(sη − φ±) + sL(η) ≥ −
∫

sη − φ± dν + sL(η) ≥ −s(|ν|(E) sup
x∈M

η(x) + L(η))

and the claim (5.45) follows.

We collect a few informal comments on this result:

a) There is nothing special about the function f in the above beside the bound (5.44) estab-
lished in Theorem 5.24: analogous statements can be made for f ’s as in Corollary 5.25 or
Theorem 5.28, in the latter case provided we also assume the spacetime to be non-branching
as in that theorem. Similar results are also in place in ‘past’ TMCPh

−(K,N) spacetimes as
discussed in the next section.

b) The definition we gave for the distributional p-d’Alembertian depends on the space Pertsym
be (f, U),

thus it is important to know that this space is rich. We do not have general results in this
direction unless the spacetime is smooth, where they are provided by Appendix A.2.

c) From bounds like (5.44) and (5.45) and results like that of Riesz and Daniell one can surely
hope that the distributional p-d’Alembertian can be represented by a unique measure. See
Corollary A.6 and [22] for positive results in this direction (in the latter case obtained by more
constructive arguments inspired by those from [37] in positive signature) and Remark A.7 for
a caveat.

d) In order for the linearity in (5.41) to be in place, and thus for the map in (5.43) to be linear,
it is not necessary to assume infinitesimal Minkowskianity. As the arguments leading to
(5.41) show, it suffices that d+φ(∇f)|df |p−2 coincides with −d+(−φ)(∇f)|df |p−2 whenever
±φ ∈ Pert(f). Spaces with this property are called infinitesimally strictly concave in [22]
(see also the concept of infinitesimal strict convexity defined in [60] for the positive signature
case).

e) Without assuming infinitesimal strict concavity, after noticing that the concavity (4.14) yields
convexity of φ 7→ −d+(−φ)(∇f)|df |p−2, one might say that a distributional p-d’Alembertian
of f in U is any linear functional L : Pertsym

be (f, U) → R such that∫
d+φ(∇f)|df |p−2 dm ≤ L(φ) ≤

∫
−d+(−φ)(∇f)|df |p−2 dm ∀φ ∈ Pertsym

be (f, U).

While this is doable (see also [60] for the positive signature case and [22] for more in the
spacetime setting), solely from a bound like this one cannot deduce any relation between L
and the right hand side in (5.35). Thus if one looks for a link like that in Proposition 5.31
above, some sort of selection procedure is necessary.

5.7 Modifications for past TMCP spaces
All results from the previous parts of Section 5 have counterparts for the past timelike measure
contraction property TMCPh

−(K,N) from Definition 5.1 and these lead to p-d’Alembertian estimates
for functions of the kind ψcq , rather than ψcq

, defined in (5.27).
Roughly speaking, TMCPh

−(K,N) “reverses” the transport direction of TMCPh
+(K,N) by

imposing convexity properties of the involved entropies along chronological transports from Dirac
masses to m-absolutely continuous distributions. Because of this, most of the results follow via
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minor technical modifications — see also Remark 4.14 — so that below we only give a brief outline
of the main arguments.

We stress that we will still work with the original causal structure set up by ℓ (and not its
time-reversal). In particular this means that we will still work with forward spacetimes and with
left continuous causal curves, rather than on backward spacetimes and right continuous curves,
hence strictly speaking the results collected here cannot be derived from those already proved by
time-reversal. Still, the ‘sign choice’ in our completeness assumption is almost invisible through
our constructions, and reduces to the (inessential) possible discontinuity at t = 0 discussed in
Remark 5.32 and to the (also inessential) fact that test plans are automatically continuous at t = 1,
so that the continuity requirement in the definition of final test plan could be removed (see also
Remark 3.8).

The following calculus rules are valid in any forward metric measure spacetime (M, τ, ℓ,m).
Here 0 ̸= p, q < 1 are conjugate, i.e. 1

p + 1
q = 1.

(A) (Final version of nonsmooth Fenchel-Young inequality — compare with Proposition 4.1)
Let f : M → R̄ be causal, π a final test plan that stays finally in the Borel set E ⊂ M . Then

lim inf
s↑1

∫
f(γ1) − f(γs)

1 − s
dπ(γ) ≥ 1

p

∫
|df |p(γ1)dπ(γ) + lim inf

s↑1

1
(1 − s)q

∫∫ 1

s

|γ̇r|qdrdπ(γ)

holds whenever

(i) |df |p ∈ L1(E,m E) in the case p < 0,
(ii) the latter limit inferior is not equal to −∞ in the case q < 0.

(B) (Plans representing final p-gradients — compare with Definition 4.2)
With f,π, E as above, we say that π represents the final p-gradient of f provided

(i) |df |p ∈ L1(E,m E)
(ii) lim sups↑1

1
(1−s)q

∫∫ 1
s

|γ̇r|qdrdπ(γ) < +∞

(iii) we have

lim sup
s↑1

∫
f(γ1) − f(γs)

1 − s
dπ(γ) ≤ 1

p

∫
|df |p(γ1)dπ(γ)+lim inf

s↑1
1

(1−s)q

∫∫ 1

s

|γ̇r|qdrdπ(γ).

(C) (First order differentiation formula — compare with Theorem 4.15)
Let π represent the final p-gradient of f on E. Then for every −g ∈ Pert(f) we have:

(i) for any s < 1 sufficiently big the positive part of the function g ◦ e1 − g ◦ es is in L1(π);
(ii) the positive part of the function −d+(−g)(∇f) |df |p−2 is in L1(m E);
(iii) we have

lim sup
s↑1

∫
g(γ1) − g(γs)

1 − s
dπ(γ) ≤

∫
−d+(−g)(∇f) |df |p−2(γ1)dπ(γ). (5.46)

(D) (Metric Brenier–McCann theorem — compare with Theorem 5.19)
Assume also the spacetime is forward complete, that either (A) or (B) of Theorem 2.43
hold, that ℓ+ is continuous and real valued and let f : M → R̄ be m-measurable and of the
form f = ψc for some ψ : M → R̄ (recall (5.27)). Let π be a final test plan concentrated
on TGeo(M) such that (e0, e1)∗π is concentrated on the set ∂cqf of couples (x, y) such that
fc(x), cq(x, y), f(y) ∈ R and fc(x) + cq(x, y) ≥ f(y). Assume also that:

i) for some m-measurable set E ⊂ M the plan π stays finally in E and |df |p ∈ L1(E,m E),
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ii)
∫
ℓ(γ0, γ1)qdπ(γ) < +∞.

Then π represents the final p-gradient of f on E and

|∂+f |(γ1) = |df |(γ1) = ℓ(γ0, γ1)q−1 π − a.e. γ.

The above calculus rules are now coupled with a curvature condition: in the results below we shall
assume that (M, τ, ℓ,m) is:

- A forward TMCPh
−(K,N) mm spacetime,

- q-essentially non-branching at 1,

- such that m(E) < +∞ for every emerald E,

- such that ℓ+ is continuous and does not take the value +∞,

- such that either (A) or (B) of Theorem 2.43 hold.

Then:

(E) (Existence of good final test plans with Dirac source — compare with Thm. 5.7 and Cor. 5.9)
Let µ1 = ρ1 m ∈ P(M) be supported in an emerald and have bounded compression. Let
x0 ∈ sptm satisfy log(ℓ(x0, ·)) ∈ L∞(µ1). Then there is a final test plan π concentrated on
timelike geodesics γ from x0 to γ1 so that for µt := (et)∗π we have:

µt ≤ 1
tN eDt

√
K−(N−1) ∥ρ1∥L∞(M,m),

SN (µt) ≤ −
∫
τ

(t)
K,N ◦ ℓ(·, x1) ρ1−1/N

1 dm,

S∞(µt) ≤ S∞(µ) −N log σ(t)
K,N

(
∥ℓ(x0, ·)∥L2(dµ)

)
,

for any t ∈ (0, 1], where D := sup ℓ({x0} × sptµ1).

Remark 5.32 (The role of forward completeness). In the proof of the above, and the
analogous results Theorem 5.7 and Corollary 5.9, forward completeness is used to perform
suitable limiting procedures (e.g. in the proof of the lifting theorem) but is not at all related
to curvature conditions nor to the fact that here we start from a Dirac mass and end up
in a diffused measure (contrary to what happens in the case of TMCPh

+ spaces). The fact
that the plan π in the above has marginal at time 1 equal to given measure µ1 comes from
the assumption of q-essentially non-branching at 1, the density bounds and finite mass of
emeralds together with Corollary 2.57.
On the other hand, we notice that µ0 is precisely δx0 , which is a non-essential difference
with Theorem 5.7 and Corollary 5.9, where we could have µ1 ̸= δx1 . This happens because
the discrete procedure used to build the final geodesic keeps µ0 always fixed, and eventually
re-defines µ1 as narrow forward limit of measures defined on a suitable dense set of times
(and the previous considerations ensure that such new definition coincides with the initially
given measure µ1). Notice that in all this it might be that (µt) does not weakly converge to
µ0 as t ↓ 0 (not even if we further assume that a narrow limit exists). ■

(F) (p-d’Alembertian comparison for 1
q ℓ

q(o, ·) — compare with Theorem 5.24)

Assume also that ℓ+ is continuous, let o ∈ sptm and define f := 1
q ℓ(o, ·)q.

Then for every φ : M → R+ bounded, with sptφ ⊂ I+(o) and −φ ∈ Pert(f) we have∫
−d+(−φ)(∇f) |df |p−2 dm ≥ −

∫
N τ̃K,N ◦ ℓ(o, ·)φdm. (5.47)
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An analogous comparison result is in place for ℓ(o, ·) and, under appropriate non-branching
assumptions, also for more general functions f of the form f = ψc in analogy with Corollary 5.25
and Theorem 5.28 . All the above results can be proved following rather pedantically the analogous
proofs in the TMCPh

+(K,N) case. Let us, for added clarity, quickly and formally discuss how the
last statement (F ) follows from the previous ones.

Let ρ1 := (cφ)N/(N−1), c > 0 being the normalization constant, and let π be given by item (E)
above. Then the (time-reversal of the) bound (5.4) and the identity τ (1)

K,N (θ) = 1 give

SN (µ1) − SN (µs)
1 − s

≥
∫

−
τ1

K,N − τ
(s)
K,N

1 − s
◦ ℓ(x0, ·)ρ

1− 1
N

1 dm s↑1→ −c
∫
τ̃K,N ◦ ℓ(o, ·)φdm.

On the other hand the bound sN (b)−sN (a) ≤ s′
N (b)(b−a) for the convex function sN (z) := −z1−1/N

gives

SN (µ1) − SN (µs)
1 − s

≤
∫ s′

N (ρ1(γ1)) − s′
N (ρ1(γs))

1 − s
dπ(γ),

thus recalling (5.46) and then the chain rules established in Section 4.3 we deduce

lim sup
s↑0

SN (µ1) − SN (µs)
1 − s

≤
∫

−d+(−s′
N (ρ1))(∇f)|df |p−2ρ1 dm

= c

N

∫
−d+(−φ)(∇f)|df |p−2 dm.

Coupling this with the previously found lower bound gives the desired conclusion (5.47).
We conclude pointing out that, again in analogy with the TMCPh

+(K,N) case, combining the
metric Brenier–McCann theorem with the existence of good final test plans give the following two
results, valid in any mm spacetime as in (F ) above (possibly relaxing the continuity assumption
on ℓ+ to upper semicontinuity):

(G) (Unit maximal weak subslope of time separation from a point — compare with Corollary 5.23)
For every o ∈ sptm, the functions f := uq ◦ ℓ(o, ·) and g := ℓ(o, ·) satisfy

|df | = ℓ(o, ·)q−1 and |dg| = 1 m-a.e. on I+(o).

(H) (Sobolev-to-steepness property — compare with Theorem 5.17)
Assume also that the spacetime is q-essentially timelike non-branching at 1, that ℓ+ is
continuous and that for any x ≪ y with x, y ∈ sptm we have m(U ∩ J(x, y)) > 0 for any U
neighbourhood of y. Then (M, τ, ℓ,m) has the Sobolev-to-steepness property.

A Appendices
A.1 Compatibility with the smooth setting
In this section we show how our calculus notions from the non-smooth setting reduce to well
known ones if the underlying space (but not the objects we are differentiating) is smooth. We
shall work with strongly causal spacetimes, i.e. smooth spacetimes M so that for every p ∈ M and
neighbourhood U of p there is another neighbourhood V ⊂ U such that any causal curve with
endpoints in V remains in U .

We start with differentiation of curves:

Theorem A.1 (Speed of causal curves: smooth vs non-smooth). Let (M, g) be a smooth strongly
causal spacetime and γ : [0, 1] → M a causal curve.

Then:
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i) γ is differentiable at a.e. t;

ii) for a.e. t the Lorentzian norm ∥γ′
t∥ of its derivative coincides with the Lebesgue density |γ̇t|

of the causal speed from Definition 2.25.

Proof. Consider first Minkowski space M . Then in a basis e1, . . . , en such that the cone {
∑
αiei :

αi ≥ 0} contains the future cone, the curve γ is increasing in each component, hence a.e. differen-
tiable. In the general case we can cover M with charts (Ui, φi) such that dφi sends the future cone
at any x ∈ U inside the future cone in flat Minkowski space. Thus the post-composition φi ◦ γ,
where defined, is a causal curve in Minkowski and thus a.e. differentiable. At any differentiability
(and thus also continuity) point t ∈ [0, 1] we have γ′

t = limh→0 vt,h where the future vectors vt,h are
defined as exp−1

γt
(γt+h)
h (because the differential of expx at x is — by construction — the identity).

Thus if t ∈ [0, 1] is such that also (2.28) holds we have

|γ̇t| = lim
h↓0

ℓ(γt, γt+h)
h

= lim
h↓0

∥ exp−1
γt

(γt+h)∥gγt

h
= ∥γ′

t∥gγt
,

concluding the proof.

We now want to study the ‘dual’ problem of differentiability of causal functions on smooth
spacetimes. To do so it is worth recalling few basic facts about Lorentzian scalar products.

Thus let V be a finite dimensional real vector space and g a scalar product on it with signature
(+,−, . . . ,−). We shall always think such g as coming with a fixed half F ⊂ V of the cone
{v : g(v, v) ≥ 0} to be called the future; g induces on F a hyperbolic norm ∥ · ∥ (see also the
terminology in Appendix A.3) via the formula

∥v∥ :=
√
g(v, v). (A.1)

It is well known that on F we have the reverse Cauchy–Schwarz inequality:

g(v, w) ≥ ∥v∥ ∥w∥ ∀v, w ∈ F. (A.2)

A direct way of proving this is to identify (V, F ) with the standard Minkowski space R1,n,
n ≥ 0, and the standard future cone, with coordinates (t, x), so that (t, x) is a future vector
iff t ≥ ∥x∥Rn and g((t, x), (s, y)) = ts − ⟨x, y⟩, where ∥ · ∥Rn , ⟨·, ·⟩ are the Euclidean norm and
scalar product respectively. Then the standard Cauchy–Schwarz inequality yields g((t, x), (s, y)) ≥
ts− ∥x∥Rn ∥y∥Rn and (A.2) follows easily. This choice of coordinates also helps check that

v ∈ F ⇔ g(v, v′) ≥ 0 ∀v′ ∈ F. (A.3)

Indeed, ⇒ follows from (A.2). For ⇐ we notice that if v = (t, x) is not in F , then t < ∥x∥Rn , which
easily implies the existence of s ≥ ∥x∥Rn such that ts < ∥x∥2

Rn . Thus the choice v′ := (s, x) ∈ F
proves the claim.

As g is non-singular, it induces a musical (or Riesz) isomorphism V ∋ v 7→ v♭ ∈ V ∗ via
v♭ := g(v, ·). Letting V ∗ ∋ ω 7→ ω♯ ∈ V be the inverse isomorphism, g induces a bilinear form g∗

on V ∗ by the formula
g∗(ω1, ω2) := g(ω♯

1, ω
♯
2) ∀ω1, ω2 ∈ V ∗

and it is clear that g∗ still has signature (+,−, . . . ,−). The dual cone F ∗ ⊂ V ∗ of F is the
collection of ω’s such that ω(v) ≥ 0 for any v ∈ F . Then from (A.3) it directly follows that

ω ∈ F ∗ ⇔ ω♯ ∈ F and v ∈ F ⇔ v♭ ∈ F ∗.

Calling ∥ · ∥∗ the norm induced by g∗ on F ∗, we also point out the duality formulas

∥ω∥∗ = inf
v∈F

∥v∥≥1

ω(v) and ∥v∥ = inf
ω∈F ∗

∥ω∥∗≥1

ω(v) (A.4)
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valid for any v ∈ F and ω ∈ F ∗. Indeed the reverse Cauchy–Schwarz inequality gives ω(v) =
g(ω♯, v) ≥ ∥ω♯∥∥v∥ = ∥ω∥∗∥v∥, while the choice v := ω♯

∥ω∥∗
for ∥ω∥∗ > 0 provides equality in the

first. If ∥ω∥∗ = 0 we perturb ω♯ as ω♯
ε with ∥ω♯

ε∥ = 1 and ω(ω♯
ε) → 0 as ε ↘ 0. The second claim

follows in an analogous way.
Now let g1, g2 be two Lorentzian scalar products on the same vector space V , with future cones

F1, F2, respectively. Then the definition of dual cone immediately gives

F1 ⊂ F2 ⇔ F ∗
1 ⊃ F ∗

2

and if this occurs, then (A.4) also gives

g1 ≤ g2 on F1 ⇔ g∗
1 ≥ g∗

2 on F ∗
2 . (A.5)

Let us say that g1 ≺ g2 if F1 \ {0} ⊂ int(F2) and g1(v, v) < g2(v, v) for any v ∈ F1 \ {0}. With
this definition it is easy to see, given g1, that

{g2 Lorentzian scalar products on V : g1 ≺ g2} is open,

w.r.t. the topology of uniform convergence on a compact subset of V 2 with non-empty interior
(this is independent of the chosen subset and coincides with the topology of uniform convergence of
the coefficients of the tensor in any given basis of V ). Our nonstandard definition of g1 ≺ g2 yields

g1 = inf{g2 : g1 ≺ g2}, meaning that
{
F1 = ∩g2≻g1F2,

g1(v, v) = infg1≺g2 g2(v, v) ∀v ∈ F1.
(A.6)

This can be seen by identifying (V, g1) with the standard Minkowski space and then ‘slightly
widening’ the light cone.

We are ready to prove the second, and last, main result of this section:

Theorem A.2 (Differential of causal functions: smooth vs non-smooth). Let (M, g) be a smooth
strongly causal spacetime and f : M → R a causal function.

Then f is volg-measurable and:

i) f is differentiable at volg-a.e. point with Df(x) in F ∗
xM ⊂ T ∗

xM for volg-a.e. x ∈ M ,

ii) the Lorentzian (dual) norm ∥Df∥∗ coincides with the maximal weak subslope |df | volg-a.e.

Furthermore, f is locally a BV function and Df is (a representative of) the density w.r.t. volg of
the absolutely continuous part of its distributional derivative.

Proof.
Step 1: smooth functions on Minkowski. We claim that for f : R1,n → R smooth and
causal we have |df | = ∥Df∥∗ a.e. Indeed, for γ : [0, 1] → R1,n causal, the function f ◦ γ is
monotone, hence differentiable a.e. and denoting by (f ◦ γ)′ its a.e. defined derivative we have
f(γ1) − f(γ0) ≥

∫ 1
0 (f ◦ γ)′

t dt. Since f is smooth, using Theorem A.1 we see that

(f ◦ γ)′
t = Dfγt

(γ′
t) ≥ ∥Df∥∗(γt) ∥γ′

t∥ = ∥Df∥∗(γt) |γ̇t| a.e. t ∈ [0, 1].

It follows from Lemma 3.13 that ∥Df∥∗ is a weak subslope of f and thus by maximality that
|df | ≥ ∥Df∥∗ holds volg-a.e. For the converse inequality let µ ∈ P(R1,n) be with volg ≪ µ ≤ volg
and v ∈ TR1,n ∼ R1,n be a future vector with ∥v∥ = 1. Let T be the map sending x ∈ R1,n to
the causal curve t 7→ x+ tv and notice that π := T∗µ is a test plan so that by Lemma 3.13, since
t 7→ f(x+ tv) is smooth we obtain

Df(x+ tv)(v) ≥ |df |(x+ tv) Ln+1 − a.e. (x, t). (A.7)
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By Fubini’s theorem and the translation invariance of Ln+1 this easily implies Df(v) ≥ |df |
Ln+1-a.e. Taking the inf on a countable dense set of v’s, by (A.4) we conclude that ∥Df∥∗ ≥ |df |,
as desired.
Step 2: causal functions on Minkowski space. Let f : R1,n → R be causal. Pick a basis
e0, . . . , en of R1,n made of vectors in F , so that the cone generated by the ei’s is contained in F .
In this coordinate system f is coordinate-wise monotone. By [42, Thm. 4] this suffices to show
measurability. Also, for any a0, . . . , an ∈ [0, 1] and i = 0, . . . , n, the distributional derivative of
t 7→ f(. . . , ai−1, t, ai+1, . . .) is a non-negative measure of mass bounded by f(1, . . . , 1) − f(0, . . . , 0).
It follows from the characterization in [7, Rem. 3.104] that f is locally a BV function, as claimed.
In particular, it is approximately a.e. differentiable by [7, Thm. 3.83] and the approximate
differentiability improves to actual differentiability thanks to the coordinate-wise monotonicity, see
[42, Thm. 14] (see also the presentation in [89, Thm. 1.19]). Thus calling Df the co-vector valued
measure (σ-additive only on uniformly bounded subsets — see also Remark A.7) representing the
distributional derivative of f , the Lebesgue decomposition

Df = Df L1+n + Df⊥ with Df⊥ ⊥ L1+n (A.8)

follows again from [7, Thm. 3.83].
We now claim that for any E ⊂ R1,n Borel and bounded we have Df(E) ∈ F ∗. By definition of

F ∗ and an approximation argument this will follow if we show that for any v ∈ F and φ ∈ C∞
c (R1,n)

non-negative we have
∫
φ dDf(v) ≥ 0 (here and below Df(v) is defined on bounded Borel sets as

Df(v)(E) := Df(E)(v) and — trivially — coincides with the distributional derivative of f in the
direction v). We thus have∫

φdDf(v) =
∫

−Dφ(v) f dL1+n = lim
h→0

∫
φ(·)−φ(·+hv)

h f dL1+n = lim
h→0

∫
φ f(·+hv)−f(·)

h dL1+n

and the latter quantity is non-negative as f is causal, v ∈ F and φ ≥ 0. Hence our claim is proved
and from the decomposition (A.8) it follows that

Df ∈ F ∗ L1+n − a.e. and Df⊥(E) ∈ F ∗ ∀E ⊂ R1,n Borel and bounded. (A.9)

It remains to prove that ∥Df∥∗ = |df |. Start by observing that for any future v ∈ F , Fubini’s
theorem and the translation invariance of L1+n yield for a.e. x ∈ R1,n and a.e. t ∈ [0, 1] that the
point x+ tv is a differentiability point of f . Thus the arguments leading to (A.7) are still valid,
hence so is (A.7), and as above we conclude that ∥Df∥∗ ≥ |df | holds Ln+1-a.e.

For the converse inequality let (ρε) be a family of mollifiers and notice that f ∗ρε is still a causal
function. Thus from the previous step and Proposition 3.16 we have |df | ≥ lim infε↓0 |d(f ∗ ρε)| =
lim infε↓0 ∥D(f ∗ ρε)∥∗ (here the lim inf are intended as L1+n-essential-lim inf). Since ‘convolution’
and ‘distributional differentiation’ commute, recalling (A.8) we have

∥D(f ∗ ρε)∥∗ = ∥(Df) ∗ ρε∥∗ = ∥(Df) ∗ ρε + (Df⊥) ∗ ρε∥∗ on R1,n

and since (A.9) implies that (Df)∗ρε, (Df⊥)∗ρε ∈ F ∗, the above and the reverse triangle inequality
give ∥D(f ∗ ρε)∥∗ ≥ ∥(Df) ∗ ρε∥∗ on R1,n. Now we observe — the computations being justified
because Df is locally integrable — that

∥(Df) ∗ ρε∥∗ =
∥∥∥ ∫

(Df)(· − y)ρε(y) dL1+n(y)
∥∥∥

∗
≥

∫
∥Df∥∗(· − y)ρε(y) dL1+n(y) = ∥Df∥∗ ∗ ρε,

where the inequality follows from the concavity and continuity of ∥ · ∥∗ on F ∗. Since ∥Df∥∗ ∗ ρε →
∥Df∥∗ L1+n-a.e., collecting what we proved we conclude that |df | ≥ ∥Df∥∗ L1+n-a.e., as desired.
Step 3: general case. We argue by comparison. Say that a coordinate chart (U,φ) with U ⊂ M
open and φ : U → R1,n is ‘good’ provided:

1) U and φ(U) are causally convex.
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2) For any x ∈ U the pullback φ∗g1,n of the Minkowskian tensor at φ(x) ∈ R1,n is such that
(φ∗g1,n)∗

x ≺ g∗
x (recall the discussion after (A.5)).

Clearly good charts coverM , and recalling the dual relation (A.5) we see that if (U,φ) is a good chart,
then f ◦φ−1 is a causal function on φ(U) ⊂ R1,n, hence as already argued it is measurable and a.e.
differentiable with differential in F ∗ ⊂ (R1,n)∗. Thus f is volg-measurable, volg-a.e. differentiable
and for every good chart (U,φ) we have D(f ◦ φ−1) ∈ F ∗ ⊂ (R1,n)∗. Then an approximation
argument based on (A.6) and the fact that ≺ is open shows that Df(x) ∈ F ∗

xM ⊂ T ∗
xM , thus (i)

is settled.
We now prove that |df | ≥ ∥Df∥∗ holds volg-a.e. To see this, let π be a test plan on M and

notice that for π-a.e. γ the function f ◦ γ is monotone (trivially) and differentiable at t with
derivative given by Dfγt

(γ′
t) ≥ ∥Dfγt

∥∗ ∥γ̇′
t∥ (with an argument based on the a.e. differentiability

of f , Fubini’s theorem and (A.4)). It follows from the maximality of |df | and Lemma 3.13 that
|df | ≥ ∥Df∥∗ holds volg-a.e., as desired.

For the opposite inequality notice that a simple argument based on (A.6) (applied for g1 := g∗)
and on the fact that the relation ≺ is open shows that we can find a countable collection (Ui, φi)
of good charts such that

g∗
x = inf

i:x∈Ui

(φ∗g1,n)∗
x this being interpreted as in (A.6).

Thus if we adopt the convention that ∥D(f ◦ φ−1)∥∗ ◦ φ is equal to +∞ outside U , from the above
we see that

∥Df∥∗ = inf
i

∥D(f ◦ φ−1
i )∥∗ ◦ φi = inf

i
|d(f ◦ φ−1

i )| ◦ φi volg-a.e., (A.10)

having used — in the second identity — that we know the conclusion on flat Minkowski space.
Now notice that since, for every good chart (U,φ), the sets U and φ(U) are causally convex and
the ambient spacetimes are globally hyperbolic, we have that both U and φ(U) are forward mm
spacetimes when equipped with the structure induced by the ambient spaces. Also, from the dual
relation (A.5) we see that ℓ(φ−1

i (p), φ−1
i (q)) ≥ ∥q − p∥ for any p, q ∈ φi(Ūi) ⊂ R1,n, thus the

implication (i) ⇒ (ii) in Lemma 5.15 allows to deduce that |d(f ◦ φ−1)| ≥ |df | ◦ φ−1. Recalling
(A.10) we can conclude that ∥Df∥∗ ≥ |df |, as desired.

An easy consequence of this last theorem, of limε↓0
g∗(ω+εη,ω+εη)−g∗(ω,ω)

2ε = g∗(ω, η) = ω♯(η)
valid for any cotangent vectors ω, η, and of the chain rule is that the value of

dφ(∇f)|df |p−2

on {|df | ∈ (0,+∞)} for f : M → R causal and φ ∈ Pert(f) is independent of the fact that we
are considering it as in Definition 4.10 or directly as the coupling of the cotangent vector field dφ
(well defined as φ is the difference of two causal functions) with the vector field ∇f multiplied by
|df |p−2. This observation is relevant in interpreting identity (A.11) in the next section.

A.2 Null distance and perturbations of causal functions
This section deals with elementary properties of causal functions and the null distance. Our goal is
to show that the latter can be used to produce ‘many’ perturbations of the time separation and
related functions. The technique is flexible and likely applicable to more general causal functions:
we chose to focus on powers of time separation to a point to present a concrete case study, which can
also be used to build a measure valued p-d’Alembertian following the presentation in Section 5.6.

The concept of null distance was originally introduced in the smooth setting by Sormani
and Vega [112] as an attempt at bridging the gap between topology and causality on Lorentzian
manifolds. It has subsequently been studied in the synthetic setting of Lorentzian pre-length spaces
in Kunzinger and Steinbauer [76]. Let us tailor the discussion on this latter reference to our setting:
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Definition A.3 (Null distance). Let (M, ℓ) be metric spacetime and f : M → R̄ a causal function.
The null distance d̂f induced by f is defined as

d̂f (x, y) := inf
n−1∑
i=0

|f(xi) − f(xi+1)|,

where the inf is taken among all n ∈ N and sequences x = x0, . . . , xn = y such that for any
i = 0, . . . , n− 1 we either have xi ≤ xi+1 or xi+1 ≤ xi.

It is clear that d̂f : M2 → [0,+∞] is symmetric, satisfies the triangle inequality and d̂f (x, x) = 0
for any x. In general, nothing more can be said, as it could both be that d̂f ≡ 0 (e.g. if f is
constant) and that d̂f (x, y) = +∞ for any x ̸= y (if for no x ̸= y ∈ M we have x ≤ y).

We record the following simple general statement:

Proposition A.4 (d̂f -Lipschitz functions are perturbations). Let (M, ℓ) be a metric spacetime,
f : M → R causal and d̂f the corresponding null distance. Let g : M → R be d̂f -Lipschitz, i.e.
|g(x) − g(y)| ≤ Ld̂f (x, y) for some L ≥ 0 and any x, y ∈ M.

Then f + 1
Lg : M → R is causal.

Proof. By scaling, we may and will assume that g is 1-Lipschitz with respect to d̂f . Then

−(g(y) − g(x)) ≤ |g(y) − g(x)| ≤ d̂f (x, y) ≤ f(y) − f(x), ∀x ≤ y,

proving that f + g is causal and thus giving the claim.

Thanks to this result the question is now to find sufficient conditions that ensure that d̂f -
Lipschitz functions are continuous and suitably dense in the space of continuous functions, so that
the distributional p-d’Alembertian as studied in Proposition 5.31 can be represented by a measure
via Riesz’s theorem.

We do not have general conditions on non-smooth spacetimes, but the results in [112] allow to
quickly prove the following, showing that our theory is compatible with this basic case.

Proposition A.5 (Metrizing on manifolds by the null distance of time separation to a point).
Let (M, g) be a smooth, globally hyperbolic spacetime, let o ∈ M and consider the causal function
f := ℓ(o, ·). Then d̂f is a distance on I+(o) that induces the manifold topology.

The same holds for the function f := −ℓ(·, o) on I−(o) and, more generally, for 1
q ℓ(o, ·)q and

− 1
q ℓ(·, o)q on I+(o) and I−(o) respectively for any 0 ̸= q ≤ 1.

Proof. We shall consider the spacetime M̃ := I+(o). According to [112, Proposition 3.15, Theorem
5.4] the conclusion for f = ℓ(o, ·) will follow if we show that f is the cosmological time function of
M̃ and that is regular in the terminology of [13] recalled below.

For f to be the cosmological time function means that it satisfies f(x) = supy∈M̃,y≤x ℓ(y, x):
this follows from the continuity of f on J+(o) ⊃ I+(o) (see [84, Theorem 3.6]).

For f to be regular means that it is finite valued on M̃ (which it clearly is) and that if
γ : [0, 1) → M̃ is any inextendible past curve, then f(γt) → 0 as t → 1. We verify this latter
property and notice that for such γ we have γt ∈ J−(γ0) ∩ J+(o) ⊂ M for any t ∈ [0, 1). Thus
using first the global hyperbolicity of M and then the causal character of γ we see that for some
p ∈ M, p ≥ o we have γt → p as t → 1. Since γ is past inextendible on M̃ , we must have p /∈ M̃ ,
that together with p ≥ o yields f(p) = 0. It then follows from the continuity of f on J+(o) that
f(γt) → 0 as t → 1.

The case of f = −ℓ(·, o) is handled analogously, then the rest of the claim follows noticing that
uq(z) = 1

q z
q is smooth on (0,∞) and its inverse is smooth on uq((0,∞)).

We illustrate how the above can be combined with the p-d’Alembertian estimates we proved
in Section 5.5 and the concept of distributional p-d’Alembertian discussed in Section 5.6. Recall
also the discussion at the end of Appendix A.1 that ensure that the meaning of dφ(∇f)|df |p−2

appearing below is unambiguous.
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Corollary A.6 (Distributional p-d’Alembertian in the smooth setting). Let (M, g) be a smooth,
globally hyperbolic spacetime of dimension n whose timelike Ricci curvature is no smaller than
K ∈ R, endowed with its canonical volume measure m.

Moreover, let 0 ̸= q < 1 and p−1 + q−1 = 1. Given a point o ∈ M, consider the open set U ⊂ M
defined as I−(o) if K ≤ 0 and I−(o) ∩ {ℓ(·, o) < π

√
(N − 1)/K} if K > 0. Also, consider the

functions f := − 1
q ℓ(·, o)q and h := −ℓ(·, o) and the Radon measures νf , νh on U given by

νf := N τ̃K,N ◦ ℓ(o, ·)m, νh := N τ̃K,N ◦ ℓ(·, o) − 1
ℓ(·, o) m.

Then f and h both have distributional p-d’Alembertian in U according to Definition 5.30 and there
are unique non-positive Radon measures µf , µh on U such that∫

φdµf =
∫

dφ(∇f)|df |p−2 dm −
∫
φdνf ∀φ ∈ Pertsym

be (f, U) ∩ C(U) (A.11)

and similarly for h in place of f .

Proof. The collection Pertsym
be (f, U) ∩ C(U) defined after (5.42) is a vector space and the map L

sending φ ∈ Pertsym
be (f, U) ∩C(U) to the right-hand side of (A.11) is linear and sends non-negative

functions to non-positive reals.
We claim that L(φn) ↑ 0 if (φn) ⊂ Pertsym

be (f, U) ∩ C(U) is such that φn(x) ↓ 0 as n → ∞
for every x. By Dini’s theorem and the fact that sptφn ⊂ sptφ0 (the latter being compact
as the spacetime is globally hyperbolic) we get that (φn) converges to 0 uniformly. Also, by
Proposition A.5 for every C ⊂ U compact, there is η ∈ Pertsym

be (f, U) ∩ C(U) identically 1 on
C (pick η := (1 − n d̂f (·, C))+ for n ≫ 1). Picking C := sptφ0 and using the bound (5.45) in
conjunction with the uniform convergence just proved shows our claim.

We can thus apply [19, Thm. 7.8.1] to −L and deduce that L(φ) =
∫
φdµf for a unique

non-positive measure µf on U defined on the smallest σ-algebra A making all the functions in
Pertsym

be (f, U) ∩ C(U) measurable. Clearly A is contained in the Borel σ-algebra of U and to show
that they agree it suffices to prove that any function in Cc(U) can be uniformly approximated by
functions in Pertsym

be (f, U) ∩ C(U). This, however, is obvious from the fact that the null distance
induced by f induces, in turn, the manifold topology. The fact that µf is Radon now follows
noticing that — by (5.45) — it is finite on compact sets.

The argument for h is analogous.

Remark A.7 (Differences of positive measures need not be measures). Since µf ≤ 0, by (A.11)
it is surely tempting to say that the p-d’Alembertian of f is represented by a measure ≤ νf ,
this ‘measure’ being µf + νf . The problem with this is that it might be that µf (U) = −∞ and
νf (U) = +∞, so that their sum is not a measure on U as classically intended. This happens
because, more broadly speaking, the collection of Radon measures on a given topological space is
not a vector space in general.

To get around this technical issue, one possibility is to keep in mind Riesz’s representation
theorem and to deal with the space of so-called Radon functionals, as in [37]. Another possibility
is to ‘ignore’ this issue and to notice that objects like µf + νf are still well-defined and σ-additive
as far as one works with uniformly relatively compact subsets of U . In particular, the ‘measure’ of
any relatively compact set is well defined and so is the integral of compactly supported functions.
This sort of consideration also allows to perform operations typically done on measures (e.g. push
forward, Radon-Nikodym derivatives...) whose interpretation at the level of Radon functionals
would be cumbersome. Because of this some authors (see e.g. [6, Remark 2.12]) adopt this point
of view and still call Radon measures objects such as µf + νf . Notice that this is what we also
did in the course of the proof of Theorem A.2, when we represented by the ‘measure’ Df the
distributional differential of the BVloc function f . ■
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A.3 Hyperbolic norms and polarization on cones
This section deals with a class of Lorentzian structures which arises on vector spaces from hyperbolic
norms, such as Lorentz–Finsler norms. We discuss polarization and weak curvature properties.

Definition A.8 (Hyperbolic norm). A hyperbolic norm on a real vector space V is a function
n : V → [0,+∞) ∪ {−∞} such that

n(αv + βw) ≥ αn(v) + βn(w) ∀v, w ∈ V, α, β ≥ 0, (A.12a)
n(v), n(−v) ≥ 0 ⇔ v = 0. (A.12b)

Example A.9. Let p ∈ [1,+∞), d ∈ N, d > 0 and define np on Rd as

np(v) :=
(

|v0|p −
d−1∑
i=1

|vi|p
)1/p

if |v0|p ≥
∑d−1

i=1 |vi|p and np(v) = −∞ otherwise. Then this is a hyperbolic norm.
For p = 2 this coincides with the norm induced by the Lorentzian scalar product g(v, w) =

v0w0 −
∑

i>0 viwi as in formula (A.1) and in this case (and only in this if d > 1) the norm np is
positively polarizable in the sense discussed below. For more about these norms we refer to [58]. ■

Hyperbolic norms naturally induce time separation functions via the formula

ℓ(v, w) := n(w − v) ∀v, w ∈ V, (A.13)

and it is clear from (A.12a) that ℓ satisfies the reverse triangle inequality and from (A.12b) that
the causal order induced by ℓ is a partial order. Thus, much like in the non-smooth setting, n
induces the causal and chronological relations on V and the latter one induces a topology. The
following is worth noting:

Proposition A.10 (Hyperbolic normed vector spaces as globally hyperbolic metric spacetimes).
Let n be an hyperbolic norm on RN , where N ∈ N. Assume that there exists v ∈ RN with n(v) > 0
and that the positive part n+ of n is continuous (w.r.t. the Euclidean topology).

Then (RN , ℓ) is a globally hyperbolic metric spacetime, where ℓ is as in (A.13), and the
chronological topology coincides with the Euclidean one.

Proof. The continuity of n+ implies that the chronological topology is weaker than the Euclidean
one. For the converse inclusion it suffices to prove that there is a sufficient widening of the usual
Minkowskian cones in some coordinate system that contain the future cone {v : n(v) ≥ 0} (because
the chronological relation induced by the Minkowskian norm coincides with the Euclidean topology).
To see this, let Y := {n ≥ 0} ∩ SN−1. Then by (A.12a), Y is a compact, convex subset of SN−1

(considered as a Riemannian manifold) that, by (A.12b), does not contain antipodal points. Thus
it is contained in a half-sphere and, by compactness, in an SN−1-ball of radius R < π/2. This
readily implies our claim.

For global hyperbolicity we now observe that for any C0, C1 ⊂ RN compact, what was already
proved implies that J(C0, C1) ⊂ J̃(C0, C1), where J̃(C0, C1) is the emerald spanned by C0, C1
under this extra Minkowskian structure. Since the latter is compact and the former closed, the
conclusion follows.

We come to weak lower Ricci bounds, referring to [21] for the concept of TCDq(K,N) space.
The proof below strongly imitates that of the analogous result in positive signature provided in
[119, p. 926], thus we shall not give all the details.

Proposition A.11 (TCD condition for hyperbolic normed vector spaces). Let n be as in Proposi-
tion A.10. Then the induced globally hyperbolic metric measure spacetime structure on RN (with
m being the Lebesgue measure LN ) satisfies TCDq(0, N) for every 0 ̸= q < 1.
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Proof. We only sketch the argument freely using terminology and notation from [26], to which the
reader is referred for details. We first consider the case n|{n>0} is smooth and n is locally uniformly
concave. Then the map L : RN × RN → R defined by

L(x, v) :=
{

n2(v) if n(v) > 0,
0 otherwise

defines a smooth Lorentz–Finsler structure on RN . Given any pair (µ, ν) of compactly supported
elements of P(M) with µ being m-absolutely continuous which are q-separated by (π, u, v) [26,
Def. 4.8], π = (Id,F1)∗µ is the unique maximizer of ℓq(µ, ν), where Ft : RN → RN is the Lorentz–
Finslerian displacement interpolation and is of simple linear form (both in its argument and in
t; recall that we have unique geodesics given by straight lines) by [26, Thm. 4.17]. Moreover,
the unique ℓq-geodesic from µ to ν is given by µt := (Ft)∗µ [26, Cor. 4.18]. Keeping this in
mind, the fact that this smooth Lorentz-Finsler spacetime satisfies TCDq(0, N) follows by the same
(linear algebraic) arguments as the CD(0, N)-condition for smooth, uniformly convex norms on
RN , cf. [119, p. 926] for details.

For general n we first ‘widen a bit the future cone’ and then regularize the norm, thus obtaining
approximating norms nn whose future cones Fn := {nn(v) ≥ 0} contain the limit one F := {n ≥ 0}
in their interior. Given µ, ν ∈ P(Rn) with compact support and causally ordered µ ⪯ ν, we have
µ ⪯n ν for every n ∈ N, thus by the previous point we know there is a geodesic (µn,t) (w.r.t. the q
cost induced by the ℓn coming from nn via (A.13)) from µ to ν along which the N -Renyi entropy
is convex. The measures {µn,t : n ∈ N, t ∈ [0, 1]} all have support in the same compact set, thus
by diagonalization we can assume that µn,t → µt for every t ∈ Q ∩ [0, 1] and some measures µt.
The lower semicontinuity of the entropy grants that µt obeys the correct entropy bounds, while
passing to the limit in

ℓn,q(µn,t, µn,s) = (s− t)ℓn,q(µ, ν) ∀t, s ∈ [0, 1], t < s

we easily see that the µt’s lie along an ℓq-geodesic from µ to ν. By narrow forward completeness
we can extend the curve (µt) to all t ∈ [0, 1] resulting in a ℓq-geodesic and then narrow lower
semicontinuity of the entropy yields the desired conclusion.

Let n : V → {−∞} ∪ [0,+∞) be a hyperbolic norm on a vector space V with domain (or future)
F := {x ∈ V | n(x) ≥ 0}. We say n(·) is positively polarizable provided

(x, y) := 1
2

(
n(x+ y)2 − n(x)2 − n(y)2)

(A.14)

acts positive bilinearly on F , or equivalently if

(α1x1 + α2x2, y) = α1(x1, y) + α2(x2, y) ∀x1, x2, y ∈ F, α1, α2 ≥ 0. (A.15)

Notice that by symmetry, if the above holds, a similar statement is in place for y. It is quite clear
that if n : V → {−∞} ∪ [0,+∞) is positively polarizable, then the form (x, y) defined by (A.14)
for x, y ∈ F extends uniquely to a indefinite inner product ⟨·, ·⟩ on span(F ). Indeed, uniqueness is
clear as well as the fact that we must have

⟨x1 − x2, y⟩ = (x1, y) − (x2, y) ∀x1, x2, y ∈ F.

The conclusion follows observing that this formula is well posed, i.e. that if x1 − x2 = z1 − z2, then
the corresponding right hand sides in the above agree: this is a trivial consequence of (A.15).

The next lemma reinforces and explains our Definition 1.4 of infinitesimal Minkowskianity.

Lemma A.12 (Parallelogram law and polarization of hyperbolic norms). Let n : V → {−∞} ∪
[0,+∞) be a hyperbolic norm on a real vector space V .

Then n is positively polarizable if and only if

n(x+ 2y)2 + n(x)2 = 2n(x+ y)2 + 2n(y)2, ∀x, y ∈ V, with n(x), n(y) ≥ 0. (A.16)
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Proof. The only if is a trivial consequence of the identity n(v) = (v, v) and of (A.15). For the if
we argue as in the proof of Theorem 4.16. Thus let x, y, z ∈ V be with n(x), n(y), n(z) ≥ 0 and
notice that (A.16) yields

2n(x+ 2y + z)2 + 2n(x+ z)2 = 4n(x+ y + z)2 + 4n(y)2,

n(2x+ 2y + z)2 + n(2y + z)2 = 2n(x+ 2y + z)2 + 2n(x)2,

n(2y + z)2 + n(z)2 = 2n(y + z)2 + 2n(y)2,

n(2x+ 2y + z)2 + n(z)2 = 2n(x+ y + z)2 + 2n(x+ y)2.

Adding the first two identities and then subtracting the second two we conclude that (x+ y, z) =
(x, z) + (y, z). It then follows that (αx, y) = α(x, y) holds for α ∈ N and the for α ∈ Q+. The
monotonicity of R+ ∋ α 7→ n(αx + y) that comes from (A.12a) now allows to conclude that
(αx, y) = α(x, y) holds for α ∈ R+, as desired.

Finally, let us demonstrate that if a symmetric bilinear form induces a “norm” that satisfies
either the triangle inequality or the reverse triangle inequality, then the form is necessarily positive
definite or of Lorentzian signature, respectively.

Lemma A.13 (Triangle inequalities indicate signature). Let V denote a finite-dimensional real
vector space and g : V ×V → R a non-degenerate symmetric bilinear form. We denote by C a cone
with non-empty interior contained in {v : g(v, v) > 0} and define ∥v∥ :=

√
g(v, v) for v ∈ C.

Then the following statements hold.

(i) Assume that ∥ · ∥ satisfies the triangle inequality, i.e. ∥v + w∥ ≤ ∥v∥ + ∥w∥ for all v, w ∈ C.
Then g is positive definite.

(ii) Assume that ∥ · ∥ satisfies the reverse triangle inequality, i.e. ∥v + w∥ ≥ ∥v∥ + ∥w∥ for all
v, w ∈ C. Then g has Lorentzian signature (+,−, . . . ,−).

Proof. Pick v in the interior of C and recall that, regardless of the signature of g, there is an
orthonormal basis e1, . . . , en of V such that g(ei, ej) = 0 for i ̸= j and g(ei, ei) = ±1 and so that
e1 := v

∥v∥ . This can be proved by induction by noticing that the orthogonal complement of e1 is a
subspace of dimension exactly n − 1. Unless n = 1, in such subspace there must be a vector v′

with g(v′, v′) ̸= 0, so that an iteration proves the claim.
The signature of g is dictated by the signs of g(ei, ei) for i = 2, . . . , n. Fix such i and notice

that for |t| ≪ 1 we have e1 + tei ∈ C, thus g(e1 + tei, e1 + tei) > 0, thus the function

f(t) := ∥e1 + tei∥ =
√

1 + t2g(ei, ei),

is well defined in a neighbourhood of 0. Then f is smooth near t = 0 with f ′′(0) = g(ei, ei). Now,
the triangle inequality for ∥ · ∥ implies convexity of f , hence g(ei, ei) = 1. Likewise, the reverse
triangle inequality implies concavity of f , so g(ei, ei) = −1. This finishes the proof.
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was supported in part by the ÖAW scholarship of the Austrian Academy of Sciences. CS was
also supported by the European Research Council (ERC), under the European’s Union Horizon
2020 research and innovation programme, via the ERC Starting Grant “CURVATURE”, grant
agreement No. 802689.

References
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[28] A. Burtscher and L. Garćıa-Heveling. Time functions on Lorentzian length spaces. Annales
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[32] M. Calisti, A. Ohanyan, and M. Sálamo Candal. Optimal transport for general Lorentz costs.
in preparation.

[33] E. Caponio, A. Ohanyan, and S. Ohta. Splitting theorems for weighted Finsler spacetimes
via the p-d’Alembertian: beyond the Berwald case. arXiv:2412.20783, 2024.

[34] F. Cavalletti, D. Manini, and A. Mondino. Optimal transport on null hypersurfaces and the
null energy condition. arxiv:2408.08986, 2024.

[35] F. Cavalletti and E. Milman. The globalization theorem for the curvature-dimension condition.
Invent. Math., 226(1):1–137, 2021.

[36] F. Cavalletti and A. Mondino. Optimal maps in essentially non-branching spaces. Commun.
Contemp. Math., 19(6):1750007, 27, 2017.

107



[37] F. Cavalletti and A. Mondino. New formulas for the Laplacian of distance functions and
applications. Anal. PDE, 13(7):2091–2147, 2020.

[38] F. Cavalletti and A. Mondino. A review of Lorentzian synthetic theory of timelike Ricci
curvature bounds. Gen. Relativity Gravitation, 54(11):Paper No. 137, 39, 2022.

[39] F. Cavalletti and A. Mondino. Optimal transport in Lorentzian synthetic spaces, synthetic
timelike Ricci curvature lower bounds and applications. Camb. J. Math., 12(2):417–534,
2024.

[40] F. Cavalletti and A. Mondino. A sharp isoperimetric-type inequality for Lorentzian spaces
satisfying timelike Ricci lower bounds. arXiv:2401.03949, 2024.

[41] F. Cavalletti and K.-T. Sturm. Local curvature-dimension condition implies measure-
contraction property. J. Funct. Anal., 262(12):5110–5127, 2012.

[42] Y. Chabrillac and J.-P. Crouzeix. Continuity and differentiability properties of monotone real
functions of several real variables. Math. Programming Stud., 30(30):1–16, 07 1987. Nonlinear
analysis and optimization (Louvain-la-Neuve, 1983).

[43] J. Cheeger. Differentiability of Lipschitz functions on metric measure spaces. Geom. Funct.
Anal., 9(3):428–517, 1999.

[44] J. Cheeger and T. H. Colding. Lower bounds on Ricci curvature and the almost rigidity of
warped products. Ann. of Math. (2), 144(1):189–237, 1996.

[45] J. Cheeger and T. H. Colding. On the structure of spaces with Ricci curvature bounded
below. I. J. Differential Geom., 46(3):406–480, 1997.

[46] J. Cheeger and T. H. Colding. On the structure of spaces with Ricci curvature bounded
below. II. J. Differential Geom., 54(1):13–35, 2000.

[47] J. Cheeger and T. H. Colding. On the structure of spaces with Ricci curvature bounded
below. III. J. Differential Geom., 54(1):37–74, 2000.

[48] D. Cordero-Erausquin, R. J. McCann, and M. Schmuckenschläger. A Riemannian interpolation
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