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The only way to get rid of dragons is to
have one of your own.

Evgeny Schwartz, The Dragon

GEOMETRIC HYDRODYNAMICS

AND INFINITE-DIMENSIONAL NEWTON’S EQUATIONS

BORIS KHESIN, GERARD MISIO�LEK, AND KLAS MODIN

To the memory of Vladimir Arnold and Jerry Marsden,
pioneers of geometric hydrodynamics,

who left in 2010, ten years ago.

Abstract. We revisit the geodesic approach to ideal hydrodynamics and
present a related geometric framework for Newton’s equations on groups of
diffeomorphisms and spaces of probability densities. The latter setting is suf-
ficiently general to include equations of compressible and incompressible fluid
dynamics, magnetohydrodynamics, shallow water systems and equations of
relativistic fluids. We illustrate this with a survey of selected examples, as
well as with new results, using the tools of infinite-dimensional information
geometry, optimal transport, the Madelung transform, and the formalism of
symplectic and Poisson reduction.
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1. Introduction

The Euler equations of hydrodynamics describe motions of an incompressible
and inviscid fluid occupying a fixed domain (with or without boundary). In the
1960s V. I. Arnold discovered that these equations are precisely the geodesic equa-
tions of a right-invariant metric on the group of diffeomorphisms preserving the
volume element of the domain [5]. This beautiful observation, combining the early
work of Hadamard on geodesic flows on surfaces with the dynamical systems ideas
of Poincaré and Kolmogorov and using analogies with classical mechanics of rigid
bodies, inspired many researchers—one of the first was J. E. Marsden. Their com-
bined efforts led to remarkable developments, such as formulation of new stability
criteria for fluid motions [4, 7, 23, 24], explicit calculation of the associated Hamil-
tonian structures and first integrals [8,53,54], development of symplectic reduction
methods [52, 53], introduction of Riemannian geometric techniques to the study
of diffeomorphism groups including explicit computations of curvatures, conjugate
points, diameters [5, 56, 57, 70], detailed studies of regularity properties of the so-
lution maps of the fluid equations in Lagrangian and Eulerian coordinates [20,21],
construction of similar configuration spaces for other partial differential equations
of hydrodynamic origin [8, 33], etc.

In this paper, based on the research pioneered and developed by Arnold, Mars-
den and many others, we present a broad geometric framework which includes an
infinite-dimensional generalization of the classical Newton’s equations of motion
to the setting of diffeomorphism groups and spaces of probability densities. This
approach has a wide range of applicability and covers a large class of important
equations of mathematical physics. Our goal is twofold. We start by presenting
a concise survey of various geodesic and Newton’s equations, thus introducing the
reader to the rapidly expanding field of geometric hydrodynamics, and revisiting
a few standard examples from the point of view advocated here. We then also
include a number of selected new results to illustrate the flexibility and utility of
this approach.

We focus primarily on the geometric aspects and emphasize formal procedures
leaving until the end analytic issues which in most cases can be resolved using
standard methods once an appropriate functional-analytic setting (e.g., Fréchet,
Hölder, or Sobolev) is adopted. The corresponding tame Fréchet framework is
described in more detail in Appendix B. Our main tools include the Wasserstein
metric of optimal transport, the infinite-dimensional analogue of the Fisher–Rao
information metric, the Madelung transform, and the formalism of symplectic and
Poisson reduction, all of which are defined in the paper. The early sections should
be accessible to mathematicians with only general background in geometry. In
later sections some acquaintance with the basic material found, for example, in the
monographs [7, 8, 51] will be helpful.

Needless to say, it is not possible to give a comprehensive survey of such a vast
area of geometric hydrodynamics in such a limited space, therefore our emphasis on
certain topics and the choice of examples are admittedly subjective. (The epigraph
to the paper is our take on the Laws of Nature, on the tamed structures discussed
below, as well as a counterpoint to the beautiful epigraph in the monograph [14],
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GEOMETRIC HYDRODYNAMICS AND NEWTON’S EQUATIONS 379

quoted here in the footnote.1) We nevertheless hope that this paper provides a
flavour of some of the results in this beautiful area pioneered by V. Arnold and
J. Marsden.

1.1. Geodesics and Newton’s equations: finite-dimensional examples. A
curve q(t) is a geodesic in a Riemannian manifold Q if it satisfies the equation of
geodesics, namely

(1.1) ∇q̇ q̇ = 0 ,

where ∇ stands for the covariant derivative on Q and the dot denotes the t-
derivative. If the Riemannian manifold is flat, then the geodesic equation becomes
the familiar q̈ = 0 in any local Euclidean coordinates on Q.

From the point of view of classical mechanics, the geodesic equation (1.1) de-
scribes motions q(t) of a system driven only by its kinetic energy. More general
systems may depend also on a potential energy. Indeed, if Q is a configuration
space of some physical system (a Riemannian manifold) and U : Q → R represents
its potential energy (a differentiable function), then q(t) satisfies Newton’s equations

(1.2) ∇q̇ q̇ = −∇U(q).

One of the classical examples of Newton’s equations is the N -body system in R3.
Introducing coordinates q = (q1, . . . , qN ) ∈ R

3N one can regard Q = R
3N as the

configuration space of the system. If the bodies have masses mk, then their kinetic

energy is T (q̇) =
∑N

k=1mk‖q̇k‖2/2 and hence corresponds to a Riemannian metric
on Q of the form ‖q̇‖2 = 2T (q̇). If G denotes the gravitational constant, then the
potential energy is given by the expression

U(q) = −
∑
i<j

Gmimj

‖qi − qj‖

which becomes infinite on the diagonals qi = qj . The corresponding Lagrangian
function is L = T − U , while the total energy of the system (its Hamiltonian) is
H = T + U . We shall revisit this system in a fluid dynamical context below.

Another classical example is provided by the C. Neumann problem [63] describing
the motion of a single particle on an n-sphere under the influence of a quadratic
potential energy. Here, the configuration space is the unit sphere Q = Sn in R

n+1

while the phase space is the tangent bundle TSn of the sphere. The potential
energy of the system is given by U(q) = 1

2q ·Aq, where q ∈ Sn and A is a positive-
definite symmetric matrix. As before, the Lagrangian function is the difference of
the kinetic and the potential energies

L(q, q̇) =
|q̇|2
2

− q ·Aq

2
for q ∈ Sn ⊂ R

n+1.

1 “There once lived a man
who learned how to slay dragons
and gave all he possessed
to mastering the art.

After three years

he was fully prepared but,
alas, he found no opportunity
to practise his skills.”

Dschuang Dsi
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380 B. KHESIN, G. MISIO�LEK, AND K. MODIN

The C. Neumann system is related to the geodesic flow on the ellipsoid defined by
the equation x · A−1x = 1, see, e.g., Moser [62, Sec. 3]. The corresponding Hamil-
tonian system on the cotangent bundle T ∗Sn is integrable and, if the eigenvalues
α1, . . . , αn+1 of A are all different, then the first integrals, expressed in canonical
coordinates q and p = q̇, are explicitly given by

Fk(q, p) = q2k +
∑
j �=k

pjqk − pkqj
αk − αj

,

where qk and pk are the components of q and p with respect to the eigenbasis of
A. We will see that an infinite-dimensional analogue of the C. Neumann problem
naturally arises in the context of information geometry, while its integrability in
infinite dimensions remains an intriguing open problem.

1.2. Three motivating examples from hydrodynamics. We now make a leap
from finite to infinite dimensions. Our aim is to show that many well-known
PDEs of hydrodynamical pedigree can be cast as Newton’s equations on infinite-
dimensional manifolds. Indeed, groups of smooth diffeomorphisms arise naturally
as configuration spaces of compressible and incompressible fluids. We begin with
three famous examples. Consider a connected compact Riemannian manifold M of
dimension n (for our purposes M may be a domain in R

n) and assume that it is
filled with an inviscid fluid (either a gas or a liquid). When the group of diffeomor-
phisms of M is equipped with an L2 metric (essentially, the metric corresponding
to the fluid’s kinetic energy, as we shall discuss later) its geodesics describe the
motions of noninteracting particles in M whose velocity field v satisfies the inviscid
Burgers equation

v̇ +∇vv = 0.

When the L2 metric is restricted to the subgroup of diffeomorphisms of M that
preserve the Riemannian volume form μ, then its geodesics describe the motions
of an ideal (that is, inviscid and incompressible) fluid in M whose velocity field
satisfies the incompressible Euler equations

(1.3)

{
v̇ +∇vv +∇P = 0

div v = 0.

Here P is the pressure function whose gradient ∇P is defined uniquely by the
divergence-free condition on the velocity field v and can be viewed as a constraining
force. (If M has a nonempty boundary, then v is also required to be tangent to
∂M).

As we shall see below, both of the above equations turn out to be examples
of equations of geodesics on diffeomorphism groups with Lagrangians given by the
corresponding kinetic energy. However, the Lagrangian in our next example will in-
clude also a potential energy. Consider the equations of a compressible (barotropic)
fluid describing the evolution of a velocity field v and a density function ρ, namely

(1.4)

{
v̇ +∇vv +

1
ρ∇P (ρ) = 0

ρ̇+ div(ρv) = 0 .

These equations can be interpreted as Newton’s equations on the full diffeomor-
phism group of M . In this case the pressure is a prescribed function P = P (ρ) of
density ρ and this dependence, called the equation of state, determines the fluid’s
potential energy. In sections below we shall also consider general equations with
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GEOMETRIC HYDRODYNAMICS AND NEWTON’S EQUATIONS 381

the term 1
ρ∇P (ρ) replaced by the gradient ∇W , where W (ρ) denotes an arbitrary

thermodynamical work function; cf. section 4.3.

1.3. Riemannian metrics and their geodesics on spaces of diffeomor-
phisms and densities. Let us next see how differential geometry of diffeomor-
phism groups manifests itself in the above equations. Given a Riemannian manifold
M , we equip the group Diff(M) of all diffeomorphisms of M with a (weak) Rie-
mannian metric and a natural fibration.

Namely, assume that the Riemannian volume form μ has the unit total volume
(or total mass) and regard it as a reference density on M . Now consider the
projection π : Diff(M) → Dens(M) of diffeomorphisms onto the space Dens(M)
of (normalized) smooth densities on M . The diffeomorphism group Diff(M) is
fibered over Dens(M) by means of this projection π as follows: the fiber over μ
is the subgroup Diffμ(M) of μ-preserving diffeomorphisms, while the fiber over
a volume form μ̃ consists of all diffeomorphisms ϕ that push μ to μ̃, ϕ∗μ = μ̃
or, equivalently, Jac(ϕ−1)μ = μ̃. (Note that diffeomorphisms from Diff(M) act
transitively on smooth normalized densities, according to Moser’s theorem.) In
other words, two diffeomorphisms ϕ1 and ϕ2 belong to the same fiber if and only
if ϕ1 = ϕ2 ◦ φ for some diffeomorphism φ ∈ Diffμ(M).

Remark 1.1. It is worth comparing “the functional dimensions” of the fiber
Diffμ(M) and the base Dens(M). The space of densities Dens(M) can be thought
of as the space of functions of n variables, where dimM = n. On the other hand,
the group Diffμ(M) consists of

i) isometries in dimension n = 1 (e.g., for M = S1 it is Diffμ(M) ≈ Iso(M) =
S1),

ii) symplectic diffeomorphisms in dimension n = 2 (e.g., for M = S2 these
are Hamiltonian diffeomorphisms, locally described by a function of 2 vari-
ables), and

iii) in dimensions n ≥ 3 these diffeomorphisms ϕ ∈ Diffμ(M) are subject to
the only constraint on the Jacobian: Jac(ϕ) ≡ 1 (i.e., one equation on n
functions of n variables).

Therefore, in the fibration π : Diff(M) → Dens(M) the fiber is small compared to
the base in dimension n = 1, the fiber and the base are about the same size in
dimension n = 2, and the fiber becomes much bigger than the base starting with
dimension n = 3.

Definition 1.2. Now define an L2-metric on Diff(M) by the formula

Gϕ(ϕ̇, ϕ̇) =

∫
M

|ϕ̇|2 μ ,

where ϕ̇ is a tangent vector at the point ϕ ∈ Diff(M), i.e., a map ϕ̇ : M → TM
such that ϕ̇(x) ∈ Tϕ(x)M for each x ∈ M , while |ϕ̇|2 stands for the pointwise
Riemannian product at the point ϕ(x) ∈ M .

One can see that for a flat manifold M this is a flat metric on Diff(M), as
it is the L2-metric on diffeomorphisms ϕ regarded as vector functions x �→ ϕ(x).
This metric is right-invariant for the Diffμ(M)-action (but not the Diff(M)-action):
Gϕ(ϕ̇, ϕ̇) = Gϕ◦η(ϕ̇ ◦ η, ϕ̇ ◦ η) for η ∈ Diffμ(M), since the change of coordinates
leads to the factor Jac(η) ≡ 1 in the integrand.
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Remark 1.3. Consider the following optimal mass transport problem: Find a map
ϕ : M → M that pushes the measure μ forward to another measure μ̃ of the same
total volume and attains the minimum of the L2-cost functional

∫
M

dist2(x, ϕ(x))μ
among all such maps (dist denotes here the Riemannian distance function on M).
The minimal cost of transport defines the following Kantorovich–Wasserstein dis-
tance on the space of densities Dens(M):

Dist2(μ, μ̃) := inf
ϕ

{∫
M

dist2(x, ϕ(x))μ | ϕ∗μ = μ̃
}
.

The mass transport problem admits a unique solution for Borel maps and densi-
ties (defined up to measure-zero sets), called the optimal map ϕ̃, see, e.g., [12,55,77].
In the smooth setting the Kantorovich–Wasserstein distance Dist is generated by
a (weak) Riemannian metric on the space Dens of smooth densities [9, 64], which
we call the Wasserstein–Otto metric and describe in detail in section 2.2. Thus
both Diff(M) and Dens(M) can be regarded as infinite-dimensional Riemannian
manifolds for the L2 and Wasserstein–Otto metrics, respectively.

Remark 1.4. Later we will see (following [64]) that the corresponding projection
π : Diff(M) → Dens(M) is a Riemannian submersion from the diffeomorphism
group Diff(M) onto the density space Dens(M), i.e., the map respecting the above
metrics. Recall that for two Riemannian manifolds P and B a submersion π :
P → B is a smooth map which has a surjective differential and preserves lengths of
horizontal tangent vectors to P . For a bundle P → B this means that on P there is
a distribution of horizontal spaces orthogonal to fibers and projecting isometrically
to the tangent spaces to B. Geodesics on B can be lifted to horizontal geodesics in
P , and the lift is unique for a given initial point in P .

Note also that horizontal (i.e., normal to fibers) spaces in the bundle Diff(M) →
Dens(M) consist of right-translated gradient fields. In short, this follows from the
Hodge decomposition Vect = Vectμ ⊕L2 Grad for vector fields on M : any vector
field v decomposes uniquely into the sum v = w + ∇p of a divergence-free field
w and a gradient field ∇p, which are L2-orthogonal to each other,

∫
M
(w,∇p)μ =

0. The vertical tangent space at the identity coincides with Vectμ(M), while the
horizontal space is Grad(M). The vertical space (tangent to a fiber) at a point
ϕ ∈ Diff(M) consists of w ◦ ϕ, divergence-free vector fields w right-translated by
the diffeomorphism ϕ, while the horizontal space is given by the right-translated
gradient fields, (∇p) ◦ ϕ. The L2-type metric Gϕ(ϕ̇, ϕ̇) on horizontal spaces for
different points of the same fiber projects isometrically to one and the same metric
on the base, due to the Diffμ(M)-invariance of the metric. Now the Riemannian
submersion property follows from the observation that the Wasserstein–Otto metric
is Riemannian and is generated by the L2 metric on gradients; see [9].

Example 1.5. Geodesics in the full diffeomorphism group Diff(M) with respect
to the above L2-metric have a particularly simple description for a flat manifold
M ; cf. [11, 20]. In that case the group Diff(M) is locally (a dense subset of) the
L2-space of vector-functions x �→ g(x), and hence is flat, while its geodesics are
straight lines. If v(t, x) is the velocity field of the flow g(t, x) in M defined by
ġ(t, x) = v(t, g(t, x)), then the geodesic equation ∇q̇ q̇ = 0 becomes g̈(t, x) = 0,
which in turn is equivalent to the inviscid Burgers equation

v̇ +∇vv = 0 .
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Furthermore, from the viewpoint of exterior geometry, the Euler equation
v̇+∇vv = −∇p can be regarded as an equation with a constraining force−∇p acting
orthogonally to the submanifold of volume-preserving diffeomorphisms Diffμ(M) ⊂
Diff(M) and keeping the geodesics confined to that submanifold.

Remark 1.6. Analytical studies of the differential geometry of the incompressible
Euler equations began with the paper of Ebin and Marsden [20] and continued with
[21,57,70] and others. The approach via generalized flows was proposed by Brenier
[11]. Many aspects of this approach to the group of all diffeomorphisms and their
relation to the Kantorovich–Wasserstein space of densities and problems of optimal
mass transport are discussed in [47,77,82]. There is also a finite-dimensional matrix
version of the submersion framework and decomposition of diffeomorphsims; see
[12]. In the finite-dimensional optimal mass transport on Rn discussed in [59]
the probability distributions are multivariate Gaussians and the transport maps
are linear transformations. The corresponding dynamics turned out to be closely
related to many finite-dimensional flows studied in the literature: Toda-lattice,
isospectral flows, and an entropy gradient interpretation of the Brockett flow for
matrix diagonalization. A sub-Riemannian version of the exterior geometry of
Diff(M) with vector fields tangent to a bracket generating distribution in M , as
well as a nonholonomic version of Moser lemma, is described in [1, 36]. For a
symplectic reduction formulation to the above Riemannian submersion see section
3.2.

1.4. First examples of Newton’s equations on diffeomorphism groups.

Example 1.7 (Shallow water equation as a Newton’s equation). We next pro-
ceed to describe Newton’s equations ∇q̇ q̇ = −∇U(q) on the diffeomorphism group
Diff(M). To this end we consider the case of a potential on Diff(M) which depends
only on the density ϕ∗μ carried by a diffeomorphism ϕ ∈ Diff(M), i.e., the potential
U(ϕ) := Ū(ρ) for ρμ = ϕ∗μ is a pullback for the projection Diff(M) → Dens(M),
where as Ū we take a simple quadratic function

(1.5) Ū(ρ) =
1

2

∫
M

ρ2μ

on the space of densities. It turns out that with this potential we obtain shal-
low water equations. There are several equivalent formulations, depending on the
functional setting.

Proposition 1.8. Newton’s equations with respect to the L2-metric (2.1) and the
potential (1.5) take the following forms:

• on Diff(M)

∇ϕ̇ϕ̇+∇ρ ◦ ϕ = 0,

where ρ = Jac(ϕ−1);
• the shallow water equations on X(M){

v̇ +∇vv +∇ρ = 0

ρ̇+ div(ρv) = 0,
(1.6)

where v = ϕ̇ ◦ ϕ−1 is the horizontal velocity field and ρ is the water depth;
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• for the gradient velocity v = ∇θ they assume the Hamilton–Jacobi form{
θ̇ + 1

2 |∇θ|2 + ρ = 0

ρ̇+ div(ρ∇θ) = 0 .
(1.7)

Remark 1.9. The latter form can be regarded as an equation on TDens(M). Since
Ū is a quadratic function, equations (1.7) can be interpreted as a Hamiltonian form
of an infinite-dimensional harmonic oscillator with respect to the Wasserstein–Otto
metric (2.8). We will prove this theorem in a more general setting of a barotropic
fluid (cf. equation (1.4)) with an arbitrary potential Ū(ρ) in section 4.3; here
δŪ/δρ = ρ.

Example 1.10 (The N -body problem as a Newton’s equation). Newton’s law of
gravitation states that for a body with mass distribution ρ, the associated potential
is V = 4πG(Δ−1ρ), where G > 0 is the gravitational constant. Following the above
framework, the potential function on Dens(M) is given by

(1.8) Ū(ρ) = 2πG

∫
M

ρ (Δ−1ρ)μ,

where Δ−1 is a (suitably defined) inverse Laplacian with appropriate boundary
conditions.

The corresponding fluid system is described by{
v̇ +∇vv +∇V = 0

ρ̇+ div(ρv) = 0.

Thus, we have arrived at a fluid dynamics formulation of a continuous Newton mass
system under the influence of gravity: a “fluid particle” positioned at x experiences
a gravitational pull corresponding to the potential V (x) = 4πG(Δ−1ρ)(x). In
particular, if M = R3 we obtain the well-known Green’s function for the Laplacian

V (x) = −
∫
R3

G

|x− y|ρ(y)μ(y).

We now wish to study weak solutions to these equations where the mass distri-
bution ρ is replaced by an atomic measure

ρ(x) =
N∑

k=1

mk δxk
(x)

for N point masses mk > 0 positioned at xk ∈ M . The differential-geometric
setting is as follows. We have a Riemannian metric on Diff(M) (the Wasserstein—
Otto metric) and a potential function on Dens(M) (the Newton potential). The
group Diff(M) acts on the (finite-dimensional) manifold MN of atomic measures
with N particles. Clearly, we have MN  MN\{pairwise diagonals}. The isotropy
subgroup for this action on (x1, . . . , xN ) is

Diff(x1,...,xN )(M) = {ϕ ∈ Diff(M) | ϕ(xi) = xi, i = 1, . . . , N}.
Although the horizontal distribution is not defined rigorously, it is formally given
by vector fields with support on {x1, . . . , xN}. With this notion of horizontality,

the projection Diff(M) → MN , given by ϕ �→
∑N

k=1 mkδϕ(xk), is a Riemannian

submersion with respect to the weighted Riemannian structure on MN , given by
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Table 1. Examples of Newton’s equations.

Wasserstein–Otto geometry Fisher–Rao geometry

Newton’s equations on Diff(M)

• Inviscid Burgers equation (§4.1) • μ-Camassa–Holm equation (§8.1)
• Classical mechanics (§4.2) • Optimal information transport (§7)
• Barotropic inviscid fluid (§4.3)
• Fully compressible fluid (§6.1)
• Magnetohydrodynamics (§6.2)

Newton’s equations on Dens(M)

• Hamilton–Jacobi equation (§4.2) • ∞-dim Neumann problem (§8.2)
• Linear Schrödinger equation (§9.2) • Klein–Gordon equation (§8.3)
• Nonlinear Schrödinger (§9.2) • 2-component Hunter–Saxton (§9.5)

|(ẋ1, . . . , ẋN )|2 =
∑N

k=1mk|ẋk|2. For M = R3, substituting the atomic measure
into the formula (1.8) and using the Green’s function for Δ−1 gives

Ū(ρ) = Ū

(
N∑

k=1

mkδxk

)
= −

∑
k<l

Gmkml

|xk − xl|
.

The resulting finite-dimensional Riemannian structure together with this poten-
tial function defines the kinetic and potential energies giving rise to the N -body
problem.

Remark 1.11. In the wake of Arnold’s work, various approaches to infinite-dimen-
sional generalizations of Newton’s equations (1.2) have been considered in special
settings. Those of perhaps most interest from our point of view were proposed by
Smolentsev [72, 73], who used diffeomorphism groups to describe the motions of a
barotropic fluid, and by Ebin [19], who used a similar framework to study, among
others, the incompressible limit of slightly compressible fluids. In the early 1980s,
Doebner, Goldin, and Sharp [17,27] began to develop links between representations
of diffeomorphism groups, ideal fluids, and nonlinear quantum systems, revisiting in
the process the classical transform of Madelung [48,49]. More recently, motivated by
the problems of optimal transport, von Renesse [79] used it to relate the Schrödinger
equations with a variant of Newton’s equations defined on the space of probability
measures (see Section 9 below for details). A similar objective, but driven partly
by motivation from information geometry and statistics, can be found in a recent
paper of Molitor [60].

In what follows we will systematically describe how one can conveniently study
various equations of mathematical physics, including all the examples listed in Ta-
ble 1, from a unified point of view as certain Newton’s equations. Our goal is to
present a rigorous infinite-dimensional geometric framework that unifies Arnold’s
approach to incompressible and inviscid hydrodynamics and its relatives with var-
ious generalizations of Newton’s equations (1.2) such as those mentioned above, to
provide a very general setting for systems of hydrodynamical origin on diffeomor-
phism groups and spaces of probability densities. We will also survey the setting
of the Hamiltonian reduction, which establishes a correspondence between various
representations of these equations.
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Remark 1.12. More precisely, given a compact n-dimensional manifold M , we will
equip the group of diffeomorphisms Diff(M) and the space of nonvanishing proba-
bility densities Dens(M) with the structures of smooth infinite-dimensional mani-
folds (see Appendix B for details) and study Newton’s equations on these manifolds
viewed as the associated configuration spaces.

As a brief preview of what follows, let Diffμ(M) be the subgroup of diffeomor-
phisms preserving the Riemannian volume form μ of M . Consider the fibration of
the group of all diffeomorphisms over the space of densities

Diff(M)/Diffμ(M)  Dens(M),

discussed by Moser [61], whose cotangent bundles T ∗Diff(M) and T ∗Dens(M) are
related by a symplectic reduction; cf. Section 3 below. Moser’s construction can be
used to introduce two different algebraic objects: the first is obtained by identifying
Dens(M) with the left cosets

(1.9) Diff(M)/Diffμ(M) =
{
ϕ ◦Diffμ(M) | ϕ ∈ Diff(M)

}
and the second by identifying it with the right cosets

(1.10) Diffμ(M)\Diff(M) =
{
Diffμ(M) ◦ ϕ | ϕ ∈ Diff(M)

}
.

In this paper we will make use of both identifications.
In order to define Newton’s equations on Diff(M) and Dens(M), and to inves-

tigate their mutual relations, we will choose Riemannian metrics on both spaces
so that the natural projections π corresponding to (1.9) or (1.10) become (infinite-
dimensional) Riemannian submersions. We will consider two such pairs of metrics.
In Section 2, using left cosets, we will study a noninvariant L2-metric on Diff(M)
together with the Wasserstein–Otto metric on Dens(M). In Section 7, using right
cosets, we will focus on a right-invariant H1 metric on Diff(M) and the Fisher–Rao
information metric on Dens(M). Extending the results of von Renesse [79], we will
then derive in Section 9 various geometric properties of the Madelung transform.
This will allow us to represent Newton’s equations on Dens(M) as Schrödinger-type
equations for wave functions.

1.5. Other related equations. Newton’s equations for fluids discussed in the
present paper are assumed to be conservative systems with a potential force. How-
ever, the subject concerning Newton’s equations is broader, and we mention briefly
two topics related to nonconservative Newton’s equations for compressible and in-
compressible fluids that are beyond the scope of this paper.

First, observe that the dissipative term Δv in the viscous Burgers equation

v̇ +∇vv = γΔv

can be viewed as a (linear) friction force while the equation itself can be seen as
Newton’s equation on Diff(M) with a nonpotential force. Similarly, observe that
the Navier–Stokes equations of a viscous incompressible fluid

v̇ +∇vv +∇P = γΔv, div v = 0

can be seen as Newton’s equations on Diffμ(M) with a nonpotential friction force.
There is a large literature treating the Navier–Stokes equations within a stochastic
framework where the geodesic setting of the Euler equations is modified by adding
a random force which acts on the fluid; see [28, 31].
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The second topic is related to a recently discovered flexibility and nonunique-
ness of weak solutions of the Euler equations. The constructions in [16, 69, 71]
exhibit compactly supported weak solutions describing a moving fluid that comes
to rest as t → ±∞. Such constructions can be understood by introducing a spe-
cial forcing term F (sometimes referred to as the “black noise”) into the equations
v̇+∇vv+∇P = F , and require that it is “L2-orthogonal to all smooth functions.”
(More precisely, one constructs a family of solutions with increasingly singular and
oscillating force and the black noise is a residual forcing observed in the limit; cf.
[76].) Using the standard definition of a weak solution, this force is thus not de-
tectable upon multiplication by smooth test functions and hence the existence of
such solutions to the Euler equations becomes less surprising. Constructions of
similar weak solutions to other PDEs rely on intricate limiting procedures involv-
ing possibly more singular and less detectable forces. The study of the geometry
of Newton’s equations with black noise on diffeomorphism groups seems to be a
promising direction of future research.

Remark 1.13. We should mention that, in addition to Newton’s equations, there is
another class of natural evolution equations on Riemannian manifolds given by the
gradient flows

q̇ = −∇V (q) ,

where a given potential function V determines velocity rather than acceleration.
An interesting example can be found in [64] where the heat flow on Dens(M)
is described as the gradient flow of the relative entropy functional providing a
geometric interpretation of the second law of thermodynamics; cf. Remark 9.8 on
its relation to a Hamiltonian setting.

1.6. An overview and main results. The goal of this paper is twofold. First, we
present a survey of the differential geometric approach to several hydrodynamical
equations emphasizing the setting of Newton’s equations. Second, we describe new
results obtained by implementing this tool.

Here are some highlights of this paper, where the survey topics are intertwined
with new contributions: geometry of the Euler equations as geodesic equations
along with their Hamiltonian formulation; Riemannian geometry of the spaces of
diffeomorphisms and densities and their relation to problems of optimal mass trans-
port; Newton equations in infinite dimensions and their appearance in the geom-
etry of compressible fluids; semidirect product groups in relation to compressible
fluids and magnetohydrodynamics; Fisher–Rao geometry on the spaces of densities
and diffeomorphisms; geometric properties of the Madelung transform; Casimirs of
compressible and incompressible fluids and magnetohydrodynamics. We also recall
briefly the symplectic and Poisson reductions in relation to diffeomorphism groups.
In more detail:

(1) Following [72] and [19], we revisit the case of the compressible barotropic
Euler equations as a Poisson reduction of Newton’s equations on Diff(M)
with the symmetry group Diffμ(M) and show that the Hamilton–Jacobi
equation of fluid mechanics corresponds to its horizontal solutions in section
4.3. We then describe the framework of Newton’s equations for fully com-
pressible (nonbarotropic) fluids in section 6.1 and magnetohydrodynamics
in section 6.2.
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(2) After reviewing the semidirect product approach to these equations we re-
late it to our approach in section A.2. We point out that the Lie–Poisson
semidirect product algebra associated with the compressible Euler equa-
tions appears naturally in the Poisson reduction setting T ∗Diff(M) →
T ∗Diff(M)/Diffμ(M). We then show that the semidirect product struc-
ture is consistent with the symplectic reduction at zero momentum for
T ∗Diff(M)//Diffμ(M)  T ∗Dens(M); see Section 5 and Appendix A.

(3) We develop a reduction framework for relativistic fluids in section 6.3 and
show how the relativistic Burgers equation arises in this context. We re-
late it to the relativistic approaches in optimal transport in [13] and ideal
hydrodynamics in [32, 42].

(4) Along with the L2 and the Wasserstein–Otto geometries, we also describe
the geometry associated with the Sobolev H1 and the Fisher–Rao metrics;
see Section 7. We show that infinite-dimensional Neumann systems are
(up to time rescaling) Newton’s equations for quadratic potentials in these
metrics (in suitable coordinates the Fisher information functional is an
example of such a potential); see section 8.2.

(5) Using the approach presented in this paper, we derive stationary solutions of
the Klein–Gordon equation and show that they satisfy a stationary infinite-
dimensional Neumann problem; see section 8.3. We also show that the
generalized two-component Hunter–Saxton equation is a Newton’s equation
in the Fisher–Rao setting; see section 9.5.

(6) We review the properties of the Madelung transform which relates linear
and nonlinear Schrödinger equations to Newton’s equations on Dens(M)
and can be used to describe horizontal solutions to Newton’s equations on
Diff(M) with Diffμ-invariant potentials, see Section 9 and [40, 79] as well
as the so-called Schrödinger smoke [15].

(7) Finally, we describe the Casimirs for compressible barotropic fluids, com-
pressible and incompressible magnetohydrodynamics; see Section 10.

Notations. Unless indicated otherwiseM stands for a compact oriented Riemannian
manifold. The spaces of smooth k-forms on M are denoted by Ωk(M), the spaces
of smooth vector fields by X(M), and those of smooth functions by C∞(M). Given
a Riemannian metric g on M , the symbol ∇ stands for the gradient as well as for
the covariant derivative of g. The Riemannian volume form is denoted by μ and is
assumed to be normalized:

∫
M

μ = 1. To simplify notation, we will often use typical

vector calculus conventions |v|2 = g(v, v) and u · v = g(u, v). The Lie derivative
along a vector field v will be denoted by Lv. In our computations we will assume
all the functionals to be differentiable with variational derivatives belonging to the
corresponding smooth duals, unless indicated otherwise.

A Riemannian metric g on M defines an isomorphism between the tangent and
cotangent bundles. For a vector field v on M we will denote by v� the corresponding
1-form on M , namely v� = g(v, ·). As usual, the inverse map will be denoted by �.
The pullback and pushforward maps of a tensor field β by a diffeomorphism ϕ will
be denoted by ϕ∗β and ϕ∗β, respectively.

Spaces of densities. The space of smooth probability densities on M will be
denoted by Dens(M) and will play an important role in the paper. It can be viewed
in two ways. Either, as is common among mathematical physicists, an element of
Dens(M) is a smooth real-valued function on M , constrained to be strictly positive
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everywhere and of unit mass with respect to the reference volume form μ on M . Or,
as is common among differential geometers, the elements of Dens(M) can be viewed
as normalized volume forms on M . The latter is geometrically more natural since
a probability density transforms as a volume form. However, either viewpoint has
its pros and cons making various formulas look simpler or more familiar depending
on the context. Therefore, we shall retain both conventions in this paper and
distinguish between them as follows: a density thought of as a function will be
denoted by ρ, whereas the corresponding volume form will be denoted by � = ρμ.
Notice that if ϕ is a diffeomorphism, then the equality � = ϕ∗μ corresponds to
ρ = Jac(ϕ−1), where Jac is the Jacobian with respect to μ.

2. Wasserstein–Otto geometry

2.1. Newton’s equations on Diff(M). In this section we describe Newton’s equa-
tions on the full diffeomorphism group. Following [5,20], we first introduce a (weak)
Riemannian structure.2

Definition 2.1. The L2-metric on Diff(M) is given by

(2.1) Gϕ(ϕ̇, ϕ̇) =

∫
M

|ϕ̇(x)|2dμ(x) =
∫
M

|ϕ̇|2μ

or, equivalently, after a change of variables

(2.2) Gϕ(ϕ̇, ϕ̇) =

∫
M

|v|2ϕ∗μ,

where ϕ ∈ Diff(M), ϕ̇ = v ◦ ϕ ∈ TϕDiff(M), and v is a vector field on M .

Newton’s equation on Diff(M) is a second order differential equation of the form

(2.3) ∇G
ϕ̇ϕ̇ = −∇GU(ϕ),

where U : Diff(M) → R is a potential energy function and ∇G is the covariant
derivative of the L2-metric. We are interested in the case in which potential energy
depends on ϕ implicitly via the associated density, i.e.,

(2.4) U(ϕ) = Ū(ρ),

where ρ = Jac(ϕ−1) and Ū : Dens(M) → R is a given functional. We always assume
that Ū for each ρ ∈ Dens(M) has a variational derivative given as a smooth function
δŪ
δρ ∈ C∞(M).

A more explicit form of (2.3) is given by the following theorem.

Theorem 2.2 ([72, 73]). Newton’s equations on Diff(M) for the metric (2.1) and
a potential function (2.4) can be written as

(2.5) ∇ϕ̇ϕ̇ = −∇δŪ

δρ
◦ ϕ.

2A rigorous infinite-dimensional setting for diffeomorphisms and densities will be given in
Appendix B. Here, for simplicity, we emphasize only the underlying geometric structure, leaving
aside technical issues.
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In reduced variables v = ϕ̇ ◦ ϕ−1 and ρ = Jac(ϕ−1) the equations assume the form

(2.6)

⎧⎪⎪⎨⎪⎪⎩
v̇ +∇vv +∇δŪ

δρ
= 0

ρ̇+ div(ρv) = 0.

The right-hand side of the equations in (2.5) is a result of a direct calculation,
which we state in a separate lemma.

Lemma 2.3. If U is of the form (2.4), then

∇GU(ϕ) =

(
∇δŪ

δρ

)
◦ ϕ,

where ρ = Jac(ϕ−1).

Proof. This lemma is essentially the divergence theorem on the infinite-dimensional
space. The proof in terms of variations of diffeomorphisms and densities mimics
the finite-dimensional one.

Since ∇GU stands here for the gradient of U in the L2-metric (2.1) and ϕ(t) is
the flow of the vector field v, we have

Gϕ

(
∇GU(ϕ), ϕ̇

)
=

d

dt
Ū(Jac(ϕ−1)︸ ︷︷ ︸

ρ

) =
〈

δŪ
δρ ,− div(ρv)

〉

=
〈
∇ δŪ

δρ , ρv
〉
=

∫
M

∇ δŪ
δρ · (ϕ̇ ◦ ϕ−1)ϕ∗μ = Gϕ

(
(∇ δŪ

δρ ) ◦ ϕ, ϕ̇
)
,

where we used that d
dt Jac(ϕ

−1)μ = −Lvϕ∗μ = − div(ρv)μ. �
Proof of Theorem 2.2. The equations in (2.5) follow directly from Lemma 2.3 and
the fact that the covariant derivative with respect to the L2-metric is just the
pointwise covariant derivative on M . The reduced equations in (2.6) are derived in
the Hamiltonian setting in section 3.2. �

The following special class of solutions to Newton’s equations is of particular
interest.

Proposition 2.4. The gradient fields v = ∇θ form an invariant set of solutions
of the reduced equations (2.6). Expressed in θ and ρ, these solutions fulfill the
Hamilton–Jacobi equations {

θ̇ + 1
2 |∇θ|2 = − δŪ

δρ

ρ̇+ div(ρ∇θ) = 0.

Proof. This follows from a direct computation using the identity∇∇θ∇θ= 1
2∇|∇θ|2.

A geometric explanation for the appearance of the Hamilton–Jacobi equation will
be given in the next section. �

An important point we want to emphasize in this survey is that a large number
of interesting systems in mathematical physics originate as Newton’s equations on
Diff(M) corresponding to different choices of potential functions. A partial list of
examples discussed here is given in Table 2. We will also describe other systems
on Diff(M) including the MHD equations or the relativistic as well as the fully
compressible Euler equations.
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Table 2. Various PDEs as Newton’s equations on Diff(M).

Equation on Diff(M) Potential Ū(ρ) Section

inviscid Burgers 0 §4.1
Hamilton–Jacobi

∫
M

V ρμ, V ∈ C∞(M) §4.2

shallow-water
∫
M

ρ2

2 μ §1.4
barotropic compressible Euler

∫
M

e(ρ)ρ μ, e ∈ C∞(R) §4.3
linear Schrödinger

∫
M

(
|∇√

ρ|2 + V ρ
)
μ §9.2

nonlinear Schrödinger (NLS)
∫
M

(
|∇√

ρ|2 + κρ2

2

)
μ §9.2

We have already seen two different formulations of Newton’s equations: the sec-
ond order (Lagrangian) representation in (2.5) and the reduced first order (Eulerian)
respresentation in (2.6). In order to obtain all the equations listed in Table 2 we will
need two further formulations: one defined on the space of densities and another
defined on the space of wave functions. We begin with the former, postponing wave
functions until Section 9.

2.2. Riemannian submersion over densities. The space Dens(M) of smooth
probability densities on M is an open subset of the affine subspace of all smooth
function (or n-forms) that integrate to one. It can be given the structure of an
infinite-dimensional manifold whose tangent bundle is trivial

TDens(M) = Dens(M)× C∞
0 (M),

where C∞
0 (M) =

{
f ∈ C∞(M) |

∫
M

f μ = 0
}
.

Definition 2.5. The left coset projection π : Diff(M) → Dens(M) between the
space of diffeomorphisms and the space of probability densities is given by

(2.7) π(ϕ) = Jac(ϕ−1) = ρ

or, equivalently, by pushforward of the reference volume form π(ϕ) = ϕ∗μ = �.

This projection relates the L2-metric (2.1) and the following metric on the space
of densities.

Definition 2.6. TheWasserstein–Otto metric is a Riemannian metric on Dens(M)
given by

(2.8) Ḡρ(ρ̇, ρ̇) =

∫
M

θρ̇ μ,

where θ ∈ C∞(M)/R is defined by the transport equation

ρ̇+ div(ρ∇θ) = 0

and ρ̇ ∈ C∞
0 (M) is a tangent vector at ρ ∈ Dens(M).

The Riemannian distance defined by the metric (2.8) on Dens(M) is precisely
the L2 Kantorovich–Wasserstein distance of optimal transport; see [9], [64], [47], or
[77].
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1 ρ

ρ̇

v = ∇θ

ϕ

ϕ̇

fi
b
er

D
iff

μ

fi
b
er
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desic

geodesic

π

Diff(M)

Dens(M)

Figure 1. Illustration of the Riemannian submersion in Theo-
rem 2.7. Horizontal geodesics on Diff(M) (potential solutions)
are transversal to the fibres and project to geodesics on Dens(M).
Note that the point in Dens(M) denoted by 1 corresponds to the
reference volume form μ, while ρ corresponds to the volume density
�.

Theorem 2.7 ([64]). The projection (2.7) is an (infinite-dimensional) Riemannian
submersion with respect to the L2-metric G on Diff(M) and the Wasserstein–Otto
metric Ḡ on Dens(M). Namely, given a horizontal 3 vector ϕ̇ ∈ TϕDiff(M) one has

Gϕ(ϕ̇, ϕ̇) = Ḡπ(ϕ)(ρ̇, ρ̇),

where ρ̇ = Tϕπ(ϕ̇).

An illustration of this theorem is given in Figure 1. The proof is based on two
lemmas. Recall that the left coset projection is the pushforward action of Diff(M)
on μ. The corresponding isotropy group is the subgroup of volume-preserving
diffeomorphisms

Diffμ(M) =
{
ϕ ∈ Diff(M) | ϕ∗μ = μ

}
so that if [ϕ] is a left coset in Diff(M)/Diffμ(M), then ϕ′ ∈ [ϕ] if and only if there
exists η ∈ Diffμ(M) such that ϕ ◦ η = ϕ′.

The first lemma states in particular that the action of Diff(M) on Dens(M) is
transitive.

Lemma 2.8. Let π : Diff(M) → Dens(M) be the left coset projection (2.7). Then

Diff(M)

π

��

Diffμ(M)� ���

Dens(M)

3That is, such that Gϕ(ϕ̇, V ) = 0 for all V ∈ ker(Tϕπ).
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is a principal bundle. Consequently, the quotient space Diff(M)/Diffμ(M) of left
cosets is isomorphic to Dens(M).

Proof. Surjectivity of π is a consequence of Moser’s lemma [61]. The fact that π
defines an infinite-dimensional principal bundle in the category of tame Fréchet
manifolds (cf. Appendix B) follows from a standard argument using the Nash–
Moser–Hamilton theorem; cf. [30]. �

The second lemma states that the L2-metric on Diff(M) is compatible with the
principal bundle structure above.

Lemma 2.9. The L2-metric (2.1) is right-invariant with respect to the Diffμ(M)
action, namely

Gϕ(u, v) = Gϕ◦η(u ◦ η, v ◦ η)

for any u, v ∈ TϕDiff(M) and η ∈ Diffμ(M).

Proof. Since η∗μ = μ the result follows at once from (2.2). �

In [5] Arnold used the L2-metric (2.1) to show that its geodesic equation on
Diffμ(M), when expressed in Eulerian coordinates, yields the classical Euler equa-
tions of an ideal fluid. This marked the beginning of geometric and topological
hydrodynamics ; cf. [8] or section 3.1.

The Riemannian submersion framework described above concerns objects that
are extrinsic to Arnold’s (intrinsic) point of view. More precisely, rather than
restricting to the vertical directions tangent to the fibre Diffμ(M), we consider
the horizontal directions in the total space Diff(M) and use the fact that any
structure on Diff(M) which is invariant under the right action of Diffμ(M) induces
a corresponding structure on Dens(M) by Lemma 2.8.

We are now ready to prove the main result of this subsection.

Proof of Theorem 2.7. Given ξ ∈ TϕDiff(M), let v = ξ ◦ ϕ−1 and � = ϕ∗μ with
� = ρ μ as before. Then

Tϕπ · ξ = −Lv(ϕ∗μ) = −Lv�

= −
(
ρ div v + ιvdρ

)
μ

= − div(ρv)μ.

The kernel of Tϕπ is TϕDiff
(M) and defines a vertical distribution. On the other
hand, the horizontal distribution is

Hϕ =
{
ξ ∈ TϕDiff(M) | ξ ◦ ϕ−1 = ∇p for p ∈ C∞(M)

}
.

Indeed, if div(ρv) = 0, then from (2.1) we have

Gϕ

(
∇p ◦ ϕ, v ◦ ϕ

)
=

∫
M

g(∇p, v)� =

∫
M

(Lvp)� = −
∫
M

pLv� = 0,

and it follows that Tϕπ : Hϕ → T
Dens is an isometry. Its inverse is

TρDens(M) � ρ̇ �→ ∇(−Δ−1
ρ ρ̇) ◦ ϕ ∈ Hϕ,
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where Δρ = div ρ∇. From (2.1) we now compute

Gϕ(∇(Δ−1
ρ ρ̇) ◦ ϕ,∇(Δ−1

ρ ρ̇) ◦ ϕ) =
∫
M

g
(
∇(Δ−1

ρ ρ̇),∇(Δ−1
ρ ρ̇)

)
ρμ

=

∫
M

− div
(
ρ∇(Δ−1

ρ ρ̇)
)
Δ−1

ρ ρ̇ μ

=

∫
M

−ρ̇Δ−1
ρ ρ̇ μ = Ḡρ(ρ̇, ρ̇),

where the last equality follows from the definition of Ḡ. Thus, the projection π is
a Riemannian submersion. �

Remark 2.10. If E is a smooth functional on Dens(M) with a variational derivative
δE
δρ ∈ C∞(M) for every ρ ∈ Dens(M), then from the above expression we have

Ḡρ

(
∇ḠE(ρ), ρ̇

)
=

〈
δE

δρ
, ρ̇

〉
L2

=

∫
M

Δ−1
ρ Δρ

δE

δρ
ρ̇ = Ḡ


(
−Δρ

δE
δρ , ρ̇

)
,

which gives the following formula for the gradient of E in the Wasserstein–Otto
metric

∇ḠE(ρ) =
(
−Δρ

δE

δρ
+

∫
M

Δρ
δE

δρ
μ
)
μ

since every vector tangent to Dens(M) has zero mean. In particular, if E is the
relative entropy S(ρ) =

∫
M

ln(ρ)ρ μ, then δS/δρ = ln ρ and since

Δρ ln ρ = div(ρ∇(ln ρ)) = div∇ρ = Δρ,

we recover the formula ∇ḠS(ρ) = −Δρ, i.e., the Wasserstein gradient flow of en-
tropy corresponds to the heat flow on the space of densities, cf. [64].

3. Hamiltonian setting

The point of view of incompressible hydrodynamics as a Hamiltonian system
on the cotangent bundle of Diffμ(M) described by Arnold [5] turned out to be re-
markably useful in applications involving invariants and stability (this is reviewed
in section 3.1). In the next sections we develop the framework for Newton’s equa-
tions (adding a potential energy term to the kinetic energy which yields geodesics)
on the group Diff(M) of all diffeomorphisms (rather than volume-preserving ones).

3.1. Hamiltonian framework for the incompressible Euler equations. In
[5] Arnold suggested using the following general framework on an arbitrary group
describing a geodesic flow with respect to a suitable one-sided invariant Riemannian
metric on this group. (Similar ideas can be traced back to S. Lie and H. Poincaré
[46, 66].)

Let a (possibly infinite-dimensional) Lie group G be the configuration space of
some physical system. The tangent space at the identity element e is the corre-
sponding Lie algebra g = TeG. Fix a positive definite quadratic form (the “energy”)
E(v) = 1

2 〈v,Av〉 on g and right translate it to the tangent space TaG at any point
a ∈ G (this is “translational symmetry” of the energy). In this way the energy
defines a right-invariant Riemannian metric on the group. The geodesic flow on G
with respect to this energy metric represents extremals of the least action principle;
i.e., actual motions of the physical system.
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The operator A : g → g∗ defining the energy E (and called the inertia operator)
allows one to rewrite the Euler equation on the dual space g∗. The Euler equation
on g∗ turns out to be Hamiltonian with respect to the natural Lie–Poisson structure
on the dual space. The corresponding Hamiltonian function is the energy quadratic
form lifted from the Lie algebra to its dual space by the same identification: H(m) =
1
2 〈A−1m,m〉, where m = Av. Now the Euler equation on g∗ corresponding to the
right-invariant metric E on the group is given by

(3.1) ṁ = −ad∗A−1mm,

as an evolution of a point m ∈ g∗; see, e.g., [8]. Here ad∗ is the operator of the
coadjoint representation of the Lie algebra g on its dual g∗: 〈ad∗vu,w〉 := 〈u, [v, w]〉
for any elements v, w ∈ g and u ∈ g∗.

Applied to the group G = Diffμ(M) of volume-preserving diffeomorphisms on
M , this framework provides an infinite-dimensional Riemannian setting for the Eu-
ler equations (1.3) of an ideal fluid in M . Namely, the right-invariant energy metric
is given here by the L2-inner product on divergence-free vector fields on M , that
constitute the Lie algebra g = Xμ(M) = {v ∈ X(M) | div(v) = 0}. The equa-
tions (3.1) in this particular setting then correspond to the incompressible Euler
equations (1.3). The approach also provides the following Hamiltonian framework
for classical hydrodynamics.

Theorem 3.1 (See, e.g., [8]).

a) The dual space to the Lie algebra Xμ(M) is X∗
μ(M) = Ω1(M)/dC∞(M),

the space of cosets of 1-forms on M modulo exact 1-forms. The coadjoint
action of Diffμ(M) is given by change of coordinates in a 1-form, while the
coadjoint action of Xμ(M) is given by the Lie derivative along a vector field
ad∗v = Lv. It is well-defined on the cosets in Ω1(M)/dC∞(M).

b) The inertia operator A : Xμ(M) → X∗
μ(M) is defined by assigning to a

given divergence-free vector field v the coset α = [v�] in Ω1(M)/dC∞(M).
c) The incompressible Euler equations (1.3) on the dual space X∗

μ(M) have the
form

(3.2)
d

dt
[α] = −Lv[α],

where [α] ∈ Ω1(M)/dC∞(M) and α = v�.

The proof follows from the fact that the map v �→ ιvμ provides an isomorphism
of the space of divergence-free vector fields and the space of closed (n − 1)-forms
on M , i.e., g = Xμ(M)  Ωn−1

cl (M), since d(ιvμ) = Lvμ = 0. The dual space is

g∗ = (Ωn−1
cl (M))∗ = Ω1(M)/dC∞(M) and the pairing is given by

〈v, [α]〉 =
∫
M

(ιvα)μ.

For more details we refer to [8].

Remark 3.2. Equation (3.2) can be rewritten in terms of a representative 1-form
and a differential of a (pressure) function

α̇+ Lvα = −dP,

which is a more familiar form of the Euler equations of an ideal fluid.
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T ∗Diff(M)

����
���

���
���

�� Diff(M)

��

J−1([0])
� �

����������

���
��

��
��

�
Dens(M)× X∗(M)

T ∗Dens(M)
� �

�������������
�� Dens(M)

Figure 2. Relation between various phase space representations
of Newton’s equations on Diff(M) and Dens(M).

Note that each coset [α] contains a unique coclosed 1-form ᾱ ∈ [α] which is
related to a divergence-free vector field v by means of the metric on M , namely
ᾱ = v�. Such a choice of a representative ᾱ defines the (pressure) function P
uniquely modulo a constant since ΔP = δdP is prescribed for each time t.

3.2. Hamiltonian formulation and Poisson reduction. Newton’s equations
(2.5) can be viewed as a canonical Hamiltonian system on T ∗Diff(M). To write
down this system, we identify each cotangent space T ∗

ϕDiff(M) with the dual of the
space of vector fields X∗(M) = T ∗

idDiff(M). The (smooth part of the) latter space
consists of differential 1-forms with values in the space of densities

X
∗(M) = Ω1(M)⊗Dens(M),

where the tensor product is taken over the ring C∞(M). The natural pairing
between ϕ̇ ∈ TϕDiff(M) and m = α⊗ μ ∈ T ∗

ϕDiff(M) is given by

(3.3) 〈m, ϕ̇〉ϕ =

∫
M

ιϕ̇◦ϕ−1m =

∫
M

(ιϕ̇◦ϕ−1α)μ

(when ϕ = id, we will sometimes omit the subscript). This pairing does not depend
on the Riemannian metric g on M .

Remark 3.3. The spaces discussed and maps between them are summarized in the
commutative diagram in Figure 2. The right column of the diagram describes a
natural projection π : Diff(M) → Dens(M) from the diffeomorphism group to the
space of normalized smooth densities on M with fibers that consist of all those
diffeomorphisms which push a given reference density to any other density. As
we discussed, this projection is a Riemannian submersion for a (noninvariant) L2-
metric on Diff(M) and the (Kantorovich–)Wasserstein–Otto metric on Dens(M)
used in the optimal mass transport; see [64]. The symplectic viewpoint on the
Riemannian submersion leads naturally to the Hamiltonian description of the cor-
responding equations and the appearance of the momentum map, as we discuss
below and in Appendix A.

The same diagram arises for a different Riemannian submersion, when Diff(M) is

equipped with a right-invariant homogeneous Sobolev Ḣ1-metric and Dens(M) with
the Fisher–Rao (information) metric, which plays an important role in geometric
statistics, as we discuss in Section 7; cf. [38].
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Consider the standard Lagrangian on TDiff(M) in the kinetic-minus-potential
energy form

L(ϕ, ϕ̇) =
1

2
Gϕ(ϕ̇, ϕ̇)− Ū(ϕ∗μ).

As usual, the passage to the Hamiltonian formulation on T ∗Diff(M) is obtained
through the Legendre transform which in this case is given by

m = v� ⊗ � where v = ϕ̇ ◦ ϕ−1 and � = ϕ∗μ.

(In this section it is more convenient to work with the volume form � instead of the
density function ρ.)

Lemma 3.4. The Hamiltonian corresponding to the Lagrangian L is

(3.4) H(ϕ,m) =
1

2
〈m, v〉+ Ū(ϕ∗μ).

Proof. In the above notation for ϕ̇ ∈ TϕDiff(M), we have

Gϕ(ϕ̇, ϕ̇) =

∫
M

|v|2� =

∫
M

(ιvv
�)� =

〈
v� ⊗ �, ϕ̇

〉
ϕ
.

The result follows since Gϕ is quadratic and Ū is independent of ϕ̇. �

We can now turn to Newton’s equations on Diff(M).

Theorem 3.5. The Hamiltonian form of the equations (2.5) is{
ṁ = −Lvm+ d

(
1
2 |v|2 −

δŪ
δ
 (ϕ∗μ)

)
⊗ ϕ∗μ

ϕ̇ = v ◦ ϕ,
(3.5)

where m = v� ⊗ ϕ∗μ.

Proof. In canonical coordinates (ϕ,mϕ) on T ∗Diff(M) the Hamiltonian equations
take the form

ṁϕ = −δH

δϕ
and ϕ̇ =

δH

δmϕ
,

where mϕ are the canonical momenta satisfying m = mϕ ◦ ϕ−1.
Given a Hamiltonian H on T ∗Diff(M)  Diff(M) × X∗(M) and a variation

ε → mϕ,ε we have

d

dε
H
(
ϕ,mϕ,ε ◦ ϕ−1

)
=

〈δH
δm

,
d

dε
mϕ,ε ◦ ϕ−1

〉
id
=

〈δH
δm

◦ ϕ, d

dε
mϕ,ε

〉
ϕ
,

and thus ϕ̇ = δH
δmϕ

= v ◦ϕ, where v = δH
δm . Differentiating mϕ = m ◦ϕ with respect

to the t variable, we obtain

ṁ = −Lvm+ ṁϕ ◦ ϕ−1 = −Lvm− δH

δϕ
◦ ϕ−1.

As before, writing the Hamiltonian in (3.4) as H(ϕ,m) = H̄(�,m) where � = ϕ∗μ
and letting ε → ϕε be a variation of ϕ0 = ϕ generated by the field v, we find

d

dε
H(ϕε,m) =

〈
d
δH̄

δ�
, v

〉
id
=

〈
d
δH̄

δ�
◦ ϕ, ϕ̇

〉
ϕ
.
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Thus δH
δϕ = d δH̄

δ
 ◦ ϕ and the equation for ṁ becomes

ṁ = −Lvm− d
δH̄

δ�
.

Finally, a straightforward computation using (3.4) gives

δH̄

δ�
= −|v|2

2
+

δŪ

δ�
,

which concludes the proof. �
Rewriting the system (3.5) in terms of � = ϕ∗μ and m provides an example of

Poisson reduction with respect to Diffμ(M) as the symmetry group. From (3.3) we
obtain a formula for the cotangent action of this group on T ∗Diff(M), namely

(3.6) η · (ϕ,m) =
(
ϕ ◦ η−1,m

)
.

Theorem 3.6 (Poisson reduction). The quotient space T ∗Diff(M)/Diffμ(M) is
isomorphic to Dens(M) × X∗(M). The isomorphism is given by the projection
Π(ϕ,m) = (ϕ∗μ,m). Furthermore, Π is a Poisson map with respect to the canonical
Poisson structure on T ∗Diff(M) and the Poisson structure on Dens(M) × X∗(M)
given by

(3.7) {F,G}(�,m) =
〈
�,L δF

δm

δG
δ
 − L δG

δm

δF
δ


〉
+

〈
m,L δF

δm

δG
δm

〉
.

In Appendix B we provide an alternative construction in the setting of Fréchet
spaces.

Proof. From (3.6) and Lemma 2.8 it follows that

T ∗Diff(M)/Diffμ(M)  Diff(M)/Diffμ(M)× X∗(M)  Dens(M)× X∗(M)

with the projection given by Π. The fact that Π is a Poisson map (in fact, a Poisson
submersion) follows from the consideration in Appendix A. �
Remark 3.7. The bracket (3.7) is the classical Lie–Poisson structure on the dual of
the semidirect product X(M)� C∞(M).

Corollary 3.8. Let H be a Hamiltonian function on T ∗Diff(M) satisfying

H(ϕ,m) = H(ϕ ◦ η,m) for all η ∈ Diffμ(M).

Then H = H̄◦Π for some function H̄ : Dens(M)×X∗(M) → R. In reduced variables
� = ϕ∗μ and m, the Hamiltonian equations assume the form

(3.8)

⎧⎨⎩ṁ = −Lvm− d δH̄
δ
 ⊗ �

�̇ = −Lv�,

where v = δH̄
δm .

Proof. Using the Poisson form of the Hamiltonian equations Ḟ = {H,F} with
F (ρ,m) = 〈m,u〉+ 〈�, θ〉, we obtain from (3.7) the weak form of the equations

〈ṁ, u〉+ 〈�̇, θ〉 =
〈
�,L δH̄

δm
θ − Lu

δH̄
δ


〉
+

〈
m,L δH̄

δm
u
〉

for any u ∈ X(M) and θ ∈ C∞(M)/R. Rewriting the right-hand side as〈
−L δH̄

δm
�, θ

〉
+

〈
−L δH̄

δm
m− d δH̄

δ
 ⊗ �, u
〉

completes the proof. �
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The following is the Hamiltonian analogue of Proposition 2.4.

Proposition 3.9. The product manifold

Dens(M)× (dC∞(M)⊗ �) =
{
(�, dθ ⊗ �) | θ ∈ C∞(M)

}
is a Poisson submanifold of Dens(M)× X∗(M).

Proof. From (3.8) we find that the momenta m = dC∞(M)⊗ � form an invariant
set in Ω1(M)⊗ � for any choice of Hamiltonian H̄. �

It turns out that the submanifold in Proposition 3.9 is symplectic, as we shall
discuss below.

3.3. Newton’s equations on Dens(M). Poisson reduction with respect to the
cotangent action of Diffμ(M) on T ∗Diff(M) leads to reduced dynamics on the
Poisson manifold T ∗Diff(M)/Diffμ(M)  Dens(M) × X∗(M) (cf. Theorem 3.6).
This Poisson manifold is a union of symplectic leaves one of which can be identified
with T ∗Dens(M) equipped with the canonical symplectic structure. Indeed, the
latter turns out to be the symplectic quotient T ∗Diff(M)//Diffμ(M) corresponding
to the zero-momentum leaf; see Appendix A. Here we identify T ∗Dens(M) as a
symplectic submanifold of Dens(M)× X∗(M).

Lemma 3.10. The (smooth part of the) cotangent bundle of Dens(M) is

T ∗Dens(M) = Dens(M)× C∞(M)/R  Dens(M)× (dC∞(M)⊗ ρμ).

Furthermore, T ∗Dens(M) can be regarded as a symplectic leaf in the Poisson man-
ifold Dens(M)× X∗(M) via the mapping

(ρ, θ) �→ (ρ, ρ dθ ⊗ μ).

Proof. Since the space T
Dens(M) = C∞
0 (M) of zero-mean functions is a subspace

of C∞(M), it follows that

T ∗Dens(M) = Dens(M)× C∞(M)∗/ ker(〈 · , C∞
0 (M)〉)

= Dens(M)× C∞(M)/R.

That T ∗Dens(M) is a symplectic leaf in Dens(M)×X∗(M) now follows from Propo-
sition 3.9 since the mapping (ρ, θ) �→ (ρ, ρ dθ ⊗ μ) is bijective and Poisson. (Even
more geometrically, one can regard T ∗Dens(M) as the zero-momentum symplectic
reduction leaf as outlined in Appendix A.) �

Next, we turn to Newton’s equations on Dens(M) for the Wasserstein–Otto
metric (2.8).

Corollary 3.11. The Hamiltonian on T ∗Dens(M) corresponding to Newton’s equa-
tions on Dens(M) with respect to the Wasserstein–Otto metric (2.8) is

H̃(ρ, θ) =
1

2

∫
M

ρ|∇θ|2 μ+ Ū(ρ),

and the Hamiltonian equations are{
θ̇ + 1

2 |∇θ|2 + δŪ
δρ = 0

ρ̇+ div(ρ∇θ) = 0.
(3.9)
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Solutions of (3.9) correspond to horizontal solutions of Newton’s equations (2.5)
on Diff(M) or, equivalently, to zero-momentum solutions of the reduced equations
(3.8) with Hamiltonian

H̄(ρ,m) =
1

2
〈m, v〉+ Ū(ρ), m = ρv� ⊗ μ.

Proof. Given the Hamiltonian (3.4) on T ∗Diff(M), the result follows directly from
Theorem 3.6 and the zero-momentum reduction result Theorem A.4 in Appendix
A. �

4. Wasserstein–Otto examples

In this section we provide and study examples of Newton’s equations on Diff(M)
with respect to the L2 metric (2.1) and Diffμ(M)-invariant potentials. We also de-
rive the corresponding Poisson reduced equations on Dens(M)×X∗(M) (cf. section
3.2) and symplectic reduced equations on T ∗Dens(M) corresponding to Newton’s
equations for the Wasserstein–Otto metric (2.8) (cf. section 3.3).

4.1. Inviscid Burgers equation. We start with the simplest case when the po-
tential function is zero. The corresponding Newton’s equations are the geodesic
equations on Diff(M).

Proposition 4.1. Newton’s equations with respect to the L2-metric (2.1) and with
zero potential Ū = 0 admit the following formulations:

• the L2 geodesic equations on Diff(M)

∇ϕ̇ϕ̇ = 0;

• the inviscid Burgers equations on X(M)

v̇ +∇vv = 0,

where v = ϕ̇ ◦ ϕ−1;
• the Poisson reduced equations on Dens(M)× X∗(M){

ṁ+ Lvm− ρ d
(
1
2 |v|2

)
⊗ μ = 0

ρ̇+ div(ρv) = 0,

where m = ρ v� ⊗ μ;
• the symplectically reduced equations on T ∗Dens(M){

θ̇ + 1
2 |∇θ|2 = 0

ρ̇+ div(ρ∇θ) = 0,
(4.1)

corresponding to the Hamiltonian form of the geodesic equations for the
Wasserstein–Otto metric (2.8).

Observe that the system in (4.1) consists of the Hamilton–Jacobi equation for the
kinetic energy Hamiltonian H(x, p) = 1

2gx(p
�, p�) on M together with the transport

equation for ρ.

Proof. The results follow directly from Theorem 2.2, Theorem 3.6, and Corollary
3.11 after setting Ū = 0. �
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4.2. Classical mechanics and Hamilton–Jacobi equations. LetV be a smooth
potential function on M and consider the corresponding potential function on the
space of densities

(4.2) Ū(ρ) =

∫
M

V ρμ,

where ρ ∈ Dens(M).

Proposition 4.2. Newton’s equations with respect to the L2-metric (2.1) and the
potential Ū in (4.2) admit the following formulations:

• the L2 geodesic equations with potential on Diff(M)

∇ϕ̇ϕ̇+∇V ◦ ϕ = 0;

• the inviscid Burgers equations with potential on X(M)

v̇ +∇vv +∇V = 0,

where v = ϕ̇ ◦ ϕ−1;
• the Poisson reduced equations on Dens(M)× X∗(M){

ṁ+ Lvm− ρ d
(
1
2 |v|2 − V

)
⊗ μ = 0

ρ̇+ div(ρv) = 0,

where m = ρv� ⊗ μ;
• the symplectically reduced equations on T ∗Dens(M){

θ̇ + 1
2 |∇θ|2 + V = 0

ρ̇+ div(ρ∇θ) = 0.
(4.3)

Observe that the system (4.3) consists of the Hamilton–Jacobi equation for the
classical Hamiltonian H(x, p) = 1

2gx(p
�, p�) + V (x) together with the transport

equation for ρ.

Proof. Since δ
δ
 Ū = V the proposition follows by combining Theorem 2.2, Theorem

3.6, and Corollary 3.11. �
4.3. Barotropic fluid equations. The motion of barotropic fluids is characterized
by a functional relation between the pressure and the fluid’s density. The corre-
sponding equations on a Riemannian manifold expressed in terms of the velocity
field v and the density function ρ have the form{

v̇ +∇vv + ρ−1∇P (ρ) = 0

ρ̇+ div(ρv) = 0.
(4.4)

The function P ∈ C∞(R) relates ρ and the pressure function p = P (ρ). This
relation depends on the properties of the fluid and is called the barotropic equation
of state. Note that the equations of barotropic gas dynamics are usually specified
by a particular choice P (ρ) = const · ρa (where, e.g., a = 7/5 corresponds to the
standard approximation for atmospheric air).

To connect these objects with our framework, we let e : R+ → R+ be a function
describing the internal energy e(ρ) of a barotropic fluid per unit mass and consider
a general potential

(4.5) Ū(ρ) =

∫
M

Φ(ρ)μ,
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where Φ(ρ) = e(ρ)ρ. The relation between pressure and the internal energy is given
by

P (ρ) = e′(ρ)ρ2.

We also define the thermodynamical work function as

(4.6) W (ρ) =
∂Φ

∂ρ
= e′(ρ)ρ+ e(ρ) = ρ−1P (ρ) + e(ρ).

We have ρ−1∇P (ρ) = ∇W (ρ) which helps explain the idea of introducing the
work function W in that the force in (4.4) becomes a pure gradient (here ∇W (ρ) is
understood as the gradient∇(W◦ρ) of a function onM). This can be arranged if the
internal energy e depends functionally on ρ. As we have seen in the general form of
(2.6) the internal work function W is more fundamental than the pressure function
P in the following sense: when the internal energy depends on the derivatives of ρ,
it may not be possible to find the pressure as a differential operator on ρ unlike the
the work function.

Proposition 4.3. Newton’s equations for the L2-metric (2.1) and the potential
(4.5) admit the following formulations:

• on Diff(M)

∇ϕ̇ϕ̇+
(
ρ−1∇P (ρ)

)
◦ ϕ = 0;

• the barotropic compressible fluid equations (4.4) on X(M) for the velocity
field v = ϕ̇ ◦ ϕ−1 and the density function ρ;

• the Poisson reduced equations on Dens(M)× X∗(M){
ṁ+ Lvm− ρ d

(
1
2 |v|2 −W (ρ)

)
⊗ μ = 0

ρ̇+ div(ρv) = 0,

where m = ρv� ⊗ μ and W (ρ) is the work function (4.6);
• the symplectically reduced form of the barotropic compressible fluid equa-
tions on T ∗Dens(M){

θ̇ + 1
2 |∇θ|2 +W (ρ) = 0

ρ̇+ div(ρ∇θ) = 0.

Proof. The energy function of a compressible barotropic fluid with velocity v and
density ρ is

E =
1

2

∫
M

|v|2ρ μ+

∫
M

e(ρ)ρ μ,

where the first term corresponds to fluid’s kinetic energy and the second is the
potential energy under the barotropic assumption. Introducing the momentum
variable m ∈ X∗(M), we obtain a Hamiltonian on Dens(M)× X∗(M) of the form

(4.7) H̄(ρ,m) = 1
2 〈m, v〉+ 〈ρ, e(ρ)〉 , m = ρv� ⊗ μ.

It is clear that δ
δm H̄ = v. Furthermore, we have〈δH
δρ

, ρ̇
〉
=

〈
− 1

2 |v|
2, ρ̇

〉
+ 〈Φ′(ρ), ρ̇〉 =

〈
− 1

2 |v|
2 +Φ′(ρ), ρ̇

〉
.
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Substituting into (3.8) we arrive at the system{
ṁ = −Lvm− ρ d

(
− 1

2 |v|2 +Φ′(ρ)
)
⊗ μ

ρ̇+ div(ρv) = 0.

To obtain the compressible Euler equations, we rewrite the second term in the
first equation using (4.6) as

ρ dΦ′(ρ)⊗ μ =
(
d
(
ρΦ′(ρ)

)
− Φ′(ρ)dρ

)
⊗ μ

= d
(
ρΦ′(ρ)− Φ(ρ)

)
⊗ μ

= dP (ρ)⊗ μ

to get {
ṁ = −Lvm+ 1

2dιvv
� ⊗ �− dP ⊗ μ

ρ̇+ div(ρv) = 0.
(4.8)

Differentiating m = ρv� ⊗ μ in the time variable

ṁ = (ρv̇� + ρ̇v�)⊗ μ = v̇� ⊗ �− v� ⊗ Lv�

and substituting into (4.8), we obtain{
v̇� ⊗ � =

(
−Lvv

� + 1
2dιvv

� − ρ−1dP
)
⊗ �

�̇ = −Lv�.

Using the identities Lv� = div(ρv)μ and (∇vv)
� = Lvv

� − 1
2divv

�, we now recover
the compressible Euler equations (4.4), that is{

v̇ +∇vv = −ρ−1∇P (ρ)

ρ̇+ div(ρv) = 0.

To describe these equations as Newton’s equations (3.5) on Diff(M), we consider
the potential Ū(ρ) =

∫
M

Φ(ρ)μ given in (4.5) with δ
δρ Ū(ρ) = Φ′(ρ) = e′(ρ)ρ+ e(ρ).

Note that this potential Ū : Dens(M) → R is of the form (2.4). From Theorem 2.2
we find Newton’s equations corresponding to the compressible Euler equations

∇ϕ̇ϕ̇ = −∇
(
Φ′(ρ)) ◦ ϕ.

From Corollary 3.11 we get the symplectically reduced form on T ∗Dens(M). �

5. Semidirect product reduction

In this section we recall one standard approach to the equations of compressible
fluid dynamics using semidirect products; see [52, 78]. Recall from the earlier sec-
tions that the barotropic Euler equations can be viewed as a mechanical system on
the configuration space Diff(M) with the symmetry group Diffμ(M). On the other
hand, such a system can be also obtained by a semidirect product construction as
a so-called Lie–Poisson system provided that the configuration space is extended
so that it coincides with the given symmetry group. We unify these approaches
in section A.2: any Lie–Poisson system on a semidirect product can be viewed as
a Newton system with a smaller symmetry group. We begin with two standard
examples.
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5.1. Barotropic fluids via semidirect products. In order to describe a baro-
tropic fluid (4.4) as a Lie–Poisson system, one can introduce the semidirect product
group S = Diff(M) � C∞(M) as a space of pairs (ϕ, f) equipped with the group
structure

(5.1) (ϕ, f) · (ψ, g) = (ϕ ◦ ψ, ϕ∗g + f), ϕ∗g = g ◦ ϕ−1,

which is smooth in the Fréchet topology; cf. Appendix B.
The Lie algebra s = X(M) � C∞(M) is also a semidirect product with a com-

mutator given by

(5.2) ad(v,b)(u, a) = (−Lvu,Lub− Lva).

The corresponding (smooth) dual space is s∗ = X∗(M)×C∞(M) whose elements
are pairs (m, ρ) with m = α ⊗ μ ∈ X∗(M) and ρ ∈ C∞(M), where μ is a fixed
volume form and α is a 1-form on M . The pairing between s and s∗ is given by

〈(v, b), (m, ρ)〉 =
∫
M

(ιvα)μ+

∫
M

bρ μ.

The Lie algebra structure of s determines the Lie–Poisson structure on s∗, and
the corresponding Poisson bracket at (m, ρ) ∈ s∗ is given by the formula (3.7).
It is sometimes called the compressible fluid bracket. (We refer to section A.2 for
a general setting of semidirect products and explicit formulas.) Notice that s∗ is
strictly bigger than Dens(M) × X∗(M), since ρ now can be any function (it does
not have to be a probability density).

In order to define a dynamical system on S consider a smooth function P (relating
pressure to fluid’s density ρ, as in section 4.3) of the form P (ρ) = ρ2Φ′(ρ) and define
the following energy function on s,

E(v, ρ) =

∫
M

(
1

2
|v|2 ρ+ ρΦ(ρ)

)
μ.

Lifting E to the dual s∗ with the help of the inertia operator of the Riemannian
metric, we obtain the Hamiltonian on s∗,

(5.3) H(m, ρ) =

∫
M

(
1

2ρ
|m|2 + ρΦ(ρ)

)
μ.

Observe that, by construction, the associated Hamiltonian system on the cotangent
bundle T ∗S is right-invariant with respect to the action of S.

Theorem 5.1 ([52,78]). The barotropic fluid equations (4.4) correspond to the Lie–
Poisson system on s∗ with the Poisson bracket of type (3.7) and the Hamiltonian
(5.3).

While the general barotropic equations described above are valid for any smooth
initial velocity field, one is often interested only in potential solutions of the sys-
tem. These are obtained from initial conditions of the form v0 = ∇θ0, where θ0
is a smooth function on M . As we have already seen, such solutions retain their
gradient form for all times and the equations can be viewed as the Hamilton–Jacobi
equations; see (1.7). Potential solutions of this type arise naturally in the context
of the Madelung transform; see Section 9.

Remark 5.2. The semidirect product framework is a natural setting whenever the
physical model contains a quantity transported by the flow; e.g., the continuity
equation (4.4). However, while the Hamiltonian point of view works similarly to
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the case of incompressible fluids, the Lagrangian approach with semidirect product
Lie algebras encounters drawbacks; cf. [33]. These are mostly related to the fact
that the Lagrangian is not quadratic and cannot be directly interpreted as a kinetic
energy yielding geodesics on the group (for some attempts to bypass this problem
using the Maupertuis principle, see [72]; for a geodesic formulation in an extended
phase space, see [67]). Furthermore, there is no physical interpretation of the action
of the full semidirect product on its dual space: the particle reparametrization
symmetry is related only to the action of the first (diffeomorphisms) but not of the
second (functions) factor in the product S = Diff(M) � C∞(M). One advantage
of our point of view in section 4.3 using Newton’s equations is that it resolves such
issues.

5.2. Incompressible magnetohydrodynamics. An approach based on semidi-
rect products is also possible in the case of the equations of self-consistent magne-
tohydrodynamics (MHD). We start with the incompressible case and discuss the
compressible case in detail in section 6.2. The underlying system describes an ideal
fluid whose divergence-free velocity v is governed by the Euler equations (see sec-
tion 3.1 for Lagrangian and Hamiltonian formulations). Assume next that the fluid
has infinite conductivity and carries a (divergence-free) magnetic field B. Trans-
ported by the flow (i.e., frozen in the fluid), B acts reciprocally (via the Lorenz
force) on the velocity field and the resulting MHD system on a three-dimensional
Riemannian manifold M takes the form⎧⎪⎪⎪⎨⎪⎪⎪⎩

v̇ +∇vv +B× curlB+∇P = 0

Ḃ+ LvB = 0

div v = 0

divB = 0 .

(5.4)

A natural configuration space for the system (5.4) is the semidirect product of the
group of volume-preserving diffeomorphisms and the dual of the space Xμ(M) of
divergence-free vector fields on a threefold M . The corresponding Lie algebra is
the semidirect product of Xμ(M) and its dual. The group product and the algebra
commutator are given by the formulas (5.1) and (5.2), respectively.

More generally, the configuration space of incompressible magnetohydrodynam-
ics on a manifold M of arbitrary dimension n is the semidirect product group
IMH = Diffμ(M)� Ωn−2(M)/dΩn−3(M) (which for n = 3 reduces to Diffμ(M)�
X∗

μ(M)) with its Lie algebra imh = Xμ(M) � Ωn−2(M)/dΩn−3(M). Since the

dual of Ωn−2(M)/dΩn−3(M) is the space Ω2
cl(M) of closed 2-forms on M , we have

imh
∗ = X∗

μ(M) ⊕ Ω2
cl(M). Magnetic fields in M can be viewed as either closed

2-forms β ∈ Ω2
cl(M) or (n − 2) fields B that are related to β by β = ιBμ. This

latter point of view will be useful also for the description of compressible magneto-
hydrodynamics.

The corresponding Poisson bracket on imh
∗ is given by the formula (3.7) inter-

preted accordingly.
Finally, as the Hamiltonian function we take the sum of the kinetic and magnetic

energies of the fluid, i.e.,

E(v,B) =
1

2

∫
M

(
|v|2 + |B|2

)
μ
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(here the Riemannian metric defines the inertia operator and hence the L2 quadratic
form on all spaces Xμ(M), X∗

μ(M) and Ω2
cl(M); see, e.g., [8]). The Hamiltonian on

imh
∗ is

(5.5) H(m,B) =
1

2

∫
M

(
|m|2 + |B|2

)
μ.

Theorem 5.3 ([8,78]). The incompressible MHD equations (5.4) correspond to the
Lie–Poisson system on imh

∗ for the Hamiltonian (5.5).

An analogue of this equation for compressible fluids in an n-dimensional manifold
will be discussed in section 6.2.

6. More general Lagrangians

6.1. Fully compressible fluids. For general compressible (nonbarotropic) invis-
cid fluids, the equation of state includes pressure P = P (ρ, σ) as a function of both
density ρ and specific entropy σ (defined as a smooth function on M representing
entropy per unit mass; cf. Dolzhansky [18, Sect. 3.2]). Thus, the equations of mo-
tion describe the evolution of three quantities: the velocity of the fluid v, its density
ρ, and the specific entropy σ, namely

(6.1)

⎧⎨⎩
v̇ +∇vv + ρ−1∇P (ρ, σ) = 0
ρ̇+ div(ρv) = 0
σ̇ + div(σv) = 0.

The purpose of this section is to show that under natural assumptions this system
also describes Newton’s equations on Diff(M) but with potential function of more
general form than (2.4). In a nutshell, a proper phase space for this equation is the
reduction of T ∗Diff(M) over a subgroup N which is smaller than Diffμ(M). In view
of the results in section A.2 the full compressible Euler equations are a semidirect
product representation of a Newton system on Diff(M) whose symmetry group is
a proper subgroup of Diffμ(M).

Theorem 6.1. The fully compressible system (6.1) is obtained using an embedding
into the Lie–Poisson space s∗(2), where s(2) = X(M) � C∞(M,R2) (cf. Proposition

A.5) from Newton’s equations on Diff(M) with Lagrangian

(6.2) L(ϕ, ϕ̇) =
1

2

∫
M

|ϕ̇|2μ− Ū(ρ, σ),

where Ū : Dens(M)×C∞(M) → R is a potential function (of density ρ = Jac(ϕ−1)
and entropy density σ = ϕ∗ς0/μ for some fixed initial entropy density ς0) of the
form

U(ρ, σ) =

∫
M

e(ρ, σ)ρ μ

and where the internal energy e and pressure P are related by

P (ρ, σ) = ρ2
∂e

∂ρ
(ρ, σ) + σρ

∂e

∂σ
(ρ, σ).

From the point of view of symplectic reduction in section A.2 the symmetry sub-
groupN is given byN := Diffμ(M)∩Diffς0(M). Our aim is to embed T ∗Diff(M)/N
in s∗(2) = X∗(M)× (Ωn(M))2. (Notice that while the quotient T ∗Diff(M)/N might

not be manifold, it can be viewed as an invariant set consisting of coadjoint orbits
in the dual space of an appropriate semidirect product Lie algebra, as discussed in
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section A.2.) To achieve this embedding, we need to compute the momentum map
for the cotangent lifted action of Diff(M) on T ∗(C∞(M))2.

Lemma 6.2. The momentum map for the cotangent action of Diff(M) on

T ∗C∞(M)× T ∗C∞(M) = C∞(M)× C∞(M)× C∞(M)× C∞(M)

is
J(ρ, θ, σ, κ) = ρ dθ ⊗ μ+ σ dκ⊗ μ.

Proof. From Section 3 we already know the momentum map for the action on
T ∗Dens(M). This is the same as the action on T ∗C∞(M). For diagonal actions
we then just get a sum as stated in the lemma. �
Proof of Theorem 6.1. Any Hamiltonian system on the Poisson space s∗(2) has the

form

ṁ+ Lvm+ J
(
ρ,

δH

δρ
, σ,

δH

δσ

)
= 0, ρ̇+ div(ρv) = 0, σ̇ + div(σv) = 0,

where v = δH
δm . The Hamiltonian corresponding to the Lagrangian (6.2) is the same

as in (4.7) except that the potential energy Ū depends now also on ς. By Lemma
6.2 the first equation then becomes

(6.3) ṁ+ Lvm+ ρ d
(δŪ
δρ

− 1

2
|v|2

)
⊗ μ+ σd

(δŪ
δσ

)
⊗ μ = 0.

The variational derivatives are given by

δŪ

δρ
= e(ρ, σ) + ρ

∂e

∂ρ
(ρ, σ) and

δŪ

δσ
= ρ

∂e

∂σ
(ρ, σ).

Using

dP (ρ, σ) = d
(
ρ2

∂e

∂ρ
(ρ, σ) + σρ

∂e

∂σ
(ρ, σ)

)
= ρd

(
e(ρ, σ) + ρ

∂e

∂ρ
(ρ, σ)

)
+ σd

(
ρ
∂e

∂σ
(ρ, σ)

)
= ρd

δŪ

δρ
+ σd

δŪ

δσ
,

we then recover from (6.3) the fully compressible Euler equations (6.1). �
Observe that an invariant subset of solutions is given by those solutions with

momenta m = ρ dθ ⊗ μ + σ dκ ⊗ μ, where θ, κ ∈ C∞(M). They can be regarded
as analogues of potential solutions of the barotropic fluid equations. We thereby
obtain a canonical set of equations on T ∗(C∞(M))2,⎧⎪⎨⎪⎩

ρ̇ =
δH̄

δθ
σ̇ =

δH̄

δκ

θ̇ = −δH̄

δρ
κ̇ = −δH̄

δσ

with the restricted Hamiltonian

H̄(ρ, σ, θ, κ) = H(ρ⊗ dθ + σ ⊗ dκ, ρ, σ).

We point out that the group S(2) = Diff(M)�C∞(M,R2) corresponding to s(2)
is associated with a multicomponent version of the Madelung transform relating
compressible fluids and the NLS-type equations; cf. the details in Section 9 and see
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also [40]. Applying the multicomponent Madelung transform M(2), one can also
rewrite the fully compressible system on the space of rank-1 spinors Hs(M,C2).

Remark 6.3. Solutions of barotropic fluid equations are contained in the solution
space of the fully compressible Euler equations as “horizontal-within-horizontal”
solutions in the following sense. Let the initial entropy function have the form
σ = s(ρ) for some function s ∈ C∞(R+,R). Then

σ̇ = s′(ρ)ρ̇ = −s′(ρ) div(ρu),

where the last equality follows from the evolution equation for ρ. From the equation
for σ we obtain

σ̇ = − div(σu) = −s′(ρ) div(ρu).

Thus, the entropy remains in the form σ = s(ρ) so that we obtain a barotropic
flow with the pressure function P

(
ρ, s(ρ)

)
. From a geometric point of view these

solutions correspond to a special symplectic leaf in s∗ = X∗(M)×C∞(M)×C∞(M).

6.2. Compressible magnetohydrodynamics. Next, we turn to a description of
compressible inviscid magnetohydrodynamics. A compressible fluid of infinite con-
ductivity carries a magnetic field acting reciprocally on the fluid. The corresponding
equations on a Riemannian 3-manifold M have the form⎧⎪⎨⎪⎩

v̇ +∇vv + ρ−1B× curlB+ ρ−1∇P (ρ) = 0

ρ̇+ div(ρv) = 0

Ḃ+ curlE = 0, E = B× v ,

(6.4)

where v is the velocity and ρ is density of the fluid, while B is the magnetic vector
field. Note that these equations reduce to the incompressible MHD equations (5.4)
when density ρ is a constant.

As mentioned before, it is more natural to think of magnetic fields as closed
2-forms. This becomes apparent when the equations are generalized to a com-
pressible setting or to other dimensions. (For instance, a non-volume-preserving
diffeomorphism violates the divergence-free constraint of a magnetic vector field
but preserves closedness of differential forms.) In fact, let Ω2

cl(M) denote the space
of smooth closed differential 2-forms on an n-manifold M . The diffeomorphism
group acts on Ω2

cl(M) by pushforward and the (smooth) dual of Ω2
cl(M) is the

quotient Ωn−2(M)/dΩn−3(M).
The cotangent lift of the left action of Diff(M) to T ∗Ω2

cl(M)  Ω2
cl(M) ×

Ωn−2(M)/dΩn−3(M) is given by

(6.5) ϕ · (β, [P ]) = (ϕ∗β, ϕ∗[P ]).

Observe that this is well-defined since pushforward commutes with the exterior
differential.

Lemma 6.4. The momentum map I : T ∗Ω2
cl(M) → X∗(M) associated with the

cotangent action in (6.5) is given by

I(β, [P ]) = ιuβ ⊗ μ,

where the vector field u is uniquely defined by ιuμ = dP .

As expected, the map I is independent of the choice of μ and a representative
P . In what follows it will be convenient to replace μ by �—resulting in a different
vector field u but without affecting the momentum map.
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Proof. The infinitesimal action of a vector field v on β is −Lvβ. Since it is a
cotangent lifted action, the momentum map is given by

〈I(β, [P ]), v〉 = 〈−Lvβ, [P ]〉 =
∫
M

−Lvβ ∧ P

=

∫
M

−dιvβ ∧ P =

∫
M

−ιvβ ∧ dP.

Now, if ιuμ = dP , then∫
M

−ιvβ ∧ dP =

∫
M

(ιvιuβ)μ = 〈v, ιuβ ⊗ μ〉 . �

Consider a Lagrangian on TDiff(M) given by the fluid’s kinetic and potential
energies with an additional term involving the action on the magnetic field β0 ∈
Ω2

cl(M), namely

L(ϕ, ϕ̇) =
1

2

∫
M

ρ|v|2 μ−
∫
M

e(ρ)ρ μ− 1

2

∫
M

β ∧ �β,

where v = ϕ̇◦ϕ−1, ρ = Jac(ϕ−1) and β = ϕ∗β0. As in Lemma 3.4 the corresponding
Hamiltonian is

(6.6) H(ϕ,m) =
1

2
〈m, v〉+

∫
M

e(ρ)ρ μ+
1

2

∫
M

β ∧ �β,

where m = ρv� ⊗μ. Letting Diffβ0
(M) denote the isotropy subgroup for the action

of Diff(M), the (right) symmetry group of the Hamiltonian (6.6) is

G = Diffμ(M) ∩Diffβ0
(M).

The corresponding Lie algebra consists of vector fields such that

div v = 0 and Lvβ0 = 0.

If M is even-dimensional and β0 is nondegenerate, then the pair (M,β0) is a sym-
plectic manifold and the Lie algebra consists of symplectic vector fields that also
preserve the first integral βn

0 /μ.
Next, we proceed to carry out Poisson reduction; i.e., to compute the reduced

equations on T ∗Diff(M)/G  Diff(M)/G × X∗(M). In contrast to the case G =
Diffμ(M) studied in Section 3, there is no simple way to identify Diff(M)/G, and so
it will be convenient to use the semidirect product reduction framework developed
in section A.2. (Similarly to section 6.1, the quotient T ∗Diff(M)/G might not be
manifold, but it can be regarded as an invariant set formed by coadjoint orbits in
the dual space of an appropriate semidirect product Lie algebra; see section A.2.
For now one can regard these considerations as taking place at a “smooth point”
of the quotient.) To this end, consider the semidirect product algebra cmh =
X(M)� (C∞(M)⊕ Ωn−2(M)/dΩn−3(M)) and its dual

cmh
∗ = X

∗(M)× (Ωn(M)⊕ Ω2
cl(M)).

We have a natural embedding of T ∗Diff(M)/G in cmh
∗ via the map ([ϕ],m) �→

(m,ϕ∗μ, ϕ∗β0) and the corresponding Hamiltonian on cmh
∗ is

H̄(ρ, β,m) =
1

2
〈m, v〉+

∫
M

e(ρ)ρ μ+
1

2

∫
M

β ∧ �β.
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Theorem 6.5. The Poisson reduced form on

T ∗Diff(M)/G  Diff(M)/G × X∗(M) ⊂ cmh
∗

of the Euler–Lagrange equations for the Hamiltonian (6.6) is⎧⎪⎪⎨⎪⎪⎩
ṁ+ Lvm+ ρ ιuβ ⊗ μ+ ρ d

(
δH
δ


)
⊗ μ = 0,

ρ̇+ div(ρv) = 0,

β̇ + Lvβ = 0,

(6.7)

where the field u is defined by ιu� = d
(
δH
δβ

)
and the momentum variable is m =

ρv� ⊗ μ. For a threefold M these equations correspond to the equations of the
compressible inviscid magnetohydrodynamics (6.4) where the magnetic field B is
related to the closed 2-form β by ιBμ = β.

Proof. In general, if Diff(M) acts on a space S from the left with the momentum
map I : T ∗S → X∗(M), then the Poisson reduced system is{

ṁ+ Lvm− I
(
s, δLδs

)
= 0

ṡ+ Lvs = 0.

In our case, S = Dens(M)× Ω2
cl(M) and the momentum map is

(ρ, θ, β, [P ]) �→ ρ (dθ + ιuβ)⊗ μ, ρ ιuμ = dP.

The rest of the proof follows from direct calculations. �

Corollary 6.6. The equations (6.7) admit special horizontal solutions correspond-
ing to momenta of the form

m = ρ
(
dθ + ιuβ)⊗ μ, ιu� = dP.

These solutions can be expressed in the variables

(ρ, β, θ, [P ]) ∈ T ∗(Dens(M)× Ω2
cl(M))

as a canonical Hamiltonian system for the Hamiltonian

(6.8) H̃(ρ, β, θ, [P ]) =

∫
M

(
1
2 ιv(dθ + ιuβ)ρ μ+ e(ρ)ρ μ+ 1

2β ∧ �β
)
,

where v� = dθ + ιuβ and ιu� = dP .

Proof. The horizontal solutions correspond to the submanifold J−1(0), where J is
the momentum map associated with the subgroup G. We refer to Appendix A for
details on symplectic reduction. The Hamiltonian (6.8) is just the restriction of H̄
to the special momenta. �

6.3. Relativistic inviscid Burgers equation. In this section we present a rela-
tivistic version of the Otto calculus, motivated by the treatment in [13]. We show
that it leads to a relativistic Lagrangian on Diff(M), and we employ Poisson re-
duction of section 3.2 to obtain the relativistic hydrodynamics equations.

As in the classical case, we consider a path in the space of diffeomorphisms as
a family of free relativistic particles. Given ϕ : [0, 1] ×M → M the action is then
given by

(6.9) S(ϕ) = −
∫ 1

0

∫
M

c2
√

1− 1

c2
g
(∂ϕ
∂τ

,
∂ϕ

∂τ

)
μ dτ.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



GEOMETRIC HYDRODYNAMICS AND NEWTON’S EQUATIONS 411

It is natural to think of this action as the restriction to a fixed reference frame of
the corresponding action functional S : Diff(M̄) → R on the Lorentzian manifold
M̄ = [0, 1]×M equipped with the Lorentzian metric

ḡ
(
(τ̇ , ẋ), (τ̇ , ẋ)

)
= c2τ̇2 − g(ẋ, ẋ).

More explicitly, this extended action is given by

(6.10) S(ϕ̄) =

∫
M̄

√
ḡ
(
˙̄ϕ, ˙̄ϕ

)
μ̄

where μ̄ = −c dτ ∧ μ is the volume form associated with ḡ.4 In contrast with
the classical case, the action (6.10) is left-invariant under the subgroup of Lorentz
transformations Diff ḡ(M̄) = {ϕ̄ ∈ Diff(M̄) | ϕ̄∗ḡ = ḡ} in the following sense: if
η̄ = (τ, η) ∈ Diff ḡ(M̄), then

S(η̄ ◦ ϕ̄) =
∫
M̄

√
ḡ
(
T η̄ · ˙̄ϕ, T η̄ · ˙̄ϕ

)
μ̄ =

∫
M̄

√
η̄∗ḡ

(
˙̄ϕ, ˙̄ϕ

)
μ̄ = S(ϕ̄).

Returning to (6.9), the associated Lagrangian on Diff(M) is

(6.11) L(ϕ, ϕ̇) = −
∫
M

c2
√
1− 1

c2
g
(
ϕ̇, ϕ̇

)
μ.

Since the Lagrangian is right-invariant with respect to Diffμ(M), we can carry
out Poisson reduction of the corresponding Hamiltonian system on T ∗Diff(M) as
described above.

Brenier in [13] used such an approach to derive a relativistic heat equation. We
are now in a position to use it for relativistic hydrodynamics.

Theorem 6.7. The relativistic Lagrangian (6.11) on Diff(M) induces a Poisson
reduced system on Dens(M)× X∗(M). The Hamiltonian is given by

H̄(ρ,m) =

∫
M

√
ρ2 +

1

c2
g�(m,m)μ,

and the governing equations are⎧⎪⎨⎪⎩ ṁ = −Lvm− ρ d

(
c2ρ√

ρ2 + c−2g�(m,m)

)
⊗ μ

ρ̇+ div(ρv) = 0,

(6.12)

where v� ⊗ μ = m/
√
ρ2 + c−2g�(m,m).

Proof. The reduced Lagrangian for (6.11) is given by

�(ρ, v) =

∫
M

−c2
√

1− 1

c2
g(v, v) ρ μ .

The momentum variable is given by the Legendre transformation

m =
δL

δv
= γρv� ⊗ μ for γ =

1√
1− c−2g(v, v)

4While in classical mechanics the action stands for the length square, note that in the classical

limit, i.e., for small velocities,

√
1− 1

c2
g
(
ϕ̇, ϕ̇

)
≈

(
1− 1

2c2
g
(
ϕ̇, ϕ̇

))
, so that formula (6.10) leads

to the classical action.
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with the inverse

v =
m�√

ρ2 + c−2g�(m,m)
.

The corresponding Hamiltonian is

H̄(ρ,m) = 〈m, v〉 − �(ρ, v) =

∫
M

c2
√
ρ2 +

g�(m,m)

c2
μ ,

so that
δH̄

δρ
=

c2ρ√
ρ2 + c−2g�(m,m)

,

and the result follows from Corollary 3.8. �

Remark 6.8. As c → ∞ we formally recover the classical inviscid Burgers equation
in section 4.1. Indeed, assuming g�(m,m) is small in comparison with c2, a Taylor
expansion of the right-hand side of (6.12) gives

− d

(
c2ρ√

ρ2 + c−2g�(m,m)

)
= −d

(
c2 − 1

2ρ2
g�(m,m) +O(c−2g�(m,m))

)
→ d

(
g�(m,m)/2ρ2

)
as c → ∞.

As we also have v → m/ρ as c → ∞ we recover the classical inviscid Burgers
equation.

Remark 6.9. In order to obtain the equations of relativistic hydrodynamics, one
needs to incorporate internal energy via the reduced Hamiltonian on Dens(M) ×
X∗(M) given by

H̄(ρ,m) =

∫
M

(c2 + e(ρ))

√
ρ2 +

g�(m,m)

c2
μ ,

where e is the internal energy function; cf. [42] and [32]. This gives a relativistic
version of the classical barotropic equations in section 4.3.

7. Fisher–Rao geometry

7.1. Newton’s equations on Diff(M). We now focus on another important Rie-
mannian structure on Diff(M). This structure is induced by the Sobolev H1-inner
product on vector fields and has the same relation to the Fisher–Rao metric on
Dens(M) as the L2-metric on Diff(M) to the Wasserstein–Otto metric on Dens(M).

Definition 7.1. Let (M, g) be a compact Riemannian manifold with volume form
μ. For any ϕ ∈ Diff(M) and v ∈ TeDiff(M) we set

(7.1) Gϕ(v ◦ ϕ, v ◦ ϕ) =
∫
M

g(−Δv, v)μ+ F (v, v) ,

where Δ is the Laplacian on vector fields and F is a quadratic form depending only
on the vertical (divergence-free) component of v.

Remark 7.2. From the point of view of the geometry of Dens(M) (and for most
of our applications) only the first term on the right-hand side of (7.1) is relevant.
However, it is convenient to work with the above metric on Diff(M), in particular,
because of its relation to a number of familiar equations; cf. [38,58] and below. Note
also the following analogy between the Wasserstein and the Fisher–Rao structures:
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while the noninvariant L2-metric induces a factorization of Diff(M) where one of
the factors solves the optimal mass transport problem, the invariant metric (7.1)
induces a different factorization of Diff(M) which solves an optimal information
transport problem; cf. [58].

Consider a potential function of the form

(7.2) U(ϕ) = Ū(ϕ∗μ), ϕ ∈ Diff(M),

where Ū is a potential functional on Dens(M). (In this section it is convenient to
work with volume forms � instead of ρ.) It is interesting to compare the present
setting with that of section 2.1, where the potential function on Diff(M) was defined
using pushforwards rather than pullbacks. As a result one works with the left cosets
rather than with the right cosets; cf. Remark 7.9

Theorem 7.3. Newton’s equations of the metric (7.1) on Diff(M) with a potential
function (7.2) have the form{

Av̇ + LvAv + d
(

δŪ
δ
 (ϕ

∗μ) ◦ ϕ−1
)
⊗ μ = 0

ϕ̇ = v ◦ ϕ ,
(7.3)

where the inertia operator A : X(M) → X∗(M) is given by

(7.4) Av =
(
−Δv� + F (v, ·)

)
⊗ μ.

Proof. The derivation of the equation in the case of zero potential can be found in
[58]. Modifications needed here follow from the calculation

d

ds

∣∣∣
s=0

Ū(ϕ∗
sμ) =

∫
M

δŪ
δ
 ϕ∗Luμ =

〈
d
(
δŪ
δ
 ◦ ϕ−1

)
⊗ μ, u

〉
,

where s → ϕs ∈ Diff(M) is the flow of the vector field u in X(M). �

We proceed with a Hamiltonian formulation. As in section 3.2 we will identify
cotangent spaces T ∗

ϕDiff(M) with X∗(M).

Proposition 7.4. The Hamiltonian form of Newton’s equations (7.3) onT ∗Diff(M)
is ⎧⎨⎩

d

dt
ϕ∗m+ d

(
δŪ
δ
 (ϕ

∗μ)
)
⊗ ϕ∗μ = 0

ϕ̇ = v ◦ ϕ,
(7.5)

where m = Av ∈ X∗(M).

Proof. This follows simply by pulling back by ϕ the equations in (7.3) and applying
the identity

d

dt
ϕ∗m = ϕ∗ṁ+ ϕ∗Lvm. �

Remark 7.5. Observe that if the potential function is zero, then the equation in (7.5)
expresses conservation of the momentum ϕ∗m associated with the right invariance
of the metric.
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7.2. Riemannian submersion over densities. We turn to the geometry of the
fibration of Diff(M) with respect to the metric (7.1).

Definition 7.6. The right coset projection π : Diff(M) → Dens(M) between dif-
feomorphisms and smooth probability densities is given by

(7.6) π(ϕ) = ϕ∗μ.

As before, it turns out that the projection (7.6) is a Riemannian submersion if
the base space is equipped with a suitable metric.

Definition 7.7. The Fisher–Rao metric is the Riemannian metric on Dens(M)
given by

(7.7) Ḡ
(�̇, �̇) =

∫
M

�̇

�

�̇

�
�,

where �̇ ∈ Ωn
0 (M) represents a tangent vector at � ∈ Dens(M).

Theorem 7.8. The right coset projection (7.6) is a Riemannian submersion with
respect to the metric (7.1) on Diff(M) and the Fisher–Rao metric on Dens(M). In
particular, if ϕ̇ ∈ TϕDiff(M) is horizontal, i.e.,

Gϕ(ϕ̇, η̇) = 0, ∀ η̇ ∈ ker(Tϕπ),

then Gϕ(ϕ̇, ϕ̇) = Ḡπ(ϕ)(�̇, �̇) where �̇ = π∗ϕϕ̇.

Proof. See [58, Thm. 4.9]. �
Note also that it follows from the Hodge decomposition that the horizontal dis-

tribution on Diff(M) consists of elements of the form ∇p ◦ ϕ; cf. [58] for details.
Remark 7.9. Let us summarize the definition of the two metrics on Dens(M) that
we discussed so far. The Wasserstein–Otto metric (cf. section 2.2) is defined as
follows:

ḠWO
ρ (ρ̇, ρ̇) =

∫
M

|∇θ|2 ρμ where ρ̇+ div(ρ∇θ) = 0.

Note that it depends on the Riemannian structure on M . The Fisher–Rao metric,
on the other hand, is given by the “universal formula”,

ḠFR
ρ (ρ̇, ρ̇) =

∫
M

ρ̇2

ρ
μ

and is independent of the Riemannian structure on M .
Note also that the setting of Theorem 7.8 is quite different from that of Theorem

2.7. In the latter, the Riemannian metric on Diff(M) is right-invariant with respect
to Diffμ(M) and automatically descends to the quotient from the right, namely
Diff(M)/Diffμ(M). In the former, the metric is right-invariant with respect to
Diff(M) and descends to the quotient from the left, namely Diffμ(M)\Diff(M).
Thus, in Theorem 7.8 the right-invariance property is retained after taking the
quotient, and therefore the Fisher–Rao metric on Dens(M) remains right-invariant
with respect to the action of Diff(M) (corresponding to right translation of the
fibers), which is easy to verify.

Proposition 7.10. The gradient of a smooth function Ū : Dens(M) → R with
respect to the Fisher–Rao metric is

∇ḠŪ(�) =
δŪ

δ�
�− λ�,
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where λ is a Lagrange multiplier such that ∇ḠŪ(�) ∈ TρDens(M).

Proof. Let �̇ ∈ Ωn
0 (M), and let δŪ/δ� be a representative of the variational deriv-

ative in C∞(M)/R. We have

Ḡ


(
∇ḠŪ(�), �̇

)
=

〈
δŪ
δ
 , �̇

〉
=

∫
M

δŪ
δ
 �̇ = Ḡ


(
δŪ
δ
 �, �̇

)
,

which yields the explicit form of the gradient. �
We end this subsection by recalling a particularly remarkable property of the

Fisher–Rao metric. Let S∞(M) =
{
f ∈ C∞(M) |

∫
M

f2μ = 1
}
be the unit sphere

in the pre-Hilbert space C∞(M) ⊂ L2(M,R).

Theorem 7.11. The square root map

(7.8) φ : Dens(M) → S∞(M), � �→ √
ρ,

is, up to a factor 4, a Riemannian isometry between Dens(M) equipped with the
Fisher–Rao metric Ḡ in (7.7) and the (geodesically convex) subset

S∞
+ (M) =

{
f ∈ S∞(M) | f > 0

}
of the sphere S∞(M).

This result was first obtained by Friedrich [25] and later independently in [38] in
the Euler–Arnold framework of diffeomorphism groups.

7.3. Newton’s equations on Dens(M). Recall that in section 3.3 the Hamilton-
ian equations on T ∗Dens(M) were obtained by symplectic reduction of a Diffμ(M)-
invariant system on T ∗Diff(M). In the setting with the right coset projection (7.6)
and the metric (7.1), the situation is quite different, since the Riemannian metric is
not left-invariant with respect to Diffμ(M) (otherwise, interchanging pushforwards
and pullbacks would give a completely dual theory). Nevertheless, there is a zero
momentum reduction on the Hamiltonian side corresponding to the Riemannian
submersion structure described in section 7.2.

Proposition 7.12. The exact momenta, i.e., tensor products of the form

(7.9)
{
df ⊗ μ | f ∈ C∞(M)

}
,

form an invariant set for the system (7.5).

Proof. Substituting (7.9) in (7.5), we get

d
(

d
dtϕ

∗f
)
⊗ ϕ∗μ+ d

(
ϕ∗f

)
⊗ d

dtϕ
∗μ+ d

(
δŪ
δρ (ϕ

∗μ)
)
⊗ ϕ∗μ = 0,

where Av = df ⊗ μ and

d

dt
ϕ∗μ = ϕ∗Luμ = ϕ∗(div v)ϕ∗μ.

From (7.4) we find that solutions of the form v = ∇p define (up to a constant)
f = Δp = div v, so that

d
(

d
dtϕ

∗f
)
⊗ ϕ∗μ+ d(ϕ∗f)2 ⊗ ϕ∗μ+ d

(
δŪ
δρ (ϕ

∗μ)
)
⊗ ϕ∗μ = 0.

Using d
dt (ϕ

∗f) = ϕ∗ḟ + ϕ∗Lvf , we then obtain

(7.10) ϕ∗
(
d
(
ḟ + Lvf + f2 + δŪ

δρ (ϕ
∗μ) ◦ ϕ−1

)
⊗ μ

)
= 0 ,

which proves the assertion. �
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Theorem 7.13. Newton’s equations with respect to the Fisher–Rao metric (7.7)
on Dens(M) and a potential Ū : Dens(M) → R have the form

(7.11) ρ̈− ρ̇2

2ρ
+

δŪ

δρ
ρ = λρ,

where λ is a multiplier subject to
∫
M

ρμ = 1. Furthermore, the Lagrangian and

Hamiltonian are L(ρ, ρ̇) = 1
2 Ḡρ(ρ̇, ρ̇)− Ū(ρ) and H(ρ, θ) = 1

2

〈
θ2, ρ

〉
+ Ū(ρ), respec-

tively. The corresponding Hamiltonian equations have the form{
ρ̇− θρ = 0

θ̇ + 1
2θ

2 + δŪ
δρ (ρ) = λ.

(7.12)

Solutions of (7.12) correspond to potential solutions (cf. Proposition 7.12) of New-
ton’s equations (7.5) on Diff(M).

Proof. The result follows directly from the proof of Proposition 7.12 by setting
θ = ϕ∗f and ρμ = ϕ∗μ. �

8. Fisher–Rao examples

8.1. The μCH equation and Fisher–Rao geodesics. The periodic μCH equa-
tion (also known in the literature as the μHS equation) is a nonlinear evolution
equation of the form

(8.1) μ(ut)− uxxt − 2uxuxx − uuxxx + 2μ(u)ux = 0,

where μ(u) =
∫
S1 u dx. It was derived in [37] as an Euler–Arnold equation on the

group of diffeomorphisms of the circle equipped with the right-invariant Sobolev
metric given at the identity by the inner product

〈u, v〉H1 = μ(u)μ(v) +

∫
S1

uxvx dx.

The μCH equation is known to be bi-Hamiltonian and to admit smooth, as well
as cusped, soliton-type solutions. It may be viewed as describing a director field in
the presence of an external (e.g., magnetic) force. The associated Cauchy problem
has been studied extensively in the literature; cf. [29,37,68]. Many of its geometric
properties can also be found in [75]. The following result was proved in [58].

Proposition 8.1. The μCH equation (8.1) is a (right-reduced) Newton’s equation
(7.3) with vanishing potential on S1. Geodesics of the Fisher–Rao metric (7.7) on
Dens(S1) correspond to horizontal solutions of the μCH equation described by the
equations {

ρ̇− θρ = 0

θ̇ + 1
2θ

2 = 1
2

∫
S1 θ

2ρ dx.

(As in Theorem 7.13, the relation between u, ρ, and θ is given by ρ = ϕx, where ϕ
is the Lagrangian flow of u, and θ = ux ◦ ϕ + const with the constant choosen so
that

∫
S1 θρ dx = 0.)

Observe that the Euler–Arnold equation of the metric (7.1) can be naturally
viewed as a higher-dimensional generalization of the equation (8.1); see [58]. Fur-
thermore, in the one-dimensional case horizontal solutions of this equation can be
written in terms of the derivative ux. In higher dimensions we similarly have
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Proposition 8.2. The geodesic equations of the Fisher–Rao metric (7.7) on
Dens(M) reduce to the following equations on T ∗

μDens(M) :

ḟ + L∇pf +
1

2
f2 =

1

2

∫
M

f2 μ, Δp = f,

where f = div u and θ = f ◦ ϕ.

Proof. The equations follow directly from (7.10) with Ū ≡ 0. Note that this equa-
tion preserves the zero-mean condition for f , while the constant appearing in the
right-hand side of this equation, as well as the one in Proposition 8.1, is conditioned
by the equation’s solvability. �

8.2. The infinite-dimensional Neumann problem. The C. Neumann problem
(1856) describes the Newtonian motion of a point on the n-dimensional sphere Sn

under the influence of a quadratic potential; see section 1.1. It is known to be
equivalent (up to a change of the time parameter) to the geodesic equations on an
ellipsoid in Rn+1 with the induced metric; see, e.g., [62, 63].

Here we describe a natural infinite-dimensional generalization of the C. Neumann
problem. Consider the infinite-dimensional unit sphere

S∞(M) =
{
f ∈ C∞(M) |

∫
M

f2μ = 1
}

in the pre-Hilbert space C∞(M) ∩ L2(M,μ) and the quadratic potential function

(8.2) V (f) =
1

2
〈∇f,∇f〉L2 =

1

2

∫
M

|∇f |2μ.

We seek a curve f : [0, 1] → S∞(M) that minimizes the action functional for the
Lagrangian

L(f, ḟ) =
1

2
〈ḟ , ḟ〉L2 − 1

2
〈∇f,∇f〉L2 =

1

2

∫
M

(
ḟ2 + fΔf

)
μ.

Proposition 8.3. Newton’s equations associated with the infinite-dimensional Neu-
mann problem with potential (8.2) have the form

(8.3) f̈ −Δf = −λf ,

where λ is a Lagrange multiplier subject to the constraint
∫
M

f2μ = 1. In fact, we

have λ = 2L(f, ḟ) =
∫
M
(ḟ2 + fΔf)μ.

Proof. This is a simple consequence of the integration by parts formula. �

Our next objective is to show that the infinite-dimensional Neumann problem
on S∞(M) corresponds to Newton’s equations on Dens(M) with respect to the
Fisher–Rao metric and a natural choice of the potential function. The latter is
given by the Fisher information functional

(8.4) I(ρ) =
1

2

∫
M

|∇ρ|2
ρ

μ,

where the density is ρ ∈ Dens(M).
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Lemma 8.4. The gradient of I(ρ) with respect to the Fisher–Rao metric can be
computed from either of the two expressions

∇GI(ρ) =

(
1

2

|∇ρ|2
ρ

−Δρ

)
μ− λρμ

= −2
(√

ρΔ
√
ρ
)
μ− λρμ.

Proof. Using the identities ∇ log ρ = ∇ρ/ρ and ∇√
ρ = 1

2ρ
− 1

2∇ρ, we can rewrite
the Fisher information functional as

I(ρ) =
1

2

∫
M

|∇ log ρ|2ρμ = 2

∫
M

∣∣∇√
ρ
∣∣2μ.

Differentiating the first of these expressions in the direction of the vector ρ̇ yields〈
δI

δρ
, ρ̇

〉
=

∫
M

(
1
2 |∇ log ρ|2ρ̇+ g

(
∇ log ρ,∇(ρ̇/ρ)

)
ρ
)
μ

=

∫
M

(
1
2 |∇ log ρ|2ρ̇− ρ−1Δρ ρ̇

)
μ =

〈
1

2

|∇ρ|2
ρ2

− Δρ

ρ
, ρ̇

〉
.

Similarly, differentiating the second yields〈
δI

δρ
, ρ̇

〉
= 2

∫
M

g
(
∇√

ρ,∇
(
ρ̇/

√
ρ
))

μ =

〈
−2

Δ
√
ρ

√
ρ

, ρ̇

〉
.

The result now follows from Proposition 7.10. �

Proposition 8.5. Newton’s equations (7.11) on Dens(M) with respect the Fisher–
Rao metric and the Fisher–Rao potential (8.4) are

ρ̈−Δρ− 1

2ρ

(
ρ̇2 − |∇ρ|2

)
= λρ,

where λ is a Lagrange multiplier for the constraint
∫
M

ρμ = 1. The map ρ �→
f =

√
ρ establishes an isomorphism with the infinite-dimensional Neumann problem

(8.3).

Proof. The form of the equation on Dens(M) follows from Theorem7.13. It is
straighforward to check that V (

√
ρ) = I(ρ)/4. The result then follows from iso-

metric properties of the square root map (7.8). �

Remark 8.6. Of particular interest are the stationary solutions to the Neumann
problem (8.3), i.e., those with ∇S∞

V (f) = Δf − λf = 0, in which case f is a

normalized eigenvector of the Laplacian with eigenvalue λ. If ḟ = 0, then λ =∫
M

fΔf μ = −2V (f). Consequently, the stationary solutions correspond to the
principal axes of the corresponding infinite-dimensional ellipsoid 〈f,Δf〉L2 = 1.

It is also possible to obtain quasi-stationary solutions this way. Indeed, assume
that the eigenspace of λ is at least two-dimensional (for example, when M = Sn).
If f1, f2 ∈ S∞(M) are two orthogonal eigenvectors with eigenvalue λ, then it is
straightforward to check that a solution originating from f1 with initial velocity
af2 for a ∈ R is given by

f(t, x) = cos(at)f1 + sin(at)f2.
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8.3. The Klein–Gordon equation. The Klein–Gordon equation

(8.5) f̈ −Δf = −m2f, m ∈ R,

describes spin-less scalar particles of mass m. It is invariant under Lorentz trans-
formations and can be viewed as a relativistic quantum equation. To see how it
relates to the Neumann problem of the previous subsection, let M × S1 denote the
space-time manifold equipped with the Minkowski metric of signature (+ + +−)
and consider a quadratic functional

V̄ (f) =
1

2

∫
M×S1

(|∇f |2 − ḟ2)μ ∧ dt,

which is the L2-norm of the the Minkowski gradient ∇̄f =
(
∇f,−ḟ

)
.

Proposition 8.7. For the space-time manifold M × S1, solutions of the infinite-
dimensional Neumann problem with potential V̄ on the hypersurface

S∞(M × S1) =
{
f ∈ C∞(M × S1) |

∫
M×S1

f2 μ ∧ dt = 1
}

satisfy the Klein–Gordon equation (8.5) with mass parameter m2 = 2V̄ (f).

Proof. This is a calculation analogous to that in Remark 8.6. �

9. Geometric properties of the Madelung transform

In this section we recall several results concerning the Madelung transform which
provides a link between geometric hydrodynamics and quantum mechanics; see
[39, 40]. It was introduced in the 1920s by E. Madelung [49] in an attempt to give
a hydrodynamical formulation of the Schrödinger equation. Using the setting de-
veloped in previous sections, one can now present a number of surprising geometric
properties of this transform.

Definition 9.1. Let ρ and θ be real-valued functions on M with ρ > 0. The
Madelung transform is defined by

(9.1) Φ(ρ, θ) =
√
ρe2iθ/�,

where � is a parameter (Planck’s constant).5

Observe that Φ is a complex extension of the square root map described in
Theorem 7.8. Heuristically, the functions

√
ρ and θ/� can be interpreted as the

absolute value and argument of the complex-valued function ψ :=
√
ρe2iθ/� as in

polar coordinates. Throughout this section we assume that M is a compact simply
connected manifold.

9.1. Madelung transform as a symplectomorphism. Let PC∞(M,C) denote
the complex projective space of smooth complex-valued functions on M . Its ele-
ments can be represented as cosets [ψ] of the L2-sphere of smooth functions, where

ψ̃ ∈ [ψ] if and only if ψ̃ = eiαψ for some α ∈ R. A tangent vector at a coset [ψ] is

a linear coset of the form [ψ̇] = {ψ̇ + cψ | c ∈ R}. Following the geometrization of

5In the publications [39,40] the convention � = 2 is used.
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T ∗Dens(M)

��

�� PL2(M,C\{0})����

��
Dens(M) �� �� S∞

+ ⊂ L2(M,R)

Figure 3. The bottom arrow is the isometry of the density
space Dens(M) with the Fisher–Rao metric and a part S∞

+ of the
infinite-dimensional sphere, while the top arrow corresponds to the
Madelung transform.

quantum mechanics by Kibble [41], a natural symplectic structure on the projective
space PC∞(M,C) is

(9.2) Ω
PC∞(M,C)
[ψ] ([ψ̇1], [ψ̇2]) = 2�

∫
M

Im(ψ̇1ψ̇2)μ.

The projective space PC∞(M,C\{0}) of nonvanishing complex functions is a
submanifold of PC∞(M,C). It turns out that the Madelung transform induces a
symplectomorphism between PC∞(M,C\{0}) and the cotangent bundle of proba-
bility densities T ∗Dens(M); see Figure 3.

Namely, we have the following.

Theorem 9.2 ([40]). The Madelung transform (9.1) induces a map

(9.3) Φ: T ∗Dens(M) → PC∞(M,C\{0})
which is a symplectomorphism (in the Fréchet topology of smooth functions) with re-
spect to the canonical symplectic structure of T ∗Dens(M) and the symplectic struc-
ture (9.2) of PC∞(M,C).

The Madelung transform was shown to be a symplectic submersion from
T ∗Dens(M) to the unit sphere of nonvanishing wave functions by von Renesse
[79]. The stronger symplectomorphism property stated in Theorem 9.2 is deduced
using the projectivization PC∞(M,C\{0}).

9.2. Examples: linear and nonlinear Schrödinger equations. Let ψ be a
wavefunction on M and consider the family of Schrödinger equations (or Gross–
Pitaevsky equations) with Planck’s constant � and mass m of the form

(9.4) i�ψ̇ = − �
2

2m
Δψ + V ψ + f(|ψ|2)ψ,

where V : M → R and f : R+ → R. Setting f ≡ 0, we obtain the linear Schrödinger
equation with potential V , while setting V ≡ 0 yields a family of nonlinear Schrö-
dinger equations (NLS); typical choices are f(a) = κa or f(a) = 1

2 (a− 1)2.
From the point of view of geometric quantum mechanics (cf. [41]), equation (9.4)

is Hamiltonian with respect to the symplectic structure (9.2), which is compatible
with the complex structure of PL2(M,C). The Hamiltonian associated with (9.4)
is

(9.5) H(ψ) =
�
2

2m
‖∇ψ‖2L2 +

∫
M

(
V |ψ|2 + F (|ψ|2)

)
μ ,

where F : R+ → R is a primitive of f .

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



GEOMETRIC HYDRODYNAMICS AND NEWTON’S EQUATIONS 421

Observe that the L2-norm of a wave function satisfying the Schrödinger equation
(9.4) is conserved in time. Furthermore, the equation is equivariant with respect
to phase change ψ(x) �→ eiαψ(x) and hence it descends to the projective space
PC∞(M,C).

Proposition 9.3 (cf. [48, 79]). The Madelung transform Φ maps the family of
Schrödinger Hamiltonians (9.5) to a family of Hamiltonians on T ∗Dens(M) given
by

H̃(ρ, θ) = H(Φ(ρ, θ)) =
1

2m

∫
M

|∇θ|2ρμ+
�2

8m

∫
M

|∇ρ|2
ρ

μ+

∫
M

(V ρ+ F (ρ))μ,

at the density ρμ ∈ Dens(M). In particular, if m = 1, we recover Newton’s equa-
tions (3.9) on Dens(M) for the potential function

Ū(ρ) =
�
2I(ρ)

4
+

∫
M

(V ρ+ F (ρ))μ ,

where I is Fisher’s information functional (8.4). The extension (2.6) to a fluid
equation on TDiff(M)/Diffμ(M)  X(M)×Dens(M) is

(9.6)

⎧⎪⎨⎪⎩v̇ +∇vv +∇
(
V + f(ρ)− �2

2

Δ
√
ρ

√
ρ

)
= 0

ρ̇+ div(ρv) = 0.

Remark 9.4. For the linear Schrödinger equation (9.4), where f ≡ 0, notice that
the “classical limit” immediately follows from (9.6): as � → 0, we recover classical
mechanics and the Hamilton–Jacobi equation as presented in section 4.2.

Remark 9.5. In this section we have seen how the Schrödinger equation can be ex-
pressed as a compressible fluid equation via Madelung’s transform. Conversely, the
classical equations of hydrodynamics can be formulated as nonlinear Schrödinger
equations (since the Madelung transform is a symplectomorphism, so any Hamil-
tonian on T ∗Dens(M) induces a corresponding Hamiltonian on PC∞(M,C)). In
particular, potential solutions of the compressible Euler equations of a barotropic
fluid (4.4) can be expressed as solutions to an NLS equation with Hamiltonian

H(ψ) =
�2

2
‖∇ψ‖2L2 −

�2

2
‖∇|ψ|‖2L2 +

∫
M

e
(
|ψ|2

)
|ψ|2μ,

where e = e(ρ) is the specific internal energy of the fluid. The choice e = 0
gives a Schrödinger-type formulation for potential solutions of Burgers equation
describing geodesics of the Wasserstein–Otto metric (2.8) on Dens(M). We thus
have a geometric framework that connects optimal transport for cost functions with
potentials, the Euler equations of compressible hydrodynamics, and the NLS-type
equations described above.

Remark 9.6. Another relevant development is the Schrödinger Bridge problem,
which seeks the most likely probability law for a diffusion process in the probabil-
ity space, that matches marginals at two endpoints in time, as we discuss in the
next section: one can interpret it as a stochastic perturbation of Wasserstein–Otto
geodesics on the density space for given endpoints. The Madelung transform allows
one to translate questions about the Schrödinger equation to questions about prob-
ability laws; cf. [83]. More recently, the Madelung transform for quantum-classical
hybrid systems has been studied in [26].
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9.3. The Madelung and Hopf–Cole transforms. There is a real version of the
complex Madelung transform.

Definition 9.7. Let ρ and θ be real-valued functions on M with ρ > 0, and let
γ be a positive constant. The (symmetrized) Hopf–Cole transform is the mapping
HC : (ρ, θ) �→ (η+, η−) ∈ C∞(M,R2) defined by

(9.7) η± =
√
ρ e±θ/γ .

In [43] it is shown that this map, along with its generalizations, has the prop-
erty that its inverse HC−1 takes the constant symplectic structure dη− ∧ dη+ on
C∞(M,R2) to (a multiple of) the standard symplectic structure on T ∗Dens(M).
Note that the choice γ = −i�/2 corresponds to the standard Madelung transform
(9.1): the function η+ becomes a complex-valued wave function ψ so that the sym-
plectic properties of HC can be viewed as an extension of those of the Madelung
map Φ.

Consider the (viscous) Burgers equation

v̇ +∇vv = γΔv.

The second component η =
√
e−θ/γ of (9.7) with ρ = 1 maps the potential solutions

v = ∇θ, which satisfy the Hamilton–Jacobi equation

θ̇ +
1

2
|∇θ|2 = γΔθ,

to the solutions of the heat equation η̇ = γΔη.
Similarly, the Hopf–Cole map can be used to transform certain barotropic-type

systems to heat equations. This can be verified directly in the example of section
9.2: setting Planck’s constant to be � = ∓2iγ in the Schrödinger equation (9.4)
with V ≡ 0, f ≡ 0, and m = 1 gives the forward and the backward heat equations

η̇± = ±γΔη±.

The corresponding barotropic fluid system, which is readily obtained from (9.6)
with � = ±2iγ, reads

(9.8)

⎧⎪⎨⎪⎩v̇ +∇vv + 2γ2∇
Δ
√
ρ

√
ρ

= 0

ρ̇+ div(ρv) = 0.

This is again a Newton system on Dens(M) but in this case the potential function
is corrected by the Fisher functional with the minus sign (instead of the plus sign as
in Proposition 9.3). Equipped with the two-point boundary conditions ρ|t=0 = ρ0
and ρ|t=1 = ρ1, the horizontal solutions v = ∇θ of (9.8) correspond to the solutions
of a dynamical formulation of the Schrödinger bridge problem, as surveyed in [45].
In this way one can study nonconservative systems with viscosity in a symplectic
setting. It is interesting to incorporate the incompressible Navier–Stokes equations
into this framework. This would require a two-component version of the map in
[43] related to the two-component Madelung transform in the Schrödinger’s smoke
example in section 9.4.

Remark 9.8. Equation (9.8) displays yet another relation to the heat flow connected
to an invariant submanifold of T ∗Dens(M). Consider the submanifold

Γ =
{
(∇θ, ρ) | ρ = e−θ/γ

}
.
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A straightforward calculation shows that Γ is an invariant submanifold for (9.8)
and the evolution on Γ is given by a system of decoupled equations{

ρ̇ = γΔρ

θ̇ + |∇θ|2 = γΔθ.

Furthermore, since log ρ is the variational derivative of the entropy functional
S(ρ) =

∫
M
(log ρ)ρμ, it follows that the substitution θ = −γ log ρ (or ρ = e−θ/γ)

corresponds to the momentum in the direction of negative entropy. This is related
to the observation in [64] that the heat flow is the L2-Wasserstein gradient flow of
the entropy functional.

9.4. Example: Schrödinger’s smoke. While the Madelung transform provides
a link between quantum mechanics and compressible hydrodynamics, in this section
we describe how incompressible hydrodynamics is related to the so-called incom-
pressible Schrödinger equation. The approach described here was developed in
computer graphics by Chern et al. in [15] to obtain a fast algorithm that could be
used to visualize realistic smoke motion.

It is clear that the standard Madelung transform is not adequate to describe in-
compressible hydrodynamics since the group of volume-preserving diffeomorphisms
lies in the kernel of the Madelung projection (any trajectory along Diffμ(M) projects
to the constant wave function ψ = 1). Instead, one has to consider the multi-
component Madelung transform; cf. [40]. For simplicity, we use two components
although one can easily extend the constructions below to the case of several com-
ponents.

Consider the diagonal action of Diff(M) on T ∗Dens(M) × T ∗Dens(M) and the
associated momentum map given by

J(ρ1, θ1, ρ2, θ2) = ρ1dθ1 ⊗ μ+ ρ2dθ2 ⊗ μ.

Fix two densities μ1, μ2 ∈ Dens(M) and consider the group intersection Diffμ1
(M)∩

Diffμ2
(M). This intersection is itself a group, which can be thought of as the

subsgroup of, e.g., Diffμ1
(M) consisting of diffeomorphisms that also preserve the

ratio function λ := μ2/μ1 on M . As in section A.2 we (formally) consider the
quotient

T ∗Diff(M)/(Diffμ1
(M) ∩Diffμ2

(M)) .

This quotient is Poisson (assuming that it is a manifold or considering it “at a
regular point”), and it can be regarded as a Poisson submanifold of the dual s∗

of the semidirect product algebra s = X(M) � C∞(M,R2). (The same type of
quotients appeared in the constructions related to compressible fluids section 6.1
and compressible MHD section 6.2.) Given a Hamiltonian H̄(ρ1, ρ2,m) on s∗ the
governing equations are⎧⎪⎨⎪⎩

ṁ+ Lvm+ J
(
ρ1,

δH̄
δρ1

, ρ2,
δH̄
δρ2

)
= 0

ρ̇1 + div(ρ1v) = 0

ρ̇2 + div(ρ2v) = 0,
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where v = δH̄
δm . The zero-momentum symplectic reduction, corresponding to mo-

menta of the form m = J(ρ1, θ1, ρ2, θ2), yields a canonical system⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ρ̇1 = δH̃
δθ1

= − div(ρ1v)

ρ̇2 = δH̃
δθ2

= − div(ρ2v)

θ̇1 = − δH̃
δρ1

θ̇2 = − δH̃
δρ2

on T ∗Dens(M)× T ∗Dens(M) for the Hamiltonian

H̃(ρ1, ρ2, θ1, θ2) = H̄
(
ρ1, ρ2, J(ρ1, θ1, ρ2, θ2)

)
.

Next, we turn to the incompressible case. Imposing the holonomic constraint
ρ1 + ρ2 = 1 for the equations on T ∗(Dens(M) × Dens(M)) leads to a constrained
Hamiltonian system

(9.9)

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

ρ̇1 = δH̃
δθ1

ρ̇2 = δH̃
δθ2

θ̇1 = − δH̃
δρ1

− p

θ̇2 = − δH̃
δρ2

− p

ρ1 + ρ2 − 1 = 0,

where p ∈ C∞(M) is a Lagrange multiplier.
The induced cotangent constraint on (θ1, θ2) is obtained by

0 =
d

dt
(ρ1 + ρ2 − 1)μ = ρ̇1 + ρ̇2 =

δH̃

δθ1
+

δH̃

δθ1
= − div((ρ1 + ρ2)v) = − div(v) ,

which implies that the vector field v is divergence-free. Therefore, solutions of
(9.9) correspond to zero-momentum solutions of the incompressible fluid equations
on T ∗Diffμ(M)  Diffμ(M)× X∗

μ(M) with the Hamiltonian

H(ϕ, v� ⊗ μ) = H̄(ϕ∗μ1, ϕ∗μ2, v
� ⊗ μ).

In particular, the choice

(9.10) H̄(ρ1, ρ2,m) = 1
2 〈m, v〉, m = v� ⊗ (ρ1 + ρ2)μ,

yields special solutions to the incompressible Euler equations; see section 3.1 (and,
if the constraints are dropped, special solutions to the inviscid Burgers equation in
section 4.1).

Schrödinger’s smoke is an approximation to the zero-momentum incompressible
Euler solutions, where the Hamiltonian H̃ corresponding to (9.10) is replaced by a
sum of two independent Hamiltonian systems

H̃(ρ1, ρ2, θ1, θ2) =
1
2 〈ρ1 dθ1 ⊗ μ,∇θ1〉+ 1

2 〈ρ2dθ2 ⊗ μ,∇θ2〉+ �
2I(ρ1) + �

2I(ρ2).

This approximation corresponds to dropping the θ1, θ2 cross-terms in the original
kinetic energy and adding the Fisher information functionals as potentials for ρ1
and ρ2. Applying the two-component Madelung transform

Ψ = (ψ1, ψ2) :=
(√

ρ1e2iθ1/�,
√
ρ2e2iθ2/�

)
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and setting � = 1 gives the incompressible Schrödinger equation

iΨ̇ = −ΔΨ+ pΨ ,

where, as before, the pressure function p ∈ C∞(M) is a Lagrange multiplier for the
pointwise constraint |Ψ|2 = 1. Notice that the resulting equation is a wave-map
equation on S3 ⊂ C

2; cf., e.g., [74].

Remark 9.9. It has been claimed that numerical solutions to the incompressible
Schrödinger equations (ISE) yield realistic visualization of the dynamics of smoke;
see [15]. However, it is an open question in what sense (or, in which regime) these
solutions are approximations to solutions of the incompressible Euler equations.

9.5. Madelung transform as a Kähler morphism. We now assume that
both the cotangent bundle T ∗Dens(M) and the projective space PC∞(M,C) are
equipped with suitable Riemannian structures. Consider first the bundle
TT ∗Dens(M). Its elements can be described as 4-tuples (ρ, θ, ρ̇, θ̇) where ρμ ∈
Dens(M), [θ] ∈ C∞(M)/R, ρ̇μ ∈ Ωn

0 (M) and θ̇ ∈ C∞(M) are subject to the
constraint ∫

M

θ̇ ρμ = 0.

Definition 9.10. The Sasaki (or Sasaki–Fisher–Rao) metric on T ∗Dens(M) is the
cotangent lift of the Fisher–Rao metric (7.7), namely

(9.11) Ḡ∗
(ρ,[θ])

(
(ρ̇, θ̇), (ρ̇, θ̇)

)
=

∫
M

(( ρ̇
ρ

)2

+ θ̇2
)
ρμ .

On the projective space PC∞(M,C) we define the infinite-dimensional Fubini–
Study metric

(9.12) G∗
ψ(ψ̇, ψ̇) =

〈
ψ̇, ψ̇

〉
L2

〈ψ, ψ〉L2

−
〈
ψ, ψ̇

〉
L2

〈
ψ̇, ψ

〉
L2

〈ψ, ψ〉2L2

.

Theorem 9.11 ([40]). The Madelung transform (9.3) with � = 2 is an isom-
etry, up to a factor 4, between the spaces T ∗Dens(M) equipped with (9.11) and
PC∞(M,C\{0}) equipped with (9.12).

Since the Fubini–Study metric together with the complex structure of
PC∞(M,C) defines a Kähler structure, it follows that T ∗Dens(M) also admits
a natural Kähler structure which corresponds to the canonical symplectic struc-
ture. Note that an almost complex structure on T ∗Dens(M), which is related via
the Madelung transform to the Wasserstein–Otto metric, does not integrate to a
complex structure; cf. [60]. In fact, it was shown in [40] that the corresponding com-
plex structure becomes integrable (and considerably simpler) when the Fisher–Rao
metric is used in place of the Wasserstein–Otto metric. It would be interesting to
write down the Kähler potentials for all metrics compatible with the corresponding
complex structure on T ∗Dens(M) and identify those that are invariant under the
action of the diffeomorphism group.

Example 9.12. The 2-component Hunter–Saxton (2HS) equation is the following
system

(9.13)

{
u̇xx = −2uxuxx − uuxxx + σσx

σ̇ = −(σu)x ,
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where u and σ are time-dependent periodic functions on the real line. It can be
viewed as a high-frequency limit of the two-component Camassa–Holm equation;
cf. [81].

It turns out that (9.13) describes the geodesic flow of a right-invariant Ḣ1-type
metric on the semidirect product G = Diff0(S

1)�C∞(S1, S1) of the group of circle
diffeomorphisms that fix a prescribed point and the space of S1-valued maps of
a circle. Furthermore, there is an isometry between subsets of the group G and
the unit sphere in the space of wave functions {ψ ∈ C∞(S1,C) | ‖ψ‖L2 = 1}; see
[44]. In [40] it is proved that the 2HS equation (9.13) with initial data satisfying∫
S1 σ dx = 0 is equivalent to the geodesic equation of the Sasaki–Fisher–Rao metric

(9.11) on T ∗Dens(S1) and the Madelung transformation induces a Kähler map to
geodesics in PC∞(S1,C) equipped with the Fubini–Study metric.

Note also that (subject to the t-invariant condition σ = 0) the 2-component
Hunter–Saxton equation (9.13) reduces to the standard Hunter–Saxton equation.
This is a consequence of the fact that horizontal geodesics on T ∗Dens(M) with the
Sasaki–Fisher–Rao metric descend to geodesics on Dens(M) with the Fisher–Rao
metric.

10. Casimirs in hydrodynamics

In this section we start by surveying results on Casimirs for inviscid incom-
pressible fluids, and then continue with compressible and magnetic hydrodynamics.
Recall that a Casimir on the dual of a Lie algebra g∗ is a function f ∈ C∞(g∗)
that is invariant under the coadjoint action of the corresponding group G. Note
that Casimirs are first integrals for Hamiltonian dynamics on g∗ for any choice of
Hamiltonian functions.

10.1. Casimirs for ideal fluids. The Hamiltonian description of the dynamics of
an ideal fluid gives some insight into the nature of its first integrals. Recall that the
Euler equation is a Hamiltonian system on the dual space X∗

μ(M) with respect to
the Poisson–Lie structure and with the fluid energy as the Hamiltonian; see section
3.1. In this setting we have

Proposition 10.1 ([8, 65]). For the group Diffμ(M) the following functionals are
Casimirs on the dual space X∗

μ(M) = Ω1(M)/dC∞(M) (the space of cosets [u] ∈
Ω1(M)/dC∞(M)).

If dim(M) = 2m+ 1, then the functional

I([u]) =

∫
M

u ∧ (du)m

is a Casimir function on X∗
μ(M).

If dim(M) = 2m, then the functionals

Ih([u]) =

∫
M

h

(
(du)m

μ

)
μ

are Casimir functions on X∗
μ(M) for any measurable function h : R → R.

Here, the quotient (du)m/μ of a 2m-form and the volume form is a function,
which being composed with h can be integrated against the volume form μ over M .
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Proof. First, we have to check that I and Ih are well-defined functionals on
Ω1(M)/dC∞(M). Note that for any exact 1-form df we have I(df) = 0 and
Ih(df) = 0. Similarly, we find that each of the functionals I and Ih depends on a
coset but not on a representative, e.g., I(u) = I(u+df) = I([u]). Furthermore, the
group Diffμ(M) acts on Ω1(M)/dC∞(M) by change of coordinates [u] �→ ϕ∗[u] for
any ϕ ∈ Diffμ(M). Since both I and Ih are defined in a coordinate-free way, they
are invariant under this action. �

Corollary 10.2. For a velocity field v satisfying the incompressible Euler equations
in M the functionals I([u]) and Ih([u]) computed for the 1-forms u := v� (related to
v by the Riemannian metric on M) are first integrals in odd and even dimension,
respectively.

Proof. The Euler equations for v in the Lie algebra Xμ(M) become Hamiltonian

when rewritten for u = v� with respect to the standard Lie–Poisson bracket on the
dual space X∗

μ(M) = Ω1(M)/dC∞(M). For this Hamiltonian system the trajecto-
ries always remain tangent to coadjoint orbits of Diffμ(M). By Proposition 10.1,
the functions I and Ih are constant on coadjoint orbits and hence are constant
along the Euler trajectories. �

Remark 10.3. The functionals I and Ih are Casimirs of the Lie–Poisson bracket
on X∗

μ(M); i.e., they yield conservation laws for any Hamiltonian equation on this
space. In particular, both I and Ih are first integrals of the Euler equations for an
arbitrary metric on M . They express “kinematic symmetries” of the hydrodynam-
ical system, while the energy is an invariant related to the system’s “dynamics.”

Example 10.4. If M is a domain in R3, then the function

I(v) =

∫
M

u ∧ du =

∫
M

(v, curl v) d3x

is a first integral of the Euler equations, where the 1-form u = v� is related to the
velocity field v by means of the Euclidean metric. The last integral has a natural
geometric meaning of the helicity of the vector field ξ = curl v defined by ιξμ = du.

Example 10.5. Similarly, if M is a domain in R
2, we find infinitely many first

integrals of the Euler equations, namely

Ih(v) =

∫
M

h(curl v) d2x,

where curl v = ∂v1/∂x2 − ∂v2/∂x1 is the vorticity function on M ⊂ R2.

Remark 10.6. While the functions I and Ih on Ω1(M)/dΩ0(M) are Casimirs, gen-
erally speaking, they do not form a complete set of invariants of the coadjoint
representation.

In the two-dimensional case the complete set of invariants includes a measured
Reeb graph of the vorticity function curl v and circulation data of the field v on
the surface M ; see [35]. In the three-dimensional case the invariant I is shown
to be unique among C1-Casimirs [22], while there are more invariants of ergodic
nature (such as pairwise linkings of the trajectories of the vorticity field) that are
not continuous functionals [6].
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10.2. Casimirs for barotropic fluids. In many respects the behaviour of baro-
tropic compressible fluids is similar to that of incompressible fluids (while the fully
compressible fluids resemble thermodynamical rather than mechanical systems). In
particular, their Hamiltonian description suggests similar sets of Casimir invariants
of motion. While the incompressible Euler equations on a manifold M are geodesic
equations on the group Diffμ(M) and hence a Hamiltonian system on the corre-
sponding dual space X∗

μ(M), the equations of compressible barotropic fluids (4.4)
are known to be related to the semidirect product group S = Diff(M) � C∞(M);
see section 5.1. Its Lie algebra is s = X(M)� C∞(M) and the corresponding dual
space s∗ = X∗(M)⊕ Ωn(M) was described in section 3.2.

The equations of barotropic fluids are Hamiltonian equations on s∗ with the Lie–
Poisson bracket given by the formula (3.7) and the invariants of the corresponding
coadjoint action, i.e., the Casimir functions, are the first integrals of the equations
of motion.

Recall that the smooth part of the dual of the semidirect product algebra s =
X(M) � C∞(M) can be identified with s∗ = Ω1(M) ⊗ Ωn(M) ⊕ Ωn(M) via the
pairing 〈

(v, f), (α⊗ �, �)
〉
=

∫
M

(ιvα)�+

∫
M

f�.

In what follows we restrict to the subset Ωn
+(M) of Ωn(M) corresponding to every-

where positive densities on M . It turns out that the equations of incompressible
fluid also have an infinite number of conservation laws in the even-dimensional case
and possess at least one first integral in the odd-dimensional case; see section 10.1
and [8, 65].

The following proposition shows that Casimir functions for a barotropic fluid are
similar to the ones for an incompressible fluid.

Proposition 10.7 ([33,65]). Let α ∈ Ω1(M) and � ∈ Ωn
+(M). If dimM = 2m+1,

then the functional

I(α⊗ �, �) =

∫
M

α ∧ (dα)m

is a Casimir function on s∗ = X∗(M)⊕ Ωn(M).
If dimM = 2m, then for any measurable function h : R → R the functional

Ih(α⊗ �, �) =

∫
M

h

(
(dα)m

�

)
�

is a Casimir function on s∗ = X∗(M)⊕ Ωn(M).

Proof. The proof is based on the fact that the coadjoint action of the group
Diff(M)� C∞(M) on the dual space s∗ = X∗(M)⊕ Ωn(M) is given by

Ad∗(ϕ,f)−1(α⊗ �, �) =
(
(ϕ∗α+ ϕ∗df)⊗ ϕ∗(�), ϕ∗(�)

)
.

Thus, α and � transform according to the rules α �→ ϕ∗α+dϕ∗f and � �→ ϕ∗�, and
it is now straightforward to check that the functionals I and Ih are invariant under
such transformations. Indeed, up to the change of coordinates by a diffeomorphism
ϕ, the 1-form α changes within its coset [α] and the functionals I and Ih are well
defined on the cosets. �

The above argument shows that, in a certain sense, a barotropic fluid “becomes
incompressible” when viewed in a coordinate system which “moves with the flow.”
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The Hamiltonian approach makes it possible to apply Casimir functions to study
stability of barotropic fluids and inviscid MHD systems: their dynamics are confined
to coadjoint orbits of the corresponding groups and Casimir functions can be used
to describe the corresponding conditional extrema of the Hamiltonians.

10.3. Casimirs for magnetohydrodynamics. We start with the three-dimen-
sional incompressible magnetohydrodynamics described in section 5.2; cf. equations
(5.4). In this case the configuration space of a magnetic fluid is the semidirect
product IMH = Diffμ(M)�X∗

μ(M) of the volume preserving diffeomorphism group

and the dual space X∗
μ(M) = Ω1(M)/dΩ0(M) of the Lie algebra of divergence-

free vector fields on a 3-manifold M . The semidirect product algebra is imh =
Xμ(M)�X∗

μ(M), and its action is given by formula (5.2). The corresponding dual
space is

imh
∗ = X

∗
μ(M)⊕ Xμ(M) = Ω1(M)/dΩ0(M)⊕ Xμ(M),

and the Poisson brackets on imh
∗ are given by (3.7), interpreted accordingly.

Proposition 10.8 ([8, 34]). Let M be a manifold with H1(M) = 0, and let [α] ∈
Ω1(M)/dΩ0(M) and B ∈ Xμ(M). Then the magnetic helicity

I(B) =

∫
M

(B, curl−1 B)μ

and the cross-helicity

J(α,B) =

∫
M

ιBαμ

are Casimir functions on imh
∗.

The condition H1(M) = 0 ensures that any magnetic field B has a vector po-

tential curl−1 B. It turns out that these are the only Casimirs for incompressible
magnetohydrodynamics—any other sufficiently smooth Casimir is a function of
these two; cf. [22].

Consider now the setting of compressible magnetohydrodynamics on a Riemann-
ian manifold of arbitrary dimension; see (6.7). Recall also from section 6.2 that the
semidirect product group associated with the compressible MHD equations is

CMH = Diff(M)�
(
C∞(M)⊕ Ωn−2(M)/dΩn−3(M)

)
.

The corresponding Lie algebra is

cmh = X(M)�
(
C∞(M)⊕ Ωn−2(M)/dΩn−3(M)

)
with dual

cmh
∗ = X∗(M)⊕ Ωn(M)⊕ Ω2

cl(M),

where Ω2
cl(M) is the space of closed 2-forms referred to as magnetic 2-forms. Recall

that if M is a threefold, then a magnetic vector field B and a magnetic 2-form
β ∈ Ω2

cl(M) are related by ιBμ = β. We again confine our constructions to positive
densities Ωn

+(M).

Proposition 10.9. Let α ∈ X∗(M), � ∈ Ωn(M), and β ∈ Ω2
cl(M). If dimM =

2n+ 1, then the generalized cross-helicity functional

J(α, �, β) =

∫
M

α ∧ βn

is a Casimir function on cmh
∗.
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If dimM = 2n+ 1 and H2(M) = 0, so that dγ = β for some 1-form γ, then

I(β) =

∫
M

γ ∧ βn

is a Casimir function on cmh
∗.

If dimM = 2n, then for any measurable function h : R → R the functional

Ih(ρ, β) =

∫
M

h

(
βn

�

)
�

is a Casimir function on cmh
∗.

If B is a vector field on M defined by ιB� = βn, then the functional J can be
equivalently written as

J(α, �, β) =

∫
M

α ∧ ιB� =

∫
M

ιBα� .

In the three-dimensional (n = 1) and incompressible (ρ = 1) cases it reduces to the
cross-helicity functional J(α,B) of Proposition 10.8.

Proof. The coadjoint action is

Ad∗(ϕ,f,[P ])−1(α⊗ �, �, β) =
(
(ϕ∗α+ ϕ∗ιuβ + ϕ∗df)⊗ ϕ∗�, ϕ∗�, ϕ∗β

)
where the vector field u is defined by the condition ιu� = dP . Since both � and
β are transported by ϕ, the only nontrivial functional to check is the generalized
cross-helicity J .

For this purpose we first note that since β is closed, then so is βn. Hence, the
change of variables formula gives

J(ϕ∗α+ ϕ∗ιuβ + ϕ∗df, ϕ∗�, ϕ∗β) =

∫
M

(α+ ιuβ + df) ∧ βn

= J(α, �, β) +

∫
M

ιuβ ∧ βn +

∫
M

d(fβn),

where the last term on the right-hand side vanishes by Stokes’ theorem while the
(2n+ 1)-form ιuβ ∧ βn vanishes pointwise on M . The latter holds since evaluating
this form on any 2n+1 linearly independent vectors tangent to M is equivalent to
evaluating βn+1 on any linearly dependent set of 2n+2 tangent vectors containing
u, which is evidently zero. �

Remark 10.10. In two and three dimensions such Casimirs in different terms were
described in [34]. Other differential-geometric invariants of hydrodynamical equa-
tions include Ertel-type invariants [80], local invariants [2, 3], invariants of La-
grangian type [10], and many others.

Appendix A. Symplectic and Poisson reductions

A.1. Symplectic reduction. In sections 3.2 and 3.3 we described Poisson reduc-
tion on T ∗Diff(M) with respect to the cotangent action of Diffμ(M). This lead
to reduced dynamics on the Poisson manifold T ∗Diff(M)/Diffμ(M)  Dens(M)×
X∗(M) (Theorem 3.6). Furthermore, any Hamiltonian system descends to sym-
plectic leaves and T ∗Dens(M) with the canonical symplectic structure is one of
the symplectic leaves of T ∗Diff(M)/Diffμ(M). In this appendix we shall describe
symplectic reduction which leads to the same manifold T ∗Dens(M)—the symplectic
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quotient T ∗Diff(M)//Diffμ(M) corresponding to the cotangent bundle T ∗Dens(M)
equipped with the canonical symplectic structure (for a more thorough treatment;
see [50]).

As before, let Xμ(M) =
{
u ∈ X(M) | Luμ = 0

}
be the Lie algebra of Diffμ(M).

Recall that the dual space is naturally isomorphic to X∗
μ(M) = Ω1(M)/dC∞(M);

see Theorem 3.1.

Lemma A.1. The (smooth) dual Xμ(M)∗ can be identified with the quotient space

(A.1) X∗(M)/(dC∞(M)⊗ μ) = (Ω1(M)⊗Dens(M))/(dC∞(M)⊗ μ),

where ⊗ is taken over smooth functions on M . The cotangent left action of
Diffμ(M) on T ∗Diff(M) is Hamiltonian. The associated momentum map
J : T ∗Diff(M) → Xμ(M)∗ is given by

(A.2) J(ϕ,m) = ϕ∗m+ dC∞(M)⊗ μ,

where ϕ ∈ Diff(M) and m ∈ X(M)  T ∗
ϕDiff(M). The momentum map is equi-

variant, i.e.,

J
(
η · (ϕ,m)

)
= η∗J(ϕ,m)

for all η ∈ Diffμ(M).

Proof. From the Hodge decomposition it follows that 〈m, v〉 = 0 for all v ∈ Xμ(M)
if and only if m = dθ ⊗ μ for some θ ∈ C∞(M). This proves (A.1).

From the standard Lie–Poisson theory (see, e.g., [50, 51]) we find that the mo-
mentum map for Diff(M) acting on T ∗Diff(M) is given by (ϕ,m) �→ ϕ∗m. Since
Diffμ(M) is a subgroup of Diff(M), it follows from (A.1) that the momentum map
must be (A.2).

Regarding the equivariance statement, we have

η∗J(ϕ,m) = η∗ϕ
∗m+ η∗(dC

∞(M)⊗ μ)

= (ϕ ◦ η−1)∗m+ dη∗C
∞(M)⊗ η∗μ

= (ϕ ◦ η−1)∗m+ dC∞(M)⊗ μ

= J(ϕ ◦ η−1,m) = J
(
η · (ϕ,m)

)
,

as required. �

Lemma A.2. The zero momentum level set

J−1([0]) =
{
(ϕ, dθ ⊗ ϕ∗μ) | ϕ ∈ Diff(M), θ ∈ C∞(M)

}
is invariant under the action of Diffμ(M), i.e., for any η ∈ Diffμ(M) and (ϕ,m) ∈
J−1([0]) one has η · (ϕ,m) ∈ J−1([0]).

Proof. We have [0] = dC∞(M)⊗ μ so that if m = dθ ⊗ ϕ∗μ, then

J(ϕ,m) = ϕ∗(dθ ⊗ ϕ∗μ) + dC∞(M)⊗ μ

= dϕ∗θ ⊗ μ+ dC∞(M)⊗ μ = dC∞(M)⊗ μ = [0].

Next, assume that J(ϕ,m) = [0] and write m = α⊗ϕ∗μ for some α ∈ Ω1(M). Since
ϕ∗m ∈ [0] it follows that ϕ∗α must be exact, i.e., ϕ∗α = dθ. Thus, α = ϕ∗dθ =
dϕ∗θ, and so α is exact. The fact that J−1([0]) is invariant under Diffμ(M) follows
from the equivariance property in Lemma A.1, since η∗[0] = [0] for all η ∈ Diffμ(M).
This concludes the proof. �
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To identify the symplectic structure of the quotient, we shall first identify the
momentum map associated with the action of Diff(M) on T ∗Dens(M). In what
follows we will use the notation � ∈ Dens(M) for the density � = ρμ corresponding
to the density function ρ.

Lemma A.3. The associated momentum map I : T ∗Dens(M) → X∗(M) for the
left cotangent action of Diff(M) on T ∗Dens(M) is given by

I(�, θ) = dθ ⊗ � .

Proof. The smooth dual of Ωn(M) is C∞(M) with the natural pairing

〈θ, �̇〉 =
∫
M

θ �̇ .

Since T
Dens(M) = Ωn
0 (M) is a subspace of Ωn(M), it follows that

T ∗Dens(M) = Dens(M)× Ωn(M)∗/ ker(〈 · ,Ωn
0 (M)〉)

= Dens(M)× C∞(M)/R.

The infinitesimal left action of X(M) is u · � = −Lu� and the momentum map
I : (�, θ) → X∗(M) is then given by

〈I(�, θ), u〉 = 〈θ,−Lu�〉 for all u ∈ X(M).

By Cartan’s formula we obtain

〈I(�, θ), u〉 = 〈Luθ, �〉 = 〈ιudθ, �〉 = 〈dθ ⊗ �, u〉 ,
which proves the lemma. �

The main result of this section is

Theorem A.4. The zero momentum symplectic quotient

T ∗Diff(M)//Diffμ(M) = J−1([0])/Diffμ(M)

is isomorphic, as a symplectic manifold, to T ∗Dens(M) and the symplectomorphism
T ∗Dens(M) → T ∗Diff(M)//Diffμ(M) is given by

(A.3) (�, θ) �→
(
�, I(�, θ)

)
.

Thus T ∗Dens(M) can be viewed as a symplectic leaf of the Poisson manifold
T ∗Diff(M)/Diffμ(M). Theorem A.4 is an infinite-dimensional variant of the fol-
lowing general result. For a homogeneous space B = G/H, the zero momentum
reduction space T ∗G//H is symplectomorphic to T ∗B through the mapping

(q, p) �→ (q, I(q, p)) ,

where I is the momentum map for the natural action of G on T ∗B � (q, p); see
[51].

Proof. Let m = dθ ⊗ ϕ∗μ so that (ϕ,m) ∈ J−1([0]). If η ∈ Diffμ(M), then

η · (ϕ,m) = (ϕ ◦ η−1, dθ ⊗ ϕ∗μ).

By the Moser–Hamilton result in Lemma 2.8 it follows that in the Fréchet category
we have

J−1([0])/Diffμ(M) 
{
(�,m) ∈ Dens(M)× X

∗(M) | m = dθ ⊗ �
}
.

Thus, the symplectic quotient T ∗Diff(M)//Diffμ(M) is naturally identified with a
subbundle of the Poisson manifold T ∗Diff(M)/Diffμ(M)  Dens(M) × X∗(M) in
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Theorem 3.6. By conservation of momentum this subbundle is invariant under the
flow of any Hamiltonian. To prove that it is a symplectic leaf, it suffices to show
that the map corresponding to (A.3)

Φ: (�, θ) �→ (�, I(�, θ))

is a diffeomorphism and Poisson. The former follows from the fact that the kernel
of d on C∞(M)/R is trivial. It thus remains to show that

{F ◦ Φ, G ◦ Φ} = {F,G} ◦ Φ
for any F,G ∈ C∞(Dens(M)× X∗(M)).

We have〈δF ◦ Φ
δ�

(�, θ), �̇
〉
=

d

dε

∣∣∣
ε=0

F (�+ ε�̇, dθ ⊗ (�+ ε�̇))

=

〈
dθ ⊗ �̇,

δF

δm︸︷︷︸
vF

〉
+

〈
�̇,

δF

δ�

〉
=

〈
�̇,LvF θ +

δF

δ�

〉
(A.4)

and 〈δF ◦ Φ
δθ

(�, θ), θ̇
〉
=

d

dε

∣∣∣
ε=0

F (�, d(θ + εθ̇)⊗ �)

=
〈
dθ̇ ⊗ �, vF

〉
= −

〈
LvF �, θ̇

〉
.

(A.5)

Combining (A.4) and (A.5) we get

{F ◦ Φ, G ◦ Φ}(�, θ) =
〈
− LvG�,LvF θ +

δF

δ�

〉
−

〈
− LvF �,LvGθ +

δG

δ�

〉
=

〈
�, (LvFLvG − LvGLvF )θ

〉
+

〈
�,LvG

δF

δ�
− LvF

δG

δ�

〉
=

〈
�, ιLvF

vGdθ
〉
−

〈
�,LvF

δG

δ�
− LvG

δF

δ�

〉
=

〈
dθ ⊗ �,LvF vG

〉
−
〈
�,LvF

δG

δ�
−LvG

δF

δ�

〉
={F,G}◦Φ(�, θ).

This concludes the proof. �

A.2. Reduction and momentum map for semidirect product groups. We
exhibit here geometric structures behind the semidirect product reduction general-
izing the considerations of sections 5.1 and 5.2. The main point of this appendix is
that the semidirect product approach is just a convenient way of presenting various
Newton’s systems on Diff(M) for which the symmetry group is a proper subset of
Diff(M): this way various quotient spaces appear as invariant sets in the vector
space which is the dual of an appropriate Lie algebra.

Let N be a subgroup of Diff(M). Suppose that Diff(M) acts from the left on
a linear space V (a left representation of Diff(M)). For instance, for compressible
fluids in section 6.1 and compressible MHD in section 6.2, the space V was taken
to be the spaces of functions C∞(M) or the dual of the space of divergence-free
vector fields Ω1(M)/dC∞(M), while N can be a subgroup of volume-preserving
diffeomorphisms Diffμ(M). However the consideration below is more general.

The quotient space of left cosets Diff(M)/N is acted upon from the left by
Diff(M). Assume now that the quotient Diff(M)/N is a manifold and it can be
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embedded as an orbit in V , while γ : Diff(M)/N → V denotes the embedding.
Since the action of Diff(M) on V induces a linear left dual action on V ∗ we can
construct the semidirect product S = Diff(M) � V ∗. Let s∗ be the dual of the
corresponding semidirect product algebra s.

Proposition A.5. The quotient T ∗Diff(M)/N is naturally embedded via a Poisson
map in the Lie–Poisson space s∗.

Proof. The Poisson embedding is given by

(A.6) ([ϕ],m) �→ (m, γ([ϕ])),

where we used the identifications

T ∗Diff(M)/N  Diff(M)/N × g
∗ = Diff(M)/N × (Ω1 ⊗Dens(M))

and s∗  g∗ × V = (Ω1 ⊗Dens(M))× V . Recall that the Lie algebra of Diff(M) is
the space X(M) of vector fields on M whose dual is X∗(M) = Ω1 ⊗Dens(M). The
action of S on s∗ is given by

(ϕ, a) · (m, b) = Ad∗(ϕ,a)(m, b) =
(
ϕ∗m− M (a, b), ϕ∗b

)
,

where ϕ ∈ Diff(M) and M : V ∗ × V → X∗(M) is the momentum map associated
with the cotangent lifted action of Diff(M) on V ∗. The corresponding infinitesimal
action of s is

(A.7) (v, ȧ) · (m, b) = ad∗(v,ȧ)(m, b) =
(
Lvm− M (ȧ, b),Lvb

)
.

Since the second component is only acted upon by ϕ (or v) but not a (or ȧ),
it follows from the embedding of Diff(M)/N as an orbit in V that we have a
natural Poisson action of S (or s) on T ∗Diff(M)/N via the Poisson embedding
(A.6). Notice that the momentum map of S (or s) acting on s∗ is tautological (i.e.,
the identity) this follows from the fact that the Hamiltonian vector field on s∗ for
H(m, b) = 〈m, v〉+ 〈b, ȧ〉 is given by (A.7). �

We now return to the standard symplectic reduction (without semidirect prod-
ucts). The dual n∗ of the subalgebra n ⊂ X(M) is naturally identified with the
affine cosets of X∗(M) such that

m ∈ [m0] ⇐⇒ 〈m−m0, v〉 = 0 for any v ∈ n.

The momentum map of the subgroup N acting on X∗(M) by ϕ∗ is then given by
m �→ [m], since the momentum map of Diff(M) acting on X∗(M) is the identity.
If 〈m, n〉 = 0, i.e., m ∈ (X(M)/n)∗, then m ∈ [0] is in the zero momentum coset.
Since we also have T ∗(Diff(M)/N )  Diff(M)/N × (X(M)/n)∗, this gives us an
embedding as a symplectic leaf in T ∗Diff(M)/N  Diff(M)/N × X∗(M). The
restriction to this leaf is called the zero-momentum symplectic reduction.

Turning next to the semidirect product reduction, we now have Poisson em-
beddings of T ∗(Diff(M)/N ) in T ∗Diff(M)/N and of T ∗Diff(M)/N in s∗. The
combined embedding of T ∗(Diff(M)/N ) as a symplectic leaf in s∗ is given by the
map

(A.8) ([ϕ], a) �→ (M (a, γ([ϕ])), γ([ϕ])) .

This implies that we have a Hamiltonian action of S (or s) on the zero-momentum
symplectic leaf T ∗(Diff(M)/N ) inside T ∗Diff(M)/N , which in turn lies inside s∗.

Since S provides a natural symplectic action on s∗ and since Diff(M)/N is an
orbit in V  V ∗∗ we have, by restriction, a natural action of S on T ∗Diff(M)/N .
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Furthermore, since the momentum map associated with the group S acting on s∗ is
the identity, the Poisson embedding map (A.6) is the momentum map for S acting
on T ∗Diff(M)/N . Thus, the momentum map of S acting on T ∗(Diff(M)/N ) is
given by (A.8).

The above consideration leads to the Madelung transform.

Theorem A.6 ([40]). Semidirect product reduction and Poisson embedding
T ∗(Diff(M)/N ) → s∗ for the subgroup N = Diffμ(M) coincides with the inverse of
the Madelung transform defined in Section 9.

Appendix B. Tame Fréchet manifolds

A natural functional-analytic setting for the results presented in this paper is
that of tame Fréchet spaces; cf. Hamilton [30]. An alternative setting for groups
of diffeomorphisms deals with Sobolev Hs completions (or any reasonably strong
Banach topology) of the corresponding function spaces [20]. If s > dimM/2 + 1,
then the Sobolev completions of the diffeomorphism groups Diffs(M) and Diffs

μ(M)
are smooth Hilbert manifolds but not Banach Lie groups since, e.g., the left mul-
tiplication and the inversion maps are not even uniformly continuous in the Hs

topology.

B.1. Tame Fréchet structures on diffeomorphism groups. On the other
hand, both Diff(M) and Diffμ(M) can be equipped with the structure of tame
Fréchet Lie groups. In this setting Diffμ(M) becomes a closed tame Lie subgroup
of Diff(M) which can be viewed as a tame principal bundle over the quotient space
Dens(M) = Diff(M)/Diffμ(M) of either left or right cosets. Furthermore, the tan-
gent bundle TDiff(M) over Diff(M) is also a tame manifold. However, since the
dual of a Fréchet space, which itself is not a Banach space, is never a Fréchet space,
to avoid working with currents on M it is expedient to restrict to a suitable subset
of the (full) cotangent bundle over Diff(M).

More precisely, consider the tensor product T ∗M⊗ΛnM of the cotangent bundle
and the vector bundle of n-forms on M and define another bundle over Diff(M)
whose fibre over ϕ ∈ Diff(M) is the space of smooth sections of the pullback bundle
ϕ−1(T ∗M ⊗ ΛnM) over M . We will refer to this object as (the smooth part of)
the cotangent bundle of Diff(M) and denote it also by T ∗Diff(M). We will write
X∗(M) = T ∗

idDiff(M) and X∗∗(M) = X(M). Throughout the paper we will assume
that derivatives of various Hamiltonian functions can be viewed as maps to the
smooth cotangent bundle of the phase space.

Lemma B.1. T ∗Diff(M) is a tame Fréchet manifold, and the map

Diff(M)× X
∗(M) � (ϕ,m) �−→ (ϕ,m ◦ ϕ) ∈ T ∗Diff(M)

is an isomorphism of tame Fréchet manifolds.

Proof. Recall that Diff(M) is an open subset of C∞(M,M), and observe that
T ∗Diff(M) is the inverse image of Diff(M) under the smooth tame projection m →
π ◦m between tame Fréchet manifolds C∞(M,T ∗M ⊗ΛnM) and C∞(M,M). The
argument is routine: the space T ∗Diff(M) is trivialized by the fiber mapping since
ϕ is a diffeomorphism, while the fact that the fiber mapping is smooth and tame
with a smooth tame inverse follows since Diff(M) is a tame Fréchet Lie group (all
group operations are smooth tame maps). �
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Let vϕ ∈ TϕDiff(M) and mϕ ∈ T ∗
ϕDiff(M). As before in (3.3) we have the

pairing

(vϕ,mϕ) �→ 〈vϕ,mϕ〉ϕ =

∫
M

ιvϕ◦ϕ−1mϕ ◦ ϕ−1

between the fibers TϕDiff(M) and T ∗
ϕDiff(M).

Our goal in this section is to describe Poisson reduction of T ∗Diff(M) with
respect to the right action of Diffμ(M) as a smooth tame principal bundle. We
will use the Poisson bivector for the canonical symplectic structure on T ∗Diff(M),
which we identify with its right trivialization Diff(M)×X∗(M) as in Lemma B.1. By
construction, each element of X∗(M) can be viewed as a tensor product m = α⊗ �
of a 1-form and a volume form on M . Choose � = μ and note that for each
(ϕ,m) ∈ Diff(M)×X∗(M) the Poisson bivector Λ on Diff(M)×X∗(M) is a bilinear
form on T ∗

ϕDiff(M)× X(M) defined by

Λ(ϕ,m)

(
(n1ϕ, v1), (n2ϕ, v2)

)
=〈m, [v1, v2]〉id
− 〈n1ϕ, v2 ◦ ϕ〉ϕ + 〈n2ϕ, v1 ◦ ϕ〉ϕ .

Lemma B.2. The bivector Λ induces a smooth tame vector bundle isomorphism

Γ: T ∗(Diff(M)×X∗(M)) → T (Diff(M)×X∗(M)),

which at any point (ϕ,m) is given by

(B.1) Γ(ϕ,m)(nϕ, v) =
(
v ◦ ϕ,−Lvm− nϕ ◦ ϕ−1

)
for any nϕ ∈ T ∗

ϕDiff(M) and v ∈ X(M).

Proof. First, observe that one can identify the tangent and cotangent bundles of
Diff(M)×X∗(M) with TDiff(M)×X∗(M)×X∗(M) and T ∗Diff(M)×X∗(M)×X(M),
respectively. The formula in (B.1) can be verified by a direct calculation from〈

Γ(ϕ,m)(m1ϕ, v1), (m2ϕ, v2)
〉
(ϕ,m)

= Λ(ϕ,m)

(
(n1ϕ, v1), (n2ϕ, v2)

)
for any n1ϕ, n2ϕ ∈ T ∗

ϕDiff(M) and v1, v2 ∈ X(M) using integration by parts and
the assumption that M has no boundary. Smoothness of Γ follows from the fact
that all the operations in (B.2) are smooth tame maps. The inverse of Γ is given
by

Γ−1
(ϕ,m)(ϕ̇, ṁ) =

(
ϕ̇ ◦ ϕ−1,−(ṁ+ Lϕ̇◦ϕ−1m) ◦ ϕ

)
.

Again, all the operations involve smooth tame maps, which implies that the inverse
is also smooth. �
Remark B.3. That Γ is a symplectomorphism corresponds to the fact that

T ∗Diff(M)  Diff(M)× X
∗(M)

is a symplectic manifold with canonical symplectic structure

Ω(ϕ,m)(·, ·) =
〈
Γ−1
(ϕ,m)(·, ·)

〉
.

The space T ∗Dens(M) = Dens(M)× C∞(M)/R is a tame Fréchet manifold, since
so are both Dens(M) and C∞(M)/R.

Next, consider the Poisson bivector Λ̄ defined on the tame Fréchet manifold
Dens(M)× X∗(M) by

Λ̄(
,m)

(
(θ1, v1), (θ2, v2)

)
= 〈m, [v1, v2]〉id + 〈θ1,Lv2�〉 − 〈θ2,Lv1�〉

for the density � = ρμ.
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Lemma B.4. The bivector Λ̄ induces a smooth tame vector bundle homomorphism

Γ̄ : T ∗(Dens(M)×X∗(M)) → T (Dens(M)×X∗(M)),

which at any point (�,m) is given by

(B.2) Γ̄(
,m)(θ, v) =
(
− Lv�,−Lvm− dθ ⊗ �

)
for any θ ∈ T ∗


Dens(M) and v ∈ X(M).

Proof. The proof follows the same steps as the proof of Lemma B.2 with the ad-
justment that now Γ̄(
,m) is only a homomorphism, rather than an isomorphism, of
vector bundles. �
Remark B.5. The Hamiltonian equations on Diff(M) × X∗(M)  T ∗Diff(M) and
on Dens(M)×X∗(M), as discussed in the previous sections, can now be written as

(ϕ̇, ṁ) = Γ(DH(ϕ,m)) and (�̇, ṁ) = Γ̄(DH̄(�,m)).

Notice that Γ̄ corresponds to a Poisson structure, but not to a symplectic structure
as Γ does; Γ̄ is not invertible whereas Γ is.

The next theorem is the main result of this section.

Theorem B.6. The following diagram

Diffμ(M) �
	 �� T ∗Diff(M)

Π: (ϕ,mϕ) �→(ϕ∗μ,mϕ◦ϕ−1)

��
Dens(M)× X∗(M)

is a smooth tame principal bundle. The projection Π is a Poisson submersion with
respect to the Poisson structure on Dens(M)×X∗(M). Solutions to the Hamiltonian
equations for a Diffμ-invariant Hamiltonian on T ∗Diff(M) project to solutions of
the Hamiltonian equations for the (unique) Hamiltonian H̄ on Dens(M)× X∗(M)
satisfying H(ϕ,mϕ) = H̄(ϕ∗μ,mϕ ◦ ϕ−1).

Proof. First, consider the map (ϕ,mϕ) → (ϕ,m) from T ∗Diff(M) to the product
Diff(M)×X∗(M) and observe that it is a smooth tame vector bundle isomorphism,
as in Lemma B.1. The cotangent action of η ∈ Diffμ(M) on (ϕ,m) acts on the
first component by composition (ϕ ◦ η,m) and is clearly also a smooth tame map.
Furthermore, we have

(Diff(M)× X
∗(M))/Diffμ(M)  (Diff(M)/Diffμ(M))× X

∗(M).

The fact that Diff(M) is a smooth tame principal bundle over Dens(M) with fiber
Diffμ(M) follows from the Nash–Moser–Hamilton theorem; cf., e.g., [30, Thm.
III.2.5.3]. Consequently, T ∗Diff(M) is a smooth tame principal bundle over
Dens(M)× X∗(M) with fiber Diffμ(M).

The projection is a Poisson submersion and smooth solutions are mapped to
smooth solutions: this follows from Lemmas B.2 and B.4 together with a straight-
forward calculation showing that TΠ◦Λ(DH) = Λ̄(DH̄) whenever H = H̄ ◦Π. �
Remark B.7. We point out that the situation is more complicated if one works with
Banach spaces such as Sobolev Hs or Hölder Ck,α. In those settings the results in
Lemma B.1, Lemma B.2, Lemma B.4 and Theorem B.6 need not hold. For example,
the bundle projection in Theorem B.6 typically fails to be Lipschitz continuous in
the Hs topology.
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B.2. Short-time existence of compressible Euler equations. We include here
a local existence result that applies to all the examples in Section 4. To this end
consider the compressible Euler equations on a compact manifold M in the form{

v̇ +∇vv +∇(W ◦ ρ) +∇V = 0

ρ̇+ div(ρv) = 0,
(B.3)

where W is the thermodynamical work function defined in (4.6). The equations
discussed previously can be captured by different choices of the functions W and
V . If W is strictly increasing, then short-time solutions of these equations can be
obtained using standard techniques; see, e.g., [30, Thm. III.2.1.2] for a result for
the shallow water equations (1.6) corresponding to W (ρ) = ρ.

Theorem B.8. For any v0 ∈ X(M), ρ0 ∈ Dens(M) and any smooth function
W : R+ → R such that W ′ > 0, there exists a unique smooth solution (v, ρ) of
the equations (B.3) satisfying v(t0) = v0, ρ(t0) = ρ0 and defined in some open
neighborhood of t = t0.

Proof. The basic idea is to transform (B.3) so that its linearization becomes a
symmetric linear system. This can be achieved by a substitution ρ = f ◦ σ where
σ is a new density function and f : R → R is the solution of the scalar initial value
problem

(B.4) f ′ =

√
f

W ′(f)
, f(0) = min

x∈M
ρ0(x).

Compactness ofM together with the assumption W ′ > 0 ensure that the right-hand
side of (B.4) is Lipschitz continuous in the interval given by the range of ρ0. Thus,
there is a smooth solution f whose range covers the range of ρ0. Since f(0) > 0
and W ′ > 0, this solution is strictly increasing.

It follows that the corresponding linearized equations form a symmetric linear
system in a neighborhood of the density ρ = ρ0 and thus admit a unique tame
solution by the general theory of symmetric systems. Applying the Nash–Moser–
Hamilton theorem completes the proof. �

Using the results in section B.1, it is possible to deduce from the above theorem
short-time existence results for each of the equations considered in Section 4: the
Newton systems on Diff(M), the Poisson systems on Dens(M) × X∗(M), or the
canonical Hamiltonian systems on T ∗Dens(M).
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