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Abstract

The study of diffeomorphism groups and their applications to problems in
analysis and geometry has a long history. In geometric hydrodynamics, pioneered
by V. Arnold in the 1960s, one considers an ideal fluid flow as the geodesic mo-
tion on the infinite-dimensional group of volume-preserving diffeomorphisms of the
fluid domain with respect to the metric defined by the kinetic energy. Similar
considerations on the space of densities lead to a geometric description of optimal
mass transport and the Kantorovich-Wasserstein metric. Likewise, information ge-
ometry associated with the Fisher-Rao metric and the Hellinger distance has an
equally beautiful infinite-dimensional geometric description and can be regarded
as a higher-order Sobolev analogue of optimal transportation. In this work we re-
view various metrics on diffeomorphism groups relevant to this approach and intro-
duce appropriate topology, smooth structures and dynamics on the corresponding
infinite-dimensional manifolds. Our main goal is to demonstrate how, alongside
topological hydrodynamics, Hamiltonian dynamics and optimal mass transport,
information geometry with its elaborate toolbox has become yet another exciting
field for applications of geometric analysis on diffeomorphism groups.
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CHAPTER 1

Introduction

One of the most prominent features of the geometric approach to hydrody-
namics pioneered by V. Arnold [6] is based on the observation that the group of
volume-preserving diffeomorphisms of the fluid domain has a structure of an infinite
dimensional Riemannian manifold and can serve as a natural configuration space
for the motions of ideal fluids. The geodesic flow on this group, which is induced by
the L2 inner product corresponding to the fluid’s kinetic energy, describes solutions
of the Euler equations of an incompressible and inviscid fluid. The general frame-
work of Arnold turned out to include a variety of other nonlinear partial differential
equations of mathematical physics and are now often referred to as the Euler-Arnold
equations. The associated L2 metric on the diffeomorphism group also happened
to be relevant in another rapidly developing mathematical field, namely, the theory
of optimal mass transport.

Subsequently, a similar geometric approach to diffeomorphism groups, albeit
related to the Sobolev H1 inner product, shed new light on some of the most
fundamental notions in geometric statistics and information theory. In this short
book we concentrate on such L2 and H1 type metrics on diffeomorphism groups
and their quotient spaces viewed as spaces of densities.

We have three principal goals. First of all, we focus on developing a firm basis
for the formalism of tame Fréchet spaces for diffeomorphism groups and demon-
strate their utility in geometric hydrodynamics, information geometry, and the
study of probability density spaces. In their classical paper [28] D. Ebin and
J. Marsden worked out a rigorous analytical formalism for ideal hydrodynamics
using Sobolev Hs spaces with a finite smoothness index s. While this approach
provides a convenient reformulation of the incompressible Euler equations of fluid
dynamics as a system of ordinary differential equations on a Banach manifold, it
is not free from various technical difficulties making it impossible to take full ad-
vantage of the geometric formulation or extending it to other settings. One such
important obstacle is the loss of some of the most useful Lie group properties of
the underlying configuration space - inevitable in the case of function spaces with
bounded smoothness properties. Indeed, while right compositions with Sobolev
diffeomorphisms are always smooth in the Hs topology, left compositions turn out
to be merely continuous due to the obvious loss of derivatives. On the other hand,
a carefully developed formalism of tame Fréchet spaces on diffeomorphism groups
allows one to retain the desired regularity properties and regard both compositions
on the left and on the right as smooth operations in this setting.

The second goal of this work is to survey some of the recent progress in in-
formation geometry. To this end we include a thorough review of the geometry
of the Fisher-Rao metric, discuss its uniqueness, compare it with the Wasserstein
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2 1. INTRODUCTION

metric in optimal mass transport and recall the decompositions of matrices and dif-
feomorphisms related to the Fisher–Rao geometry. We describe the corresponding
geodesics as well as relations between entropy and the Fisher information functional
and the Madelung transport and the Schrödinger equation of quantum mechanics.
We also describe the geometry underlying the Amari-Chentsov connections in in-
formation geometry.

Finally, we present several new results related to the Euler-Arnold equations.
These equations, describing the geodesic flows on Lie groups with respect to one-
sided invariant metrics, are known to include many interesting equations of mathe-
matical physics. We give examples of derivations of these equations and, in partic-
ular, demonstrate how the general Camassa-Holm equation can be obtained from
a sub-Riemannian metric on the group of circle diffeomorphisms and as a geodesic
equation on the extension of this group by a trivial two-cocycle. The correspond-
ing construction turns out to be simpler than the Virasoro group and results in
geometrically identical but analytically different equations.

In Section 2 we start with a detailed background introducing appropriate tame
Fréchet topology and smooth structures on infinite dimensional manifolds with an
eye to a future application to diffeomorphism groups and density spaces. This
will provide a firm basis to all the relevant differential-geometric and dynamical
considerations in Section 3.

We continue in Section 4 by equipping these spaces with Riemannian metrics,
as an outlook of the Euler-Arnold equations and the geodesic flows of one-sided in-
variant metrics on Lie groups in finite and infinite dimensions. We present both the
Lagrangian and the Hamiltonian side of the story and discuss how these structures
induce interesting dynamical systems on certain quotient spaces. In particular, we
show how the L2 metric on the group of diffeomorphisms naturally descends to the
celebrated Wasserstein metric on the space of densities whose geodesics describe
the optimal mass transfer. Several equations including Burgers’ equation and the
Camassa-Holm equation are discussed in more detail. The general Camassa–Holm
equation is derived as a geodesic equation of a right-invariant metric on a trivial
extension of the group of circle diffeomorphisms.

On the other hand, the Fisher-Rao metric of geometric statistics turns out to
be closely related to homogeneous Sobolev Ḣ1 right-invariant Riemannian metrics
on the full diffeomorphism group. This is the main subject of Section 5. In the
setting of diffeomorphism groups, information geometry associated with the Fisher-
Rao metric and its spherical Hellinger distance can be viewed as an Ḣ1-analogue
of the standard optimal mass transport.

We describe this geometry in detail and discuss properties of solutions of the
associated geodesic equations in Section 6. It turns out that the geometry of the
space of densities is spherical irrespective of the underlying compact manifold M ,
while the corresponding Euler-Arnold equation is a natural generalization of the
completely integrable one-dimensional Hunter-Saxton equation.

Lastly, in Section 7 we present geometric constructions of the so-called α-
connections introduced in geometric statistics by Chentsov [21] and Amari [1]. We
also describe their generalizations to diffeomorphism groups of higher-dimensional
manifolds.
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The book concludes with an Appendix A with some useful background infor-
mation on Banach completions of manifolds of maps.

We should point out that in the literature there exist other sources which
present information geometry from a different perspective and develop alternative
settings for infinite dimensional manifolds; e.g., see the books and surveys [2, 3, 4,
8, 21, 22, 59, 80, 81, 89].

We hope that the approach developed in this book places information geome-
try squarely within the general differential-geometric framework of diffeomorphism
groups as it was envisioned at various times and contexts by H. Cartan, A.N. Kol-
mogorov, L. Kantorovich and V. Arnold and which includes hydrodynamics, sym-
plectic geometry, optimal transport etc.. Our approach here lays down foundations
for an infinite dimensional generalization of this fast-growing subject which will
hopefully lead to further fruitful developments.

Acknowledgements. We are indebted to Martin Bauer, Peter Michor, Stephen
Preston and other participants of “Math en plein air” series of workshops. We also
thank Alexander Schmeding for useful suggestions. BK is grateful to the IHES
(Bures-sur-Yvette, France) for its kind hospitality and support. He was also par-
tially supported by an NSERC Discovery Grant. KM was supported by the Swedish
Research Council (grant 2022-03453) and the Knut and Alice Wallenberg Founda-
tion (grant WAF2019.0201).





CHAPTER 2

Infinite dimensional manifolds

It has long been recognized that many of the function spaces that arise in anal-
ysis and geometry possess a natural structure of infinite dimensional differentiable
manifolds. This includes various groups of diffeomorphisms of compact manifolds,
which are of interest in this chapter. As mathematical objects these spaces are
both very interesting and very complicated, and any researcher planning to take
full advantage of their properties as manifolds and groups faces a problem at the
outset of choosing a suitable topology.

For our purposes a convenient and natural functional-analytic framework of
tame Fréchet spaces, as introduced by Sergeraert and further developed by Hamil-
ton, provides the most convenient setting.

In this section we recall the basic notions of differential calculus in Fréchet
spaces and then introduce the group of diffeomorphisms of a compact Riemannian
manifold, its subgroup of diffeomorphisms preserving the volume form, and the
quotient space of smooth probability densities, as tame Fréchet manifolds.

2.1. Differential calculus in Fréchet spaces

We begin with a brief review of the fundamentals of the calculus in Fréchet
spaces. Most of the basic definitions and properties of Fréchet spaces can be found
in the monographs of Dunford and Schwartz [27] and Rudin [86]. The excellent
expository article by Hamilton [42] can be consulted for details regarding the con-
structions needed in the sequel.

2.1.1. Fréchet spaces.

Definition 2.1. A Fréchet space X is a complete Hausdorff topological vector
space whose topology is defined by a countable collection of seminorms ∥·∥k where
k = 0, 1, 2.... A sequence un converges to u in X if and only if for all k one has
∥un − u∥k → 0 as n→ ∞.

The seminorms are separating in the sense that to each u ̸= 0 there corresponds
at least one k for which ∥u∥k ̸= 0. Furthermore, the topology on X is locally
convex and metrizable — it has a countable local base (at the origin 0) consisting
of convex sets and there is a compatible translation-invariant distance function
obtained directly from the seminorms by setting

dist(u, v) :=

∞∑
k=0

2−k
∥u− v∥k

1 + ∥u− v∥k
for any u, v ∈ X.

Bounded subsets of X are precisely those which are bounded with respect to all the
seminorms defining the topology. Thus, continuous linear transformations between
Fréchet spaces can be characterized as mapping bounded sets to bounded sets.
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6 2. INFINITE DIMENSIONAL MANIFOLDS

Example 2.2. A canonical example of a Fréchet space is the space C∞(M) of
smooth functions on a compact Riemannian manifoldM with a family of seminorms
given by the uniform Ck norms.

Example 2.3. More generally, let E be a vector bundle over M equipped with
a metric and a compatible connection ∇. If u is a smooth section of E then
∇u ∈ C∞(T ∗M ⊗ E) and, using the induced connection on the tensor product
T ∗M ⊗E, we also have ∇2u ∈ C∞(T ∗M ⊗ T ∗M ⊗E). Continuing this process we
obtain a countable collection of the uniform Ck norms

(2.1) ∥u∥Ck =

k∑
j=0

sup
x∈M

|∇ju(x)| , k = 0, 1, 2 . . . ,

which turn the space C∞(M,E) of smooth sections of E into a Fréchet space. Other
norms, which are often used in this setting, are the Sobolev Hk norms

(2.2) ∥u∥2Hk =

k∑
j=0

∫
M

|∇ju|2dµ , k = 0, 1, 2 . . . ,

where µ is the Riemannian volume form on M , and the Hölder Ck,α norms

(2.3) ∥u∥Ck,α = ∥u∥Ck + sup
x∈M,0<r<iM

r−αωr(x,∇ku) , k = 0, 1, 2 . . .

with 0 < α < 1 and the modulus of smoothness given by

ωr(x, u) = sup
y1 ̸=y2∈Br(x)

∣∣∇ku(y1)−Πy2y1∇
ku(y2)

∣∣ .
Here Br(x) is a geodesic ball at x of radius less than the injectivity radius iM > 0
of M and Πy2y1 is the parallel translation operator in the tensor bundle T ∗M⊗k ⊗E
along the unique minimal geodesic between y2 and y1.

Example 2.4. Another example of a Fréchet space which is of particular impor-
tance in Fourier analysis is the Schwartz space S(Rn). Its elements are the rapidly
decreasing smooth functions on Rn and its topology is defined this time by semi-
norms

∥u∥k = sup
x∈Rn,|α|≤k

|xαDαu(x)| for k = 0, 1, 2 . . . ,

that are not norms, where α = (α1, . . . , αn) is an n-tuple of nonnegative integers
of length |α| =

∑n
j=1 αj , x

α = xα1 · · ·xαn and Dα = i−|α|∂α/∂xα.

Many of the usual operations on normed spaces can be applied to construct
further examples of Fréchet spaces. A closed linear subspace of a Fréchet space,
the direct sum of Fréchet spaces and the quotient of a Fréchet space by a closed
subspace are all Fréchet spaces. Fundamental results of abstract functional analysis
such as the Hahn-Banach theorem, the closed graph theorem, and the open mapping
theorem continue to hold in the Fréchet setting with proofs requiring only minor
adjustments as compared with the standard Banach case. Thus, for example, an
immediate consequence of the open mapping theorem is that any continuous linear
bijection between Fréchet spaces has a continuous inverse, i.e., it is a topological
isomorphism (homeomorphism) of Fréchet spaces. For proofs of such facts see e.g.,
[27], [58] or [86].

An important exception arises when constructing the dual of a Fréchet space X,
that is, the space X∗ of continuous linear functionals on X. Although the assumption
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of local convexity ensures, via the Hahn-Banach theorem, a good supply of such
functionals, this is insufficient to guarantee that X∗ is a Fréchet space. In general,
the dual space of a locally convex space does not carry any distinguished topology
and it will not be Fréchet unless X itself is normable, cf. [58]. For example, the
dual of C∞(M) is the space D′(M) of distributions on a compact manifold M . The
same problem arises for more general continuous linear transformations between
Fréchet spaces and hence some care must be taken when working with notions
involving families of such maps. In particular, this entails the use of a notion of
differentiability based on the Gateaux (directional) derivative.

2.1.2. The Gateaux derivative and its properties.

Definition 2.5. Let X andY be Fréchet spaces. A continuous map f : X ⊃ U → Y
is of class C1 (continuously differentiable) on an open subset U ⊂ X if the limit

(2.4) df(u)h = f ′(u)h := lim
t→0

f(u+ th)− f(u)

t

exists for all u ∈ U and h ∈ X and if the map df : U × X → Y is continuous as
a function of both variables. Partial derivatives of functions depending on two or
more variables are defined in the usual manner.

It should be noted that if X and Y are Banach spaces then this notion of
differentiability is weaker than the standard one based on the Fréchet derivative
which requires that the map u→ f ′(u) from U to the space of bounded linear maps
L(X,Y) be continuous in the operator norm topology. In fact, the two derivatives
do not coincide even in finite dimensions.

Example 2.6. The real-valued function

f(x, y) =

 0 if (x, y) = (0, 0)

x+ y +
x3y

x4 + y2
if (x, y) ̸= (0, 0)

is Gateaux but not Fréchet differentiable at the origin in R2. Note, however, that
continuous Gateaux and Fréchet differentibility is equivalent.

The second derivative d2f is defined as the derivative of the first order deriv-
ative, and we say that f is of class C2 if d2f exists and is continuous jointly as a
function on the product space. Now Cr functions are defined by induction and we
say that f is smooth of class C∞ if it is Cr for all r. A function of two (or more)
variables that is jointly continuous, C∞ smooth with respect to one of the variables
and linear with respect to the other is easily seen to be jointly smooth in both
variables.

Notwithstanding differences between the two notions, the Gateaux derivative
of any continuously differentiable function enjoys most of the expected properties
and obeys the usual rules of calculus1.

Proposition 2.7. Let f : X⊃U → Y be a function of class Cr between Fréchet
spaces and let U ⊂ X be an open set.

(1) (Linearity) For any u ∈ U and any h, k ∈ X and for any scalar c we have

df(u)(ch+ k) = cdf(u)h+ df(u)k.

1It is not hard to show that any function of class C2 in the above sense is continuously
differentiable in the sense of the standard Fréchet differentiability.
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(2) (Fundamental theorem of calculus) For any h ∈ X we have

f(u+ th)− f(u) =

∫ 1

0

df(u+ th)h dt

provided that U is convex so that the entire segment u + th (0 ≤ t ≤ 1)
lies in U ; in particular, f is locally constant if and only if df = 0.

(3) For any u ∈ U the map (h1, . . . , hr) → (drf)(u)(h1, . . . , hr) is symmetric
and r-linear.

(4) (Chain rule) If g is another function of class Cr then so is the composition
g ◦ f , and we have

d(g ◦ f)(u) = dg(f(u))·df(u) ,
as well as analogous formulas for the iterated derivatives.

(5) (Taylor’s formula) For any h ∈ X we have

f(u+ h) = f(u) + df(u)h+ · · ·+ 1

(r − 1)!

∫ 1

0

(1− t)r−1(drf)(u+ th)(h, . . . , h) dt

provided that r ≥ 2 and the segment u+ th lies in U .

Proof. The proofs of all these facts are carried out in a routine manner with
the help of the Hahn-Banach theorem by reducing to the real-valued case and
applying the classical finite dimensional calculus, see e.g., [42]. □

2.1.3. Manifolds modelled on Fréchet spaces. We now have enough tools
of the Fréchet calculus to generalize a number of standard constructions of differ-
ential topology such as manifolds, vector bundles, principal bundles etc. to the
Fréchet setting.

Definition 2.8. A Fréchet manifold M modelled on a Fréchet space X is a Haus-
dorff topological space equipped with a maximal atlas of (pairwise compatible) co-
ordinate charts {Uα, φα} where {Uα} form an open cover of M and φα : Uα → Vα
are homeomorphisms onto open subsets Vα of X such that for all α, β the coordinate
transition maps φα ◦ φ−1

β defined on φβ(Uα ∩ Uβ) are of class C∞.

Remark 2.9. M is locally compact if and only if the model space X is finite
dimensional. In this case M is a smooth manifold in the usual sense.

Many standard constructions can be now carried over from finite dimensions
to the Fréchet setting without much difficulty.

(i). A subset S ⊂ M is a Fréchet submanifold of M if X = X1 × X2 is
a product of Fréchet spaces and if around each point in S there is a
coordinate chart (U , φ) with φ : U ⊂ M → X such that φ(U ∩ S) =
φ(U ) ∩ (X1 × {0}). An atlas for S is now obtained from that of M by
restriction, i.e., {(Uα ∩S, φα|Uα∩S)}.

(ii). A continuous map f : M → N between two Fréchet manifolds modelled
on X and Y is of class Cr (resp. C∞) if for every p ∈ M there exist charts
(U , φ) at p ∈ U and (V , ψ) at f(p) ∈ N such that the map ψ ◦ f ◦ φ−1

from the open set φ(f−1(V )∩U ) into Y is of class Cr (resp. C∞). If the
map f is bijective and if both f and f−1 are of class Cr (resp. C∞) then
f is a Cr (resp. C∞) diffeomorphism. Furthermore, any such map induces
a well-defined tangent map df : TM → TN which for each p ∈ M carries
the fiber TpM linearly to Tf(p)N. If, in addition, we can choose the local
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charts so that the representatives of f is the projection onto a factor in a
direct sum then f is a submersion. In that case, df is surjective.

(iii). In particular, let t → c(t) be a curve through a point p in a Fréchet
manifold M, that is, a differentiable map c : R ⊃ I → M from an open
interval I containing zero with c(0) = p. Two curves c1 and c2 are tangent
at p if c1(0) = p = c2(0) and (φ◦c1)′(0) = (φ◦c2)′(0) in some chart (U , φ)
(hence, by the chain rule, in every chart) around p. An equivalence class
of such curves defines a tangent vector to M at p. As in finite dimensions,
this establishes a bijection between the model space X and the set TpM
of all such equivalence classes (the tangent space at p) by means of which
the latter acquires the structure of an isomorphic Fréchet space. The
disjoint union TM =

⋃
p∈M TpM with the natural smooth projection map

π : TM → M given by π(v) = p if v ∈ TpM becomes another Fréchet
manifold, the tangent bundle of M modelled on the product space X×X.

(iv). More generally, one defines vector bundles and fiber bundles over M in
the usual way as another Fréchet manifold F together with a smooth pro-
jection map π : F → M whose derivative is surjective (i.e., a submersion).
Each point p of the base manifold lies in some coordinate chart (U , φ)
on M with π−1(U ) ≃ φ(U ) ×Y ⊂ X ×Y and the fiber π−1(p) has the
structure of a linear Fréchet space in the former and a Fréchet manifold
in the latter case. A (cross-) section of either bundle is a smooth map
s : M → F satisfying π ◦ s = idM. When F is the tangent bundle TM
then its sections are just smooth vector fields on M.

2.1.4. Geometric tools: connections, curvature, geodesics and met-
rics. A connection ∇ on a Fréchet vector bundle F with (standard) fiber π−1(p) ≃
Y over a manifold M modelled on a Fréchet space X is a smooth map that assigns to
each point of F a subspace of the tangent space which is complementary to the null
space of dπ at that point. This amounts to assigning to each coordinate chart of
the bundle F a family of bilinear maps, called the Christoffel symbol (or connection
coefficient) map

(2.5) Γ : (U ⊂M)×Y× X → Y p, w, v 7→ Γp(w, v)

which is jointly continuous as a function on the product of Fréchet spaces, smooth
in p and linear in v and w (hence, jointly smooth in all three variables). The
curvature of a connection on a Fréchet vector bundle F is the trilinear map R :
TM× TM× F → F whose local representation in a coordinate chart is

Rp(u, v)w = dΓ(p)(w, u, v)− dΓ(p)(w, v, u) + Γp(Γp(w, v), u)− Γp(Γp(w, u), v)

where p ∈ U ⊂ M, u, v ∈ TxM and w ∈ Fp. The curvature R is independent of
the choice of a chart.

A connection on M is by definition a connection on the tangent bundle TM
which gives rise to the notion of differentiation of vector fields on M. Namely, the
covariant derivative of a vector field W in the direction of V is the vector field
∇VW whose expression in a coordinate chart U ⊂ M is

(2.6) ∇VW (p) = dW (p) · V (p) + Γp(V (p),W (p)) p ∈ U ⊂ M.

Furthermore, a connection ∇ is said to be symmetric if its Christoffel symbols Γp
are symmetric with respect to its two entries at any point p.
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If γ(t) is a smooth curve in M and if V is a vector field along2 γ then a
connection ∇ induces covariant differentiation along γ by the formula D

dtV = ∇γ′V .
As in classical (finite dimensional) geometry, a curve γ(t) in M is a geodesic of ∇
if Ddtγ

′ = 0 (i.e., if the acceleration along γ is zero) which in a local chart takes the
form of a second order differential equation

(2.7) γ′′ = Γγ(γ
′, γ′).

Remark 2.10. It should be pointed out that, in contrast to the case when M is a
Banach manifold, prescribing an initial position γ(0) = p0 and velocity γ′(0) = u0
does not imply that the corresponding Cauchy problem for the geodesic equations
(2.7) admits a local (in time) unique solution. It is not hard to construct examples
displaying either non-existence or non-uniqueness of solutions.

In order to proceed it is also important to allow for generalizations of the
classical Riemannian geometric notions.

Definition 2.11. A weak-Riemannian (or pre-Riemannian) metric on a Fréchet
manifold M modelled on X is a smooth assignment to each point in M of a positive
definite bilinear form gp on the tangent space at p. In coordinate charts this yields
a jointly continuous function (U ⊂M)× X× X → R on the product:

p, v, w 7→ gp(v, w) = ⟨v, w⟩p
which is smooth in p and linear in v and w.

The prefix weak- (or pre-) is meant to indicate that each tangent space TpM is
an inner product (pre-Hilbert) space with the topology induced by gp = ⟨·, ·⟩p which
is weaker than the Fréchet topology induced from the model space X. Likewise,
the Riemannian distance function of a pre-Riemannian metric on M defined in the
usual manner as the infimum of lengths∫ b

a

⟨η′(t), η′(t)⟩1/2dt

of all piecewise smooth curves joining two points p = η(a) and q = η(b), induces a
topology on M that is also strictly weaker than its original Fréchet topology.

Example 2.12. For any integer r ≥ 0 the Sobolev Hr inner product

(2.8) ⟨u, v⟩L2 =

r∑
j=0

∫
M

⟨∇ju(x),∇jv(x)⟩ dµ

on the space C∞(M,TM) of smooth vector fields on a compact Riemannian mani-
fold M (with volume form µ) is a weak-Riemannian metric.

Let M be a Fréchet manifold equipped with a weak-Riemannian metric g =
⟨·, ·⟩. As in the finite dimensional case, we say that an affine connection ∇ is
Levi-Civita if it is symmetric and satisfies

(2.9) X⟨V,W ⟩ = ⟨∇XV,W ⟩+ ⟨V,∇XW ⟩

for any vector fields X, V and W . Unlike in the finite dimensional case, the
existence of a Levi-Civita connection on M (compatible in the above sense with a

2That is, the map R ∋ t 7→ V (t) ∈ Tσ(t)M depends differentiably on t.
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weak-Riemannian metric) is not guaranteed.3 However, if such a connection can be
defined then it is necessarily unique.

In their geometric treatments of statistics Amari [3] and Chentsov [21] found it
useful to generalize the metric property (2.9) and work systematically with a more
adequate concept of (squared) distance from one point to another. These notions
can be defined also in our present setting.

More precisely, let M be a Fréchet manifold with a pre-Riemannian metric g
as above. Two connections ∇ and ∇∗ on M are said to be dual (or conjugate) with
respect to g if

(2.10) X⟨V,W ⟩ = ⟨∇XV,W ⟩+ ⟨V,∇∗
XW ⟩

for any vector fields X, V and W on M. It is clear that in this case (∇ +∇∗)/2
is a connection satisfying (2.9). The triple (g,∇,∇∗) is said to define a dualistic
structure on M.

Similarly, we say that a smooth function D : M×M → R is a divergence (also
called a contrast function) if

(i) for any p, q ∈ M we have D(p, q) ≥ 0 with equality only if p = q
(ii) the matrix of second derivatives −(∂2D(p, q)/∂p ∂q)|p=q is strictly positive

definite at every p ∈ M.

Condition (ii) de facto defines a Riemannian metric on M together with a covariant
derivative whose Christoffel symbols can be obtained from the matrix of its third
order derivatives. In the finite dimensional case these formulas take the form

(2.11) gij(p) = −∂
2D(p, q)

∂pi∂qj

∣∣
p=q

, Γij,k(p) = − ∂3D(p, q)

∂pi∂pj∂qk

∣∣
p=q

1 ≤ i, j, k ≤ n.

A symmetric connection ∇ is said to be flat if its curvature tensor vanishes. A
Fréchet manifold M equipped with a dualistic structure is called dually flat if both
∇ and ∇∗ are flat.

2.2. The tame category of Sergeraert and Hamilton

One important item conspicuously missing from the list in Sect. 2.1.2 and
2.1.3 is the inverse function theorem — perhaps the most fundamental result of
differential calculus. It shows that the study of many nonlinear problems in analysis
can be effectively accomplished by linearization. It is also a useful tool in geometric
analysis when it comes to constructing nontrivial examples of manifolds. Such a
tool will be needed to endow the group of volume preserving diffeomorphisms with
the structure of a Fréchet manifold.

2.2.1. Tame Fréchet spaces. There is a good reason for this omission.
While it is well known that this theorem holds in the category of Banach spaces
(see e.g., [26] or [61]) a straightforward generalization fails spectacularly for Fréchet
spaces with any reasonable notion of differentiability. For a simple example consider
the map f 7→ ef from the space C(R) of continuous real-valued functions on the
line into itself with the topology of uniform convergence on compact sets. Clearly,
its differential at 0 is the identity and the function is injective. However, it is not
locally invertible because any neighbourhood of 1 contains functions which can as-
sume negative values. A more elaborate example of this phenomenon of greater

3Essentially, this is because not all continuous linear functionals on a pre-Hilbert space can
be represented by the inner product.
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geometric interest involves the (Lie group) exponential mapping of the group of
diffeomorphisms, see Example 3.8 below. Other interesting counterexamples can
be found in [65] or [42].

A satisfactory replacement for that is the Nash-Moser inverse function theorem
whose formulation requires introducing some extra structure. First, note that,
without loss of generality, the seminorms in any Fréchet space X can be assumed
to be graded by strength

∥u∥k ≤ ∥u∥k+1 for k = 0, 1, 2 . . . and u ∈ X.

This can be achieved simply by adding to each seminorm all the seminorms of
lower index. There may be many different collections of gradings defining the same
topology on X. Once a specific choice of a grading is made, the space X is referred
to as a graded Fréchet space.

Example 2.13. Any Banach space is a graded Fréchet space.

Example 2.14. The sequential space

ΣB =
{
{xn}n=1,2... ⊂ B : ∥{xn}∥k = sup

n
enk∥xn∥ <∞ for all k

}
consisting of exponentially decreasing sequences in a fixed Banach space B with
norm ∥·∥ is a graded Fréchet space with seminorms ∥·∥k.

Example 2.15. The Fréchet space C∞(M,E) of smooth sections of a vector bundle
E over a compact manifold M is graded by either the uniform Ck norms (2.1) or
the Sobolev Hs norms (2.2).

Definition 2.16. Let X and Y be graded Fréchet spaces and let U ⊂ X be an
open set. A continuous map f : X ⊃ U → Y is said to be a tame map if there are
integers r (the degree) and b (the base) such that

(2.12) ∥f(u)∥k ≤ C(1 + ∥u∥k+r) for all u ∈ U and k ≥ b ,

where C > 0 depends on k. (Note that the numbers r and b may be different for
different open sets U .) The map is said to be a smooth tame map if f is of class
C∞ and all of its Gateaux derivatives are tame.

Remark 2.17. In the special case when f is a linear map L : X → Y we have

∥Lu∥k ≤ C∥u∥k+r for any k ≥ b

by applying (2.12) to εu/∥u∥b with sufficiently small ε > 0 and any u ̸= 0 (increasing
the base b if necessary to ensure that ∥u∥b ̸= 0) and using linearity of L.

It is not hard to see that any tame linear map is continuous in the Fréchet
topology. Furthermore, a linear isomorphism of Fréchet spaces which is tame and
has a tame inverse establishes an equivalence of gradings. Consequently, in order
to show that a map f is tame it is enough to establish the estimates in (2.12) for
any pair among the equivalent gradings on X and Y.

Example 2.18. The gradings of the space of smooth sections C∞(M,E) of a bundle
E given by the uniform Ck norms, the Sobolev Hs norms or the Hölder Ck,α norms
are equivalent.4

4These gradings are easily shown to be equivalent with the help of the Sobolev lemma.
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Example 2.19. A routine verification of the definitions shows that products and
compositions of tame Fréchet maps are tame and, furthermore, any (linear or non-
linear) partial differential operator of order r between smooth sections of vector
bundles over a compact manifold M is a tame map of degree r (cf. also Section 3
below).

Definition 2.20. A graded Fréchet space X is tame if there is a Banach space B
such that the identity operator on X factors through ΣB, that is

X X

ΣB

Id

L M

for some tame linear maps L : X → ΣB and M : ΣB → X. A tame Fréchet
manifold is a Fréchet manifold M modelled on a tame Fréchet space equipped with
an atlas whose coordinate transition functions are smooth tame maps.

Example 2.21. Any submanifold of a tame Fréchet manifold is tame.

Example 2.22. Let M be a compact manifold. The Fréchet space of smooth
sections of any fiber (or vector) bundle over M is a tame Fréchet manifold.

Remark 2.23. Although Definition 2.20 looks somewhat technical, the property
it captures can be described perhaps more intuitively as the space X admitting
a family of ”smoothing operators” Sθ : X → X with θ ≥ 0, that is, linear maps
satisfying certain estimates that single out a preferred grading among those defining
the same topology on X.5 They can be explicitly constructed on the sequential
spaces X = ΣB and shown to satisfy for any m ≤ n the estimates

(2.13) ∥Sθu∥n ≤ Ce(n−m)θ∥u∥m and ∥(Id− Sθ)u∥m ≤ Ce−(n−m)θ∥u∥n ,
where C > 0 is a constant depending only on m and n. In turn, these estimates
yield useful interpolation inequalities6

(2.14) ∥u∥n−lm ≤ C∥u∥m−l
n ∥u∥n−ml

for any l ≤ m ≤ n with C > 0 depending on l,m and n. Such estimates are
then used to implement a rapidly converging iteration scheme (a modified Newton
algorithm) needed in the proof.

In the tame Fréchet setting we can state now the following version of the inverse
function theorem.

Theorem 2.24. (The Nash-Moser-Hamilton theorem) Let X and Y be tame
Fréchet spaces and let U ⊂ X be an open set. Let f : X ⊃ U → Y be a smooth
tame map. Suppose that there is an open subset V ⊂ U such that df(u) : X → Y is

5Such operators (defined by convolutions with smooth functions and Fourier truncation meth-

ods) were used in various contexts, e.g. by Nash [79], Moser [77] and Hormander [44] in the work
on isometric embeddings of Riemannian manifolds and in designing iteration schemes for solving

nonlinear partial differential equations.
6Such interpolation inequalities are well-known for C∞(M) equipped with either the Sobolev

Hk or the Hölder Ck,α norms in (2.2) or (2.1).
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a linear isomorphism for all u ∈ V whose inverse (df)−1 : V ×Y → X is a smooth
tame map. Then f is locally invertible on V and the inverse is also a smooth tame
map.

Proof. For a detailed proof we refer to [42]. Shorter expositions with a some-
what different emphasis can be found in [65] and [59]. □

Remark 2.25. The inverse function theorem may be used to solve differential equa-
tions and in particular to find integral curves of (possibly time-dependent) vector
fields on Fréchet manifolds. Outside of Banach spaces the situation becomes much
less clear as the main tool for such purposes, namely, Banach’s contraction mapping
principle, is no longer available and examples showing that solutions may neither
exist nor be unique are not difficult to construct. However, in the tame Fréchet
setting the presence of the smoothing operators Sθ, such as those in (2.13), makes
it possible to first mollify the differential equation and then produce a solution by
passing to the limit with θ → ∞.

2.2.2. Manifolds of maps. The next example of a Fréchet manifold is of
considerable geometric interest. Let M be a compact manifold (without boundary)
and let N be a finite dimensional manifold. Without loss of generality we may
assume N to be Riemannian.

Proposition 2.26 ([42]). The space M(M,N) of all smooth maps of M into N is
an infinite dimensional tame Fréchet manifold.

Proof. There are different ways of exhibiting a differentiable manifold struc-
ture of this space. We sketch a proof based on an idea developed by Eells [29]. It
consists of four steps.

Step 1: We fix a connected component of the space M(M,N). Now, the first
objective is to find a suitable candidate for the model space. As indicated
already, this space should be isomorphic to the tangent space TfM(M,N)
at each point f in M(M,N) and it can be therefore identified with the
Fréchet space C∞(f−1(TN)

)
of smooth sections of the pull-back of the

bundle TN to M by the map f and topologized by the uniform norms
(cf. Example 2.3).

Step 2: Next, in order to define local charts at f ∈ M(M,N) we pick a Riemannian
metric onN (any Riemannian metric will do) and recall that for any p ∈ N
the associated Riemannian exponential map expp : TpN → N is a local
diffeomorphism near zero in TpN onto a neighbourhood of p. Since f is
continuous, f(M) is a compact subset of N and thus the injectivity radius
of the target manifold has a global lower bound ε > 0 on f(M). Setting

Uf (ε) =
{
M ∋ x→ expf(x)(w(x)) : w ∈ C∞(f−1(TN)

)
, ∥w∥k < εf

}
and

(2.15) w → φf (w) = expf ◦w

gives now a coordinate chart (Uf , φf ) at f .
Step 3: It remains to verify that given any points f and g in M(M,N) the coor-

dinate transition maps

φg ◦ φ−1
f : φf (Uf ∩ Ug) → φg(Uf ∩ Ug)
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are of class C∞, which follows essentially from the chain rule etc. — after
localizing the transition maps to functions defined on open sets in Fréchet
spaces of smooth sections of appropriate vector bundles. This shows that
M(M,N) is a smooth Fréchet manifold.

Step 4: The fact that it is tame is an immediate consequence of the fact that
M(M,N) can be viewed as the space of sections of the fiber bundle F =
M ×N over M (see Example 2.22).

□

The following special cases of this example introduce objects that will play an
important role in what follows.

Example 2.27. The set D(M,N) of all smooth diffeomorphisms between two
compact manifolds M and N or, more generally, the set E(M,N) of all smooth
embeddings of a compact manifoldM into a manifold N , is a tame Fréchet manifold
being an open subset of M(M,N).

Example 2.28. (The space of probability densities on T) If M is the unit circle
T then diffeomorphisms of M it can be viewed as 2π-pseudo-periodic functions,
ϕ(x + 2π) = ϕ(x) + 2π such that ϕ′(x) > 0 for all x ∈ R. It follows that any ϕ′ is
2π-periodic and satisfies the integral (fixed volume) constraint∫ 2π

0

ϕ′(x) dx = ϕ(2π)− ϕ(0) = 2π

so that the set of normalized derivatives ϕ′/2π — which we shall denote by Dens(T)
— can be viewed as the Fréchet space of smooth (probability) densities on T. Since
ϕ′ determines ϕ uniquely up to a constant in 2πZ we find that the set of smooth
orientation-preserving diffeomorphisms of T, denoted by D(T), is diffeomorphic
(as a Fréchet manifold) to the product T × Dens(T). Thus, the space of smooth
probability densities on T is a quotient space of D(T). Moreover, it is clearly
contractible as a convex open subset of a closed affine subspace (of codimension 1)
of the Fréchet space of 2π-periodic functions.

Remark 2.29 (Banach completions of manifolds of maps). The construction in the
proof of Proposition 2.26 is quite general and can be readily adapted to other func-
tion spaces, including Banach spaces of functions with finite smoothness conditions
such as Ck(M,N) with the uniform norm (2.1) or the space Hk(M,N) of maps of
Sobolev class with the norm (2.2). In these cases the corresponding manifold of
maps admits the structure of a smooth Banach manifold. However, to carry this
out one requires that (i) the topology of the modelling space be stronger than the
uniform topology7 and (ii) the functions are ”well-behaved” under compositions
and inverses. The latter, in particular, leads to serious analytical obstacles con-
cerning derivative loss when performing various operations involving compositions
of functions of finite smoothness, since e.g. any iteration scheme (such as New-
ton’s algorithm, Picard’s method of successive approximations etc.) would quickly
degenerate in complete loss of differentiability. See also Appendix A below.

7This means that in the two cases above we require k ≥ 0 or k > dimM/2, respectively.





CHAPTER 3

Diffeomorphism groups and their quotients

Groups of diffeomorphisms of compact manifolds arise naturally as symmetry
groups of various geometric structures (such as volume forms or symplectic forms)
carried by the underlying manifold or as configuration spaces of dynamical systems
characterized by infinitely many degrees of freedom. As already mentioned, we will
view them as infinite dimensional Fréchet manifolds (in the sense of the previous
section). However, in the vast literature on the subject other function space topolo-
gies are also used and in many cases provide a more suitable setting depending on
the analytical or geometric tasks at hand.1

3.1. Fréchet Lie groups

Definition 3.1. A tame Fréchet Lie group is a tame Fréchet manifold G whose
group operations of multiplication g, h 7→ g·h and inversion g 7→ g−1 are C∞ smooth
tame maps ofG×G andG intoG, respectively. The Lie algebra g ofG is the tangent
space TeG at the identity element e.

Despite the complications resulting from infinite dimensions Fréchet Lie groups
can be very effectively studied using standard Lie-theoretic tools. The Lie algebra
g is naturally isomorphic (as a vector space) to the space of left- (resp. right-)
invariant vector fields on G, since any element v of the algebra generates a unique
vector field V on the group by the formula V (g) = dLg(e)v where Lg(h) = g·h
(resp. dRg(e)v, where Rg(h) = h·g) is the left- (resp. right-) translation.

The group adjoint action Ad : G × g → g of G on its Lie algebra is defined in
the standard way as the derivative at h = e of the smooth map of G to itself given
by inner automorphisms h 7→ g·h·g−1 for any fixed group element g. Namely, we
have

v 7→ Adgv = d(Lg ◦Rg−1)(e)v for any g ∈ G.

Since Adgv is smooth in g and linear in v, we can define similarly the algebra
adjoint action ad : g× g → g as the derivative of the group adjoint at g = e

v 7→ aduv =
d

dt

∣∣
t=0

Adg(t)v for any v ∈ g ,

where g(t) is a smooth curve in G with g(0) = e and ġ(0) = u. As in finite
dimensions it induces a commutation operation advw = [V,W ] on the Lie algebra,
which coincides with the Lie bracket of left-invariant vector fields on the group G
generated by v, w ∈ g. (It also coincides with the negative of the Lie bracket of
right-invariant vector fields.)

1For example, when studying nonlinear PDE where Hilbert space techniques may provide
more precise tools to derive the necessary a priori estimates.

17
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Example 3.2. The Lie algebra of the general linear group G = GL(n,R) of in-
vertible n× n matrices is the space g = gl(n,R) of all square n× n matrices. The
corresponding adjoint actions are given by AdgB = gBg−1 and adAB = AB−BA.

Let H be a subgroup of a Fréchet Lie group G. Then H acts on G by left
multiplications

H×G → G h, g 7→ h·g.
The orbits in G under this action are the right cosets2 of H in G, that is

H·g = {h·g | h ∈ H} for g ∈ G

and the quotient space consisting of all such cosets is denoted by H\G. Similarly,
using right multiplications one defines the quotient space of left cosets G/H whose
elements are g·H.

3.2. Diffeomorphism groups as Fréchet manifolds and Lie groups

Our principal examples are groups of diffeomorphisms and their quotient spaces.
In the sequel we shall always assume that all diffeomorphisms are orientation pre-
serving. Let G = D(M) denote the set of all smooth diffeomorphisms of a com-
pact n-dimensional manifold M . As an open subset of the tame Fréchet manifold
M(M,M) it is itself a smooth tame Fréchet manifold. Its model space (identified
with the tangent space g = TeD(M) at the identity diffeomorphism e) is just the
space C∞(M,TM) of all smooth vector fields on M .

The group operations on D(M) are given by compositions η, ξ 7→ c(η, ξ) = η ◦ξ
and inversions η 7→ i(η) = η−1 of diffeomorphisms. The group adjoint action is
given by the change of coordinates map Adφv = φ∗v ◦φ−1 and the algebra adjoint
is the standard Lie derivative advw = Lvw = [v, w] of vector fields on M .

Proposition 3.3 ([42]). Let M be a compact manifold. The set D(M) of all
diffeomorphisms of M is a smooth tame Fréchet Lie group.

Proof. We already noted that D(M) is a tame Fréchet manifold. To show
that the composition map c(η, ξ) is smooth we need to compute its derivatives on
the product manifold D(M) × D(M). If t → η(t) is a smooth curve through η
with the tangent vector ∂tη(0) = V ∈ TηD and s→ ξ(s) is a curve through ξ with
∂sξ(0) =W ∈ TξD, then applying the rules of calculus from Section 2 we find that
the derivative at t = s = 0 is the sum of its two partial derivatives

dc(η, ξ)(V,W ) = V ◦ ξ +Dη ◦ ξ ·W ,

which shows that c(η, ξ) is differentiable. Existence of the higher order differentials
follows similarly.

To show that c(η, ξ) is tame it suffices to work in local charts on D(M) and
establish tame estimates (2.12) for the local representatives of the diffeomorphisms
satisfying ∥η∥1, ∥ξ∥1 ≤ 1 where ∥·∥k is any one of the equivalent gradings of the
model space C∞(M,TM) given by the Hölder Ck,α, the Sobolev Hk, or the uniform
Ck norms. For example, we have

∥η ◦ ξ∥0 = sup
x

|η ◦ ξ(x)| ≤ ∥η∥C1 = ∥η∥1 ≤ 1.

2Some authors refer to such orbits as left cosets, which may cause some confusion.
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Furthermore, for any k ≥ 1 successive applications of the chain rule together with
the interpolation inequalities (2.14) for the uniform norms yield

∥η ◦ ξ∥k =
∑
|α|≤k

∥Dα(η ◦ ξ)∥0 ≤
k∑
l=0

l∑
j=0

∑
i1+···+ij=l

Cl,i1,...,il∥η∥Cl∥ξ∥Ci1 · · · ∥ξ∥Cil

≤ Ck

k∑
l=0

(
∥η∥Cl∥ξ∥C1 + ∥η∥C1∥ξ∥Cl

)
∥ξ∥l−1

C1

≤ Ck
(
1 + ∥η∥Ck + ∥ξ∥Ck

)
.

Thus, the composition map satisfies a tame estimate of degree 0 and base 1. Since
all of its Gateaux derivatives are linear combinations of compositions and products
of derivatives of η and ξ, it follows that c(η, ξ) is a smooth tame map.

Turning to the inversion map we first note that differentiating in t the identity
η−1(t) ◦ η(t) = e and evaluating at t = 0 gives

di(η)V = −Dη−1 · V ◦ η−1 = −(Dη)−1 ◦ η−1 · V ◦ η−1.

This shows that i(η) := η−1 is differentiable and, in fact, smooth as a map from
D(M) to itself, since all the higher differentials are computed analogously. Showing
that i(η) is a tame map involves once again local charts and successive applications
of the chain rule and interpolation estimates in a manner similar to that for the
composition map. For further details we refer to [42]. □

The group of diffeomorphisms D(M) has several important subgroups. Of
particular importance is the stabilizer subgroup of the Riemannian volume form
µ ∈ Ωn(M), namely, the group of volume-preserving diffeomorphisms

Dµ(M) =
{
η ∈ D(M) : η∗µ = µ

}
where η∗µ = Jacµη µ and the Jacobian is computed with respect to the Riemannian
reference volume µ. The tangent space at the identity map e consists of divergence-
free vector fields on M , that is

TeDµ(M) =
{
u ∈ TeD(M) : divµu = 0

}
,

which is evident by differentiating the identity η∗t µ = µ at t = 0 to get

0 =
d

dt

∣∣∣
t=0

η∗t µ = η∗t

(
L dηt

dt ◦η−1
t
µ
)
= divµu ,

where t 7→ ηt is a curve of volume-preserving diffeomorphisms issuing from e in the
direction u.

Proposition 3.4 ([42]). The group Dµ(M) of smooth volume-preserving diffeo-
morphisms of a compact Riemannian manifold M is a closed tame Fréchet Lie
subgroup of D(M).

Proof. Since the defining pullback condition is nonlocal, constructing local
charts for Dµ(M) is more complicated than for D(M). It will be sufficient to
describe such a chart near the identity. Let φe be the diffeomorphism from a
neighbourhood U of the zero section in C∞(M,TM) to a neighbourhood of e in
D(M) defined in (2.15). Consider the pullback map

ϕµ : u 7→ φe(u)
∗µ/µ for u ∈ U ⊂ C∞(TM).
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Writing it out in local charts and using the estimates on compositions and products
shows that ϕµ is a tame nonlinear PDO of order 1 in u that maps smoothly to
C∞(M) and whose differential at zero is

(3.1) w 7→ dϕµ(0)(w) = Lwµ/µ = divµ w ,

where divµ is the divergence operator of the Riemannian metric on M . Using the
Helmholtz-Hodge decomposition of vector fields into L2-orthogonal components
C∞(TM) = div−1

µ (0)⊕∇C∞(M) (see e.g., [60] or [76]) and the natural identifica-

tion3 of ∇C∞(M) with the closed subspace C∞
0 (M) of mean-zero functions on M

we now define a map

Φµ : u 7→
(
v, ϕµ(u)− 1

)
for u ∈ U ⊂ C∞(TM)

on the product of Fréchet spaces div−1
µ (0) ⊕ C∞

0 (M). The task of constructing a
local chart at e for Dµ(M) reduces now to showing that Φµ is invertible near the
zero section. Its derivative at u = v +∇f is readily computed to be

dΦµ(u)(w, g) =
(
w, dϕµ(v +∇f)(w +∇g)

)
w ∈ div−1

µ (0), g ∈ C∞
0 (M).

In particular, if v = 0 and f = 0 then dΦµ(0)(g, w) = (w,divµ(w+∇g)) = (w,∆g)
so that its second component is an elliptic operator, which remains elliptic under
suitably small perturbations of v and f . It follows that the derivative of Φµ is a
linear isomorphism with tame inverse at all points near u = 0 and, consequently, it is
locally invertible by the Nash-Moser-Hamilton theorem (Proposition 2.24). In order
to obtain a chart near e ∈ Dµ(M) it suffices now to compose Φ−1

µ with the local

chart φe for D(M) and set φe ◦Φ−1
µ

∣∣
V∩(0⊕div−1(0))

where V is some neighbourhood

of 0 on which Φµ is a diffeomorphism.
Finally, observe that Dµ(M) is a subgroup whose group operations enjoy the

same regularity properties as those of the ambient group D(M). This shows that
Dµ(M) is a tame Fréchet Lie group. □

Remark 3.5. A subtle but important point to keep in mind when constructing
smooth tame families of elliptic inverses is that to make it work one needs to make
a judicious choice of an appropriate grading (e.g., using the Ck,α Hölder or the Hs

Sobolev norms) for the Fréchet spaces involved in the argument. The reason for
this is that elliptic estimates do not hold in certain functional settings, such as e.g.,
the uniform Ck spaces.

Remark 3.6. As remarked in Section 2.2.2, slightly modifying the procedure de-
scribed there it is possible to equipD(M) with the structure of a Banach (or Hilbert)
manifold, e.g., by enlarging it to Sobolev Hs class diffeomorphisms Ds(M) with
s > n/2+1 or Hölder C1,α diffeomorphisms D1,α(M) with 0 < α < 1. Both options
are very convenient from the point of view of analysis4 - this is, once again, in
contrast to the Ck case where this procedure seems to fail, as it depends crucially
on the Hodge decomposition theorem.

Remark 3.7. The theory of (infinite dimensional) Banach Lie groups is well devel-
oped and goes back to Birkhoff [15], see also [16]. However, repeating the construc-
tion in the proof of Proposition 3.3 immediately runs into serious obstacles, since

3For example, using a special case of de Rham’s theorem which states that a closed form is

exact if all of its periods vanish, see e.g., [101].
4See Appendix A.
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compositions with diffeomorphisms on the left (i.e., left translation maps in the
group), as well as the Lie bracket of vector fields on M (i.e., the commutator in the
”Lie algebra”), lose derivatives with respect to both topologies. Consequently, nei-
ther Ds(M) nor D1,α(M) is a Banach Lie group in Birkhoff’s sense. Of course, this
problem disappears if the modelling space is a Fréchet space of smooth functions.

Example 3.8. Consider the group D(T) of smooth diffeomorphisms of the unit
circle. Any vector field u on the circle, viewed as an element of the Lie algebra
TeD(T), gives rise to a one-parameter subgroup ϕt(x) obtained as a solution of
the corresponding flow equation dϕt/dt = u ◦ ϕt subject to the initial condition
ϕ0(x) = x. The Lie group exponential map at the identity element e in D(T)
is now defined in complete analogy to the finitie-dimensional case as a ”time-one
map” by the formula

expe : TeD(T) → D(T) , expe u = ϕ1.

It is not hard to see that this map is continuous in the Fréchet (or any sufficiently
strong Banach) topology on D(T), but it is not of class C1. In fact, observe that
even though its derivative at t = 0 is d expe(0) = id, the map fails to be invertible
in any neighbourhood of the identity e.5 This “bad” behaviour of the (Lie group)
exponential map on D(T) stands in sharp contrast to the case of the classical, as
well as Banach, Lie groups such as loop groups. We refer to [81], [42] or [40] for
further details.

3.3. The quotient space of probability densities

A fixed volume form on a compact n-manifold M can be used to define a
natural fibration of D(M) over the Fréchet manifold of smooth positive normalized
measures on M . To describe the latter, recall that any volume form ν defines a
Borel measure, which in any coordinate chart

(
U, x = (x1, . . . , xn)

)
on M has the

form dν = ρU (x)dx where ρU (x) is a positive C∞ function and dx = dx1 . . . dxn
is the Lebesgue measure on Rn. Its expressions in different charts are related by
Jacobian functions

ρU (x) = |det(∂ηi/∂xj)|ρV ◦ η(x) , η ∈ D(U, V ) ,

which, in the geometric language, represent the cocycle of transition functions of
the corresponding line bundle of volume forms overM . Cross-sections of this vector
bundle are called densities and can be identified with smooth measures on M . If
the manifold carries a Riemannian metric g then there is a canonical choice of a
positive density on M , which in a local chart is given by

√
det g(x). In this case

the corresponding volume form µ can be used as a fixed reference measure on M .
We set

(3.2) Dens(M) =
{
ν ∈ Ωn(M) | ν > 0,

∫
M

dν = 1
}
,

where Ωn(M) denotes the tame Fréchet space of smooth n-forms on M (i.e., the
cross-sections of the one-dimensional vector bundle ΛnT ∗M). This set is clearly
open and connected. In fact, if ν and λ are in Dens(M) then so is their convex
combination tν+(1−t)λ where 0 ≤ t ≤ 1. Of course, we can also think of Dens(M)
as an open convex subset of positive density functions ρ > 0 in the Fréchet manifold

5Note that in Proposition 2.24 invertibility of the derivative is assumed to hold in a small
neigbourhood rather than at a single point.
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Figure 3.1. Moser’s fibration of diffeomorphisms D(M) over
smooth probability densities Dens(M). The identity fiber Dµ(M)
is determined by a reference density µ ∈ Dens(M). The fiber struc-
ture provides an infinite dimensional principal bundle in the tame
Fréchet category (cf. Proposition 3.9).

of C∞ functions with average value 1 onM , so that we can write ν = ρµ. Note that,
we denote volume forms by ν, λ, µ, . . . while when we integrate the corresponding
measures they appear as

∫
dν,
∫
dλ, . . ..

The tangent space at any ν ∈ Dens(M) is

(3.3) TνDens(M) =
{
β ∈ ΩnM |

∫
M

dβ = 0
}
,

which follows at once by differentiating the condition in (3.2).
Moser [78] proved that for any two volume forms ν and λ on a compact manifold

M with
∫
M
dv =

∫
M
dλ there is a smooth diffeomorphism ξ such that ξ∗ν = λ.

He did this by constructing a map χµ from the space of densities Dens(M) to the
diffeomorphism group D(M) which is a smooth inverse of the pullback map π : ξ →
ξ∗µ. Subsequently, Ebin and Marsden [28] observed that D(M) is diffeomorphic6

to the product Dµ(M) ×Dens(M), as verified directly upon setting (η, ν) 7→ ξ =
η ◦ χµ(ν) with inverse ξ 7→

(
ξ ◦ χµ(ξ∗µ)−1, ξ∗µ

)
. Reformulating these statements

somewhat gives

Proposition 3.9. The group of diffeomorphisms D(M) is a smooth tame Fréchet
principal bundle over Dens(M) with fiber Dµ(M) and projection given by the pull-
back map π(ξ) = ξ∗µ. In particular, there is a short exact sequence of tame Fréchet
spaces

0 → TeDµ(M) → TeD(M) → TµDens(M) → 0 .

6In particular, Dµ(M) is a deformation retract of D(M), since Dens(M) is convex.
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Proof. This is essentially an immediate consequence of the bundle structure
theorem since Moser’s map χe defines a (global) cross-section of Dµ(M) in D(M),
cf. Steenrod [95]. Just observe that the action of the diffeomorphism group D(M)
on the space of densities Dens(M) is tame and (globally) transitive (this is essen-
tially Moser’s result) and Dµ(M) is a closed tame Frechet subgroup by Proposi-
tion 3.4, which in turn is a consequence of the Nash-Moser theorem. For more
details, see Hamilton’s paper [42]. □

The fibers of the bundle π : D(M) → Dens(M) are precisely the right cosets
of the subgroup Dµ(M) in D(M), that is

Dens(M) ≃ Dµ(M)\D(M) =
{
[ξ] = Dµ(M) ◦ ξ | ξ ∈ D(M)

}
,

as illustrated in Figure 3.1. The action of diffeomorphisms on densities is by means
of pull-backs. This fact will play an important role below.

Remark 3.10 (Right cosets versus left cosets). In a similar manner one can con-
sider the quotient space of densities Π : D(M) → Dens(M) as a space of left cosets
and identify

Dens(M) ≃ D(M)/Dµ(M) =
{
[ζ] = ζ ◦Dµ(M) | ζ ∈ D(M)

}
.

Here the action of diffeomorphisms on densities is by means of push-forwards. It
is clear that in general a right cosets need not be a left coset. Nonetheless many
constructions and arguments concerning the former apply, mutatis mutandis, to
the latter as well. (By taking the inverse on the group D(M) one takes left cosets
to right ones.)

It is interesting to note that identifying Dens(M) with left cosets provides
the setting for the Wasserstein (or Kantorovich-Rubinstein) geometry of Optimal
Transport. See Section 4.5 below.





CHAPTER 4

Riemannian structures on infinite dimensional Lie
groups

In this chapter we are primarily interested in those pre-Riemannian metrics on
Fréchet Lie groups G and their quotient spaces that are invariant, i.e., for which
G acts by isometries. Metrics invariant under actions given by right- (resp. left-)
multiplications are called right- (resp. left-) invariant ; those invariant under both
right and left actions are called bi-invariant.

Thus, given an inner product ⟨·, ·⟩e on the Lie algebra TeG, a right-invariant
metric on the group G can be defined simply by setting

(4.1) ⟨V,W ⟩g = ⟨dRg−1V, dRg−1W ⟩e

for any vectors V,W ∈ TgG and any g ∈ G.

4.1. The Euler-Arnold equations

In 1960’s Arnold [6] proposed a differential-geometric framework to study the
Euler equations of ideal hydrodynamics. It is based on the observation that motions
of an ideal (that is, incompressible and non-viscous) fluid in a bounded domain
M trace out curves in the group Dµ(M) of volume-preserving diffeomorphisms
of M which correspond to geodesics of the right-invariant pre-Riemannian metric
defined by the kinetic energy of the fluid. This approach is very general and applies
to numerous partial differential equations of interest in mathematical physics and
geometry. Such equations arise within this framework through a general reduction
procedure which starts with a given geodesic system on the group to produce a
dynamical system on the tangent space at the identity. In this section, we describe
Arnold’s framework for general Lie groups and homogeneous spaces.

Let G be a (finite or infinite dimensional Banach or Fréchet) Lie group which
carries a right-invariant pre-Riemannian metric g = ⟨·, ·⟩ induced by an inner prod-
uct on its Lie algebra TeG as in (4.1). The Euler-Arnold equation on the Lie algebra
associated with the geodesic flow of g has the form

(4.2) ut = −ad⊤u u

where u(t) is a curve in TeG and the bilinear operator ad⊤ on the right-hand side
is an operator on TeG defined by

(4.3) ⟨ad⊤v u,w⟩e = ⟨u, advw⟩e for any u, v, w ∈ TeG

called the transposed operator.
When equation (4.2) is augmented by an initial condition

(4.4) u(0) = u0

25
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then solutions of the resulting Cauchy problem (4.2)-(4.4) describe evolution in the
Lie algebra of the dynamical system t 7→ u(t) = ġ(t)·g−1(t) obtained by right-
translating the velocity field of the corresponding geodesic g(t) in the group G
starting at the identity e in the direction ġ(0) = u0.

Observe that, conversely, if in turn u(t) is known then the geodesic can be
obtained by solving the Cauchy problem for the flow equation, namely

dg(t)

dt
= dRg(t)(e)u(t) , g(0) = e.

Remark 4.1. The Cauchy problem (4.2)-(4.4) can be rewritten in the form

d

dt

(
Ad⊤g(t)u

)
= 0 , u(0) = u0 ,

where

⟨Ad⊤g u, v⟩e = ⟨u,Adgv⟩e for any v ∈ TeG and g ∈ G ,

which immediately yields a conservation law

Ad⊤g(t)u(t) = u0.

This last equation expresses the fact that solutions u(t) of the Euler-Arnold equation
are confined to one and the same orbit during the evolution.

Remark 4.2. In the infinite dimensional examples, whenever the tame Frechet
framework described in the preceding chapters is applicable, local solutions of the
Cauchy problem for the Euler-Arnold equations can be obtained from the Nash-
Moser-Hamilton theorem. To that end one needs to first establish that the cor-
responding Riemannian exponential map is a local diffeomorphism of the Frechet
spaces thus yielding geodesics (defined at least for short times) and next right-
translate the velocities of these geodesics to the tangent space at the identity. The
required regularity assumptions need to be carefully verified in each such case. See
Remark 2.25 above.

Example 4.3 (The Rigid Body). In the important special case when G = SO(3)
this procedure (but for a left invariant metric) yields the classical Euler equations
describing rotations of a rigid body in the internal coordinates of the body. In
vector notation they have the form

d

dt
P = P × Ω

where P is the vector of angular momentum and Ω is the vector of angular velocity
- the two are related by the so-called inertia operator of the system.

Example 4.4 (The Euler equations of ideal hydrodynamics). Another special case
involves the group of volume-preserving diffeomorphisms G = Dµ(M) of a compact
Riemannian manifold (M, g) — see Section 3.2 below. Its Lie algebra g = TeDµ(M)
is the space Xµ(M) of divergence-free vector fields on M . This group can be
equipped with a right-invariant metric which is essentially the fluid’s kinetic energy
and which at the identity diffeomorphism is given by the L2 inner product of vector
fields u, v ∈ Xµ(M) on M :

(4.5) ⟨u, v⟩e =
∫
M

g(u, v) dµ.
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In this case the Euler-Arnold equation (4.2) becomes the Euler equations of ideal
hydrodynamics

ut +∇uu = −∇p , div u = 0 ,

where u is the vector field onM representing the velocity field and p is the function
on M representing the pressure in the fluid, see [6].

Example 4.5 (Integrable systems and circle diffeomorphisms). If the group of cir-
cle diffeomorphismsG = D(T) is equipped with the right-invariant metric generated
by the L2 inner product

⟨u, v⟩L2 =

∫
T
uv dx for any u, v ∈ X(T) = TeD(T) ,

then the Euler-Arnold equation is the (scaled) inviscid Burgers equation

ut + 3uux = 0.

If the metric is generated by the Sobolev H1 inner product

(4.6) ⟨u, v⟩H1 =

∫
T
(uv + uxvx) dx

then the Euler-Arnold equation yields the Camassa-Holm equation

(4.7) ut − utxx + 3uux − 2uxuxx − uuxxx = 0,

see details in Section 4.4. Both of these equations are well-known examples of
infinite dimensional completely integrable systems in that they are bi-hamiltonian,
possess infinitely many conserved integrals etc., for more details see [50]; see also
Section 4.3.1.

Remark 4.6. Many other conservative dynamical systems in mathematical physics
also describe geodesic flows on appropriate Lie groups. In Figure 4.1 we list several
examples of such systems to demonstrate the range of applications of this approach.
The choice of a group G (column 1) and an energy metric ⟨·, ·⟩ (column 2) defines
the corresponding Euler equations (column 3). (Note that the L2 and Hs in the
column 2 refer to various Sobolev inner products on vector fields in the correspond-
ing Lie algebra.) This list is by no means complete, and we refer to [7] for more
details.

Remark 4.7 (Euler-Arnold equation on quotient spaces). More generally, let G
be a Fréchet Lie group equipped with a right-invariant metric as above and let
H be a closed subgroup. The metric on G descends to an invariant (under the
right action of G) metric on the quotient H\G if and only if its projection onto the
orthogonal complement T⊥

e H ⊂ TeG is bi-invariant with respect to the action of
H. In particular, if the metric on G is degenerate along the subgroup H then this
condition reduces to the metric bi-invariance with respect to the H action, see e.g.,
[50] and Section 4.2 below. In this case the corresponding Euler-Arnold equation
is defined as before as long as the metric on the quotient H\G is nondegenerate.

4.2. Quotient spaces and Riemannian submersions

Let F be a smooth fiber bundle over a Fréchet manifoldM with projection π and
fibers which are modelled on a Fréchet space Y. Assume that both F and M carry
(possibly weak) Riemannian metrics and letY⊥ denote the orthogonal complement.



28 4. RIEMANNIAN STRUCTURES

Group G Metric ⟨·, ·⟩ Equation

SO(3) ⟨ω,Aω⟩ Euler top
E(3) = SO(3)⋉ R3 quadratic forms Kirchhoff equation for a body in a fluid

SO(n) Manakov’s metrics n-dimensional top
D(T) L2 Hopf (or, inviscid Burgers) equation

D(T) Ḣ1/2 Constantin-Lax-Majda-type equation
D(T) H1 Camassa–Holm equation

Virasoro L2 KdV equation
Virasoro H1 Camassa–Holm equation

Virasoro Ḣ1 Hunter–Saxton equation
Dµ(M) L2 Euler ideal fluid
Dµ(M) H1 averaged Euler flow
Dω(M) L2 symplectic fluid

D(M) Hk EPDiff equation
Dµ(M)⋉ X∗

µ(M) L2 ⊕ L2 Magnetohydrodynamics
C∞(T, SO(3)) H−1 Heisenberg chain equation

Figure 4.1. Euler–Arnold equations related to various Lie groups
and metrics.

The projection π : F → M defines an (infinite dimensional) Riemannian submersion
if dπ|Y⊥ is an isometry at each point of F.

In particular, if H is a closed subgroup of a Fréchet Lie group G equipped with a
right-invariant (possibly weak) Riemannian metric then the following general result
characterizes those metrics that descend to the base manifold of right cosets.

Proposition 4.8. A right-invariant metric ⟨·, ·⟩ on the group G descends to a
right-invariant metric on the quotient space H\G if and only if the inner product
⟨·, ·⟩e restricted to the orthogonal complement T⊥

e H is bi-invariant with respect to
the action of H, that is

(4.8) ⟨u, adwv⟩e + ⟨adwu, v⟩e = 0

for any u, v ∈ T⊥
e H and any w ∈ TeH.

Proof. The proof repeats, with obvious modifications, the arguments in the
finite dimensional case, see [53]. See also [20]. □

Example 4.9 (Circle diffeomorphisms and the periodic Hunter-Saxton equation).
Let G be the group of circle diffeomorphisms D(T) from Example 2.28 and let
H ≃ T be the subgroup of rotations. The corresponding Lie algebra g = TeG is the
Lie algebra X(T) of vector fields on the circle with the standard commutator. Equip
G with a right-invariant metric which at the identity is given by the (homogeneous)
Sobolev H1 inner product

(4.9) ⟨u, v⟩Ḣ1 =

∫
T
uxvxdx u, v ∈ X(T)

The tangent space to the quotient space Dens(T) at the identity coset [e] can be
identified with the space of smooth periodic mean-zero functions and the Euler-
Arnold equation for the geodesic flow of the metric (4.9) (right-translated to the
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tangent space at the identity) is the completely integrable Hunter-Saxton equation

(4.10) utxx + 2uxuxx + uuxxx = 0 ,

see [50]. We shall considerably generalize this example later on.

Remark 4.10. The Ḣ1 inner product (4.9) in the example above is degenerate
in the direction of infinitesimal rigid rotations, i.e., along the Killing vector field
of T. In this 1-dimensional case the issue is minor, but in the generalization to
higher dimensions the degenerate subspace is at least as large as the nondegenerate
one. It is, however, possible to make the inner product fully nondegenerate while
still satisfying the condition in Proposition 4.8: this is the information metric on
diffeomorphisms, discussed in Chapter 5 below.

4.3. Hamiltonian formulation of the Euler-Arnold equation

Before we describe one example in full detail, it is useful to give an alternative
formula for the Euler-Arnold equation (4.2). Namely, instead of defining it in the
Lie algebra g := TeG it is more convenient to define it on the corresponding dual
space g∗ := T ∗

eG. Denote the pairing of elements of g∗ and g by ⟨⟨m,u⟩⟩ for m ∈ g∗

and u ∈ g. Now for any v ∈ g the coadjoint operator ad∗v : g∗ → g∗ is the operator
on the dual of the Lie algebra, defined by the relation

(4.11) ⟨⟨ad∗vm,u⟩⟩ = ⟨⟨m, advu⟩⟩ for any u, v ∈ g and m ∈ g∗ .

Furthermore, the inner product ⟨ , ⟩ on g can be equivalently defined by a
nondegenerate self-adjoint inertia operator A : g → g∗ in the natural way:

⟨⟨Au, v⟩⟩ = ⟨u, v⟩ for any pair of vectors u, v ∈ g.

This allows one to lift the equation (4.2) from the Lie algebra g = TeG to its dual
g∗ = T ∗

eG by means of the inertia operator A. Indeed, this lift gives rise to the
Euler-Arnold equation

(4.12) mt = −ad∗A−1mm,

expressed in the momentum variable m = Au ∈ g∗. (The minus sign is related
to the right-invariant metric on the group.) Note that in the form (4.12) the only
information needed is the operators ad∗ and A on the (dual) Lie algebra, rather
than on the corresponding group.

An advantage of lifting is that the Euler-Arnold equation (4.12) is Hamiltonian
on the dual g∗ = T ∗

eG with respect to the natural Poisson structure on C∞(g∗) (i.e.,
the Lie-Poisson structure) given by

{F,G}(m) = ⟨⟨m, addF (m) dG(m)⟩⟩

and the Hamiltonian function given by the kinetic energy expressed in terms of m,
namely

H(m) =
1

2
⟨⟨m,A−1m⟩⟩ = 1

2
⟨⟨Au, u⟩⟩ = E(u).

Moreover, this approach allows one to use the same equation for different metrics
on the group, which differ only by their inertial operators A.
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Figure 4.2. The geometry of Euler-Arnold equations. The vec-
tor v in the Lie algebra g traces the evolution of the velocity vector
of a geodesic g(t) on the group G. The inertia operator A sends v
to an element m in the dual space g∗.

4.3.1. Reminder on Hamiltonian formalism and integrability. Let M
be a 2n-dimensional manifold M equipped with a nondegenerate closed 2-form
ω ∈ Ω2(M) called a symplectic structure. Given a smooth function H on M one
defines the Hamiltonian vector field v by means of the relation ιvHω = dH, i.e.
ω(vH , u) = dH(u) for any test vector field u onM . HereH is called the Hamiltonian
function of v and a Hamiltonian system is a triple (M,ω,H).

In this setting the Fréchet space C∞(M) of smooth functions on M acquires
a structure of an associative commutative algebra with a Poisson bracket given by
{f, g} := ω(vf , vg). The equations of motion of a Hamiltonian system assume a
simple and elegant form

(4.13) ḟ = {H, f}

for any function f ∈ C∞(M) and where ḟ denotes derivative with respect to time.
Any smooth function f such that {H, f} = 0 necessarily assumes a constant

value along any orbit of vH and it is called a first integral (or a constant of motion
of the Hamiltonian system.

In fact, one can regard the Poisson manifolds as more basic objects, while
symplectic manifolds are their submanifolds on which the Poisson structure is non-
degenerate. Namely, a Poisson bracket on M is a bilinear operation on smooth
functions {·, ·} : C∞(M)×C∞(M) → C∞(M) satisfying skew-symmetry, the Jacobi
and Leibniz identities. The skew-symmetry and the Jacobi identity imply that
the functions form a Lie algebra on C∞(M) with respect to {·, ·}. The Leibniz
identity means that given a function H ∈ C∞(M) the operator {H, ·} is a deriva-
tion of C∞(M), and hence {H, f} = LvHf for a certain vector field vH on M and
any test function f . As before, the field vH is called the Hamiltonian vector field
corresponding to a Hamiltonian function H.
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A manifold M equipped with a Poisson bracket is called a Poisson manifold.
Each Poisson manifold (M, {, }) gets equipped with a distribution of planes (whose
dimension depends on a point). Namely, at any point p ∈M consider vectors vH(p)
of the Hamiltonian fields for all functions H ∈ C∞(M). We obtain a subspace
V ⊂ TpM formed by all such Hamiltonian vectors vH(p) at p. By varying the
point p over M one defines a plane distribution on M , associates with the Poisson
bracket {, }. According to the Weinstein theorem [102], for any Poisson manifold
(M, {, }) the associated plane distribution is integrable. Integral submanifolds of
this distribution have a natural symplectic structure (and are called symplectic
leaves of M), i.e. each Poisson manifold is foliated into symplectic submanifolds.

Example 4.11. Now, let G be a Lie group with Lie algebra g = TeG. Consider
the dual space g∗ to this Lie algebra. There exists a linear Lie-Poisson bracket on
g∗, defined as an operation {, }LP : C∞(g∗)× C∞(g∗) → C∞(g∗) by

{f, g}LP (m) :=
(
[df(m), dg(m)],m

)
,

where f, g ∈ C∞(g∗) and the differentials df(m) and dg(m) at m ∈ g∗ are identified
with the corresponding elements of the Lie algebra via the natural pairing of g
and g∗ given by (·, ·). If the Lie algebra g is infinite dimensional, for the latter
identification one needs to constrain to a smooth dual of g, which we discuss in the
next section.

Figure 4.3. Defining the Lie–Poisson structure: dfm, dgm ∈ g,
while m ∈ g∗.

In this setting the Hamiltonian equation corresponding to the function H and
the Lie-Poisson bracket on g∗ takes the form

dm

dt
= −ad∗dH(m)m.

If the Hamiltonian system is driven by a kinetic energy E (a quadratic function
of its argument) then choosing H = E yields the Euler-Arnold equation (4.12) of
Section 4.3 above.

Remark 4.12. A finite-dimensional Hamiltonian system on a symplectic manifold
M of dimension 2n is said to be (completely) integrable if it possesses n (almost
everywhere) functionally independent first integrals f1 = H, f2, . . . , fn which are
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pairwise in involution, i.e., {fi, fj} = 0 for any i and j. A large source of completely
integrable systems are bi-Hamiltonian systems: they are defined by vector fields
that are Hamiltonian with respect to two different but compatible Poisson brackets.
(Two Poisson brackets are compatible if all their linear combinations are themselves
Poisson brackets, i.e. satisfy the skew-symmetry, Jacobi and Leibniz identities.)

In infinite dimensions the situation is more subtle. Possessing infinitely many
first integrals may be insufficient to determine the motion of the system and the rela-
tions between various competing definitions of integrability are not yet fully under-
stood. Nevertheless, there are infinite dimensional systems for which most of these
notions agree. Perhaps, the most famous example is the Korteweg-de Vries equation
of mathematical shallow water theory, see [69]. Other examples include the one-
dimensional Hunter-Saxton equation, the two-dimensional Kadomtsev-Petviashvili
equation and the Camassa-Holm type equations, see e.g. [99]. All these equations
can be shown to be bi-Hamiltonian with respect to two compatible Poisson brackets
on appropriate infinite dimensional functional spaces [50].

4.3.2. Smooth dual. If g = TeG is a Fréchet Lie algebra that is not a Banach
space, then its dual space of continuous linear functionals is not a Fréchet space.
The remedy is to instead fix a subspace of the full dual that is isomorphic to
TeG. Often this subspace is called the smooth dual. In the case of groups of
diffeomorphisms on a manifold M , the standard setting is to select the smooth
dual as the subspace of linear functionals identified by smooth one-forms, namely
each smooth one-form α on M gives rise to the functional ᾱ : TeG → R given by

ᾱ(u) =

∫
M

ιuαdµ,

where µ is a reference volume form on M . Throughout the remainder of the text,
if g = TeG is a Fréchet Lie algebra of vector fields, we work with the smooth dual
of one-forms, which we denote by g∗ = T ∗

eG.
In the case of G = D(M), equation (4.12) can be written

(4.14) mt + Lum+mdiv u = 0, m = Au,

where Lu denotes the Lie derivative along u, and, as just explained, the momentum
variable m is a smooth one-form. From this formulation, it follows that the one-
form density ω := m ⊗ µ is transported by the flow, i.e., d

dtω + Luω = 0. This
transport property generalizes how vorticity is transported by the flow of an ideal
fluid.

4.4. Example: the general Camassa–Holm equation

In this section we present in detail an example of computations demonstrating
that the general Camassa–Holm equation

(4.15) ut + κux − utxx + 3uux − 2uxuxx − uuxxx = 0

for any real constant κ is the Euler-Arnold equation on a certain extension of the
Lie group G = D(T) of circle diffeomorphisms. For κ = 0 one obtains the “classical”
CH equation (4.7).

Rather then starting with a group, we first define a Lie algebra which, as we
see below, corresponds to this equation. This Lie algebra is the following extension
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X̃(T) = X(T)× R given by the commutator

(4.16) [(u∂, a), (v∂, b)] := ([u∂, v∂],

∫
T
uxv dx),

which is the extension of the Lie algebra X(T) of vector fields on the circle by means
of the (trivial) 2-cocycle c(u, v) :=

∫
T uxv dx. Note that the commutator depends

only on the vector fields u∂, v∂, but not on the constants a, b, which means that the
latter belong to the center of the new Lie algebra, it is a central extension of X(T).
A Lie group corresponding to this extension is a central extension G̃ of the group
of circle diffeomorphisms D(T) by means of a line or a circle: topologically they are

direct products G̃ = D(T)×R or G̃ = D(T)×T. We specify the corresponding group
multiplications in the remark below, but as we have seen above, the Euler-Arnold
equation relies on the Lie algebra only.

Theorem 4.13. The Euler-Arnold equation for the right-invariant L2-metric

on the group G̃ gives the general CH equation (4.15) with an arbitrary constant
κ ∈ R.

Proof. For the Euler-Arnold equation (4.12) on X̃∗(T) ≡ {(m, k) | m ∈
C∞(T), κ ∈ R} we compute here the operators ad∗ and A. First we note that
ad∗ for the Lie algebra with commutator (4.16) is

ad∗(u∂,a)(m,κ) = (2uxm+ umx + κux, 0).

Indeed, by definition

⟨⟨ad∗(u∂,a)(m,κ), (v∂, b)⟩⟩ = ⟨⟨(m,κ), ad(u∂,a)(v∂, b)⟩⟩ =

⟨⟨(m,κ), ([u∂, v∂],
∫
T
uxv dx)⟩⟩ = ⟨⟨(m,κ), ((uxv − uvx)∂,

∫
T
uxv dx)⟩⟩ =∫

T
(m(uxv − uvx) + κuxv) dx =

∫
T
(v(uxm+ (um)x + κux) dx =

⟨⟨(2uxm+ umx + κux, 0), (v∂, b))⟩⟩ ,
from which the formula for ad∗ follows.

Next, theH1-inner product gives rise to the inertia operator A : X̃(T) → X̃∗(T):

A = (1− ∂2) : (u∂, a) 7→ (u− uxx, a) .

Indeed,

⟨(u∂, a), (v∂, b)⟩H1 =

∫
T
(uv + uxvx) dx+ ab = ⟨⟨(u− uxx, a), (v∂, b)⟩⟩ .

Hence the Euler-Arnold equation (4.12) assumes the form

d

dt
(m,κ) = −(2uxm+ umx + κux, 0)

for m = u− uxx. The latter is equivalent to the general CH equation:

(u− uxx)t = −2ux(u− uxx)− u(u− uxx)x − κux ,

or, equivalently,

ut − utxx = −3uux + 2uxuxx + uuxxx − κux ,

where κ is a constant, κt = 0. □ □
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Remark 4.14. There are different groups G̃ corresponding to the centrally ex-

tended Lie algebra X̃(T) = X(T) × R. They all are various central extensions
of the group D(T) of circle diffeomorphisms. One option is to consider the set

G̃ = D(T)×T with the following group multiplication between pairs (φ, a), (ψ, b) ∈
D(T)× T:

(φ, a) ◦ (ψ, b) := (φ ◦ ψ,B(φ,ψ))

where the group 2-cocycle B assumes values in the circle. Namely, let C(φ) :=∫
T(φ(x)− x)dx mod 2π is a T = R/2πZ-valued function on the group G = D(T),
since the functions φ(x), ψ(x) defining diffeomorphisms are multivalued mod 2π.
Now we define the group 2-cocycle B by B(φ,ψ) := C(φ) + C(ψ) − C(φ ◦ ψ)
mod 2π. (This formula means that B is a trivial group 2-cocycle, being the co-
differential of the group 1-cochain C.) This product defines a (homologically trivial)

extension G̃ = D(T)× T of the group G = D(T).
In order to construct an extension G̃ = D(T)× R one may adjust the cochain

C by setting C ′(φ) :=
∫
T h(φ(x) − x)dx where h : R → R is a mod 2π-periodic

function with the property h(y) = y in a certain neighbourhood of the origin y = 0.
Then the cochain C ′ : D(T) → R is an R-valued (rather than T-valued) function
on the group D(T).

Note that another choice of the 2-cocycle B(φ,ψ) :=
∫
T log(φ◦ψ)

′(x) d logψ′(x)
defines the Virasoro group (and algebra), being a nontrivial extension of G = D(T)
and it is responsible for the KdV equation, as well as other versions of the CH and
HS equations related by a shift of variables, see e.g. [72].

4.4.1. Sub-Riemanian metrics and the general Camassa–Holm equa-
tion. One more important source of examples of the Euler-Arnold equation is pro-
vided by sub-Riemannian metrics on Lie groups. Such sub-Riemannian metrics
are defined by fixing an inner product on a vector subspace TeGa ⊂ TeG of the
corresponding Lie algebra and then extending it by, say, right-invariance on the
whole Lie group. If such a subspace is not a Lie subalgebra, the corresponding
invariant distribution of subspaces on the Lie group is not integrable, and this de-
fines a one-sided invariant sub-Riemannian metric on the group G. (In a sense,
such metrics are “dual” to those discussed in Section 4.2 for homogeneous spaces:
rather then being vanishing in certain directions as in the homogeneous setting, the
sub-Riemannian metrics are “infinite” in the directions not lying in the subspace.)

The corresponding Euler-Arnold equation has the form similar to (4.2) or (4.12)
with linear constraints in the right-hand side corresponding to the constraints on
TeGa := {v ∈ TeG | a(v) = 0} for some fixed element a ∈ T ∗

eG. Namely, the
sub-Riemannian Euler-Arnold equation in that case is

(4.17) mt = −ad∗A−1mm+ λa ,

where λ is a Lagrange multiplier.
It turns out that the general Camassa-Holm equation can be described as a

sub-Riemannian metric on the (non-extended!) group D(T) of circle diffeomor-
phisms. Namely, following [41] in the Lie algebra X(T) consider the hyperplane
X0(T) of vector fields with zero mean. This is not a Lie subalgebra. Now look at
the corresponding right-invariant distribution of hyperplanes in D(T) generated by
X0(T) ⊂ X(T) at the identity e ∈ D(T). It is nonintegrable (since X0(T) is not a
Lie subalgebra), and it defines a contact structure on the group D(T).
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Now fix the H1-metric (4.6) on X0(T) and consider sub-Riemannian geodesics
on the group D(T) with respect to the right-invariant metric on this distribution.
The sub-Riemannian geodesics are defined by an initial vector and one more pa-
rameter (one may think of that as an analog of the acceleration), and their equation
will be the general Camassa-Holm equation (4.15), where κ is exactly this extra
parameter (see [41], Sections 5.3-5.4). This provides an alternative way to derive
the general Camassa-Holm equation. It has its advantages and contraints: the
corresponding vector fields are constrained by zero mean, i.e., not moving mass.

4.5. Optimal transport and Wasserstein distance

Optimal mass transport goes back to Monge [75] and was later reformulated by
Kantorovich [47, 48]. (For a modern presentation, see any of the lecture notes by
Evans [32], Ambrosio and Gigli [5], or McCann [68], or any of the monographs by
Villani [96] or Peyré and Cuturi [83].) Its connection to Riemannian geometry and
hydrodynamics was pioneered by Brenier [17], who realized that the optimal mass
transport problem for the “distance square” cost (also called the L2 cost) gives rise
to an “optimal factorization” of maps, which in turn gives the solution to the Monge
problem. The (weak) Riemannian aspects of optimal mass transport was then more
explicitly pointed out by Otto [82], who showed that Arnold’s right-invariant met-
ric (4.5), but extended to a semi-invariant metric on all vector fields, is descending
with respect to the left coset projection Π: D(M) → D(M)/Dµ(M) ≃ Dens(M).
This projection Π is the push-forward of a density by a diffeomorphism, and un-
der this projection the corresponding Riemannian structure on Dens(M) gives
the Wasserstein-2 distance. In this section we give a brief overview of this ap-
proach. More details of local and global existence of geodesic curves for semi-
invariant Riemannian metrics on the full group of diffeomorphisms are given by
Bauer and Modin [12]. A finite dimensional version of the framework, correspond-
ing to optimal transport between multivariate Gaussian distributions, is discussed
by Modin [74]. Later, in Sections 6.3 and 6.4, we give an analogous construction
for the right co-sets (as discussed in Section 3.3 above), but optimal with respect
to the Fisher-Rao metric instead of the Wasserstein-Otto metric.

Consider the space of densities Dens(M) as the space D(M)/Dµ(M) of left
cosets described in Remark 3.10 above. The projection of D(M) onto this quotient
given by the pushforward map Π(ξ) = (ξ−1)∗µ = (Jacµξ

−1)µ defines (as in the case
of right cosets) a smooth principal bundle with fiber Dµ(M).

The group D(M) carries a natural L2 metric

(4.18) ⟨u◦ξ, v◦ξ⟩L2 =

∫
M

⟨u, v⟩ Jacµξ dµ u, v ∈ X(M) = TeD(M), ξ ∈ D(M) ,

whose geometry is relatively easy to visualize: a curve t 7→ ξ(t) is a geodesic in
D(M) if and only if t 7→ ξ(t)(x) is a geodesic in M for each x. Observe that in
general this metric is neither left- nor right-invariant. It is right-invariant when
restricted to Dµ(M) and it becomes left-invariant only when restricted to the sub-
group of isometries.

In order to see that the projection Π also defines a Riemannian submersion
note that the horizontal vectors with respect to (4.18) have the form ∇f ◦ ξ for
some f : M → R and that the metric descends to a (weak) Riemannian metric on
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Figure 4.4. The Riemannian geometry behind L2 optimal mass
transport. Shortest geodesics between fibers, with respect to the
(non-invariant) L2 metric on D(M), project via push-forward to
Wasserstein-Otto geodesics on Dens(M) which give the L2 Wasser-
stein distance between ν and λ.

the base

(4.19) ⟨α, β⟩ρ =
∫
M

⟨∇f,∇g⟩ ρ dµ ,

where f and g solve the equations div (ρ∇f) = −α and div (ρ∇g) = −β and the
mean-zero functions α and β are tangent vectors to Dens(M) at ρ.

The Riemannian distance of (4.19) between two measures ν and λ on the space
of densities Dens(M) (viewed as the space of left cosets) has a very appealing
interpretation as the L2 cost of transporting one density to the other

(4.20) dist2W (ν, λ) = inf
ξ

∫
M

dist2M (x, ξ(x)) dµ(x)

where the infimum is over all diffeomorphisms ξ such that ξ∗λ = ν and distM
is the Riemannian distance on M . In this setting distW is often referred to as
the L2-Wasserstein or (perhaps more appropriately) the Kantorovich-Rubinstein
distance between densities ν and λ, while its Riemannian version (4.19) is called
Wasserstein–Otto metric on Dens(M). It is of fundamental importance in optimal
transport problems. The geometric picture behind these constructions are given in
Figure 4.4. We refer to the papers [13], [82] or the comprehensive monograph [96]
for more details.



CHAPTER 5

The infinite dimensional Fisher-Rao metric

As configuration spaces of various physical systems, diffeomorphism groups
often come equipped with natural (pre-) Riemannian structures. Historically, of
most interest were those structures related to the L2 inner product corresponding
to the kinetic energy of the system – the prime example being hydrodynamics of
ideal fluids given in Example 4.4 above. However, in recent years there appeared
many new examples from analysis, to geometry, to mathematical physics where the
appropriate Riemannian structures came from higher order Sobolev inner products
such as in Example 2.12.

In this chapter we show that the Fisher-Rao (information) metric, which plays a
fundamental role in geometric statistics, is closely related to an H1-type Sobolev in-
ner product on the space of diffeomorphisms. The approach developed below places
information geometry squarely within the general differential-geometric framework
for diffeomorphism groups envisioned by Cartan, Kolmogorov and Arnold.

5.1. A right-invariant homogeneous H1 Sobolev metric on D(M)

We shall continue to assume that M is an n-dimensional compact Riemannian
manifold without boundary whose volume form is normalized so that µ(M) = 1.
The triple (M,B, µ), where B is the σ-algebra of Borel sets in M , will be the fixed
background sample space, and the Fréchet manifold of right cosets Dens(M) =
Dµ(M)\D(M) will serve as an infinite dimensional statistical model whose points
are (smooth) probability measures1 on M that are absolutely continuous with re-
spect to µ. We shall equip the principal bundle D(M) over Dens(M) with the
structure of a Riemannian submersion. To that end, observe that the condition
stated in Proposition 4.8 is precisely what one needs.

Consider the homogeneous SobolevH1 inner product on the Fréchet Lie algebra
of divergence free vector fields on M . Define the corresponding (degenerate) right-

invariant Ḣ1 inner product on the total space D(M) using (4.1), namely

(5.1) ⟨V,W ⟩Ḣ1 =
1

4

∫
M

div v · divw dµ , V,W ∈ TηD(M) ,

such that V = v ◦ η and W = w ◦ η where v, w ∈ TeD(M) and η ∈ D(M).
Clearly, the metric (5.1) generalizes the one-dimensional case (4.9). Moreover,

it satisfies the condition (4.8) and therefore descends to a (non-degenerate) metric
on Dens(M). The attendant geometry is particularly remarkable. As we will see
below, the space of densities Dens(M) viewed as the space of right cosets equipped
with this metric is isometric to a subset of the unit sphere in the Hilbert space and its
Riemannian distance coincides with the spherical Hellinger distance. Furthermore,

1Alternatively, they are (smooth) density functions given by the corresponding Radon-
Nikodym derivatives.

37
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the homogeneous metric (5.1) is related to the so-called Bhattacharyya coefficient
(affinity) in probability and statistics.

5.2. The information metric on D(M)

The bilinear form (5.1) is non-negative but degenerate: it vanishes on diver-
gence free vector fields. There is, however, a true (i.e., non-degenerate) right-
invariant Riemannian metric on D(M) that descends to the same metric on the
quotient Dµ(M)\D(M). It is the information metric on diffeomorphisms. It is
convenient to describe it in the language of differential one-forms rather than vec-
tor fields. Recall that if u is a vector field onM , we denote by u♭ the corresponding
one-form obtained by contraction with the Riemannian tensor.

5.2.1. The Hodge decomposition of k-forms. Let M be a compact n-
dimensional Riemannian manifold without boundary and let Ωk(M) denote the
space of k-forms on M , which is a tame Fréchet space. The Riemannian metric on
M gives rise to the L2 inner product on Ωk(M), given by

(5.2) ⟨a, b⟩L2 =

∫
M

a ∧ ⋆b,

where ⋆ : Ωk(M) → Ωn−k(M) is the Hodge star map (which depends on the Rie-
mannian metric). This definition is compatible with the standard L2 inner product
on vector fields, i.e., ⟨u, v⟩L2 = ⟨u♭, v♭⟩L2 .

The differential (or exterior derivative) takes k-forms to (k + 1)-forms,

d : Ωk(M) → Ωk+1(M).

The adjoint of d with respect to the L2 inner product (5.2) is the co-differential

δ : Ωk+1(M) → Ωk(M),

defined by

⟨da, b⟩L2 = ⟨a, δb⟩L2 for all a ∈ Ωk(M) and b ∈ Ωk+1(M).

Just as the differential corresponds to the gradient, namely if f ∈ C∞(M) then
(∇f)♭ = df , the co-differential corresponds to the divergence, namely if u ∈
TeD(M) then div u = −δu♭. From this perspective, it is natural to define the
Laplace-de Rham operator as the second order differential operator on k-forms de-
fined by

(5.3) ∆: Ωk(M) → Ωk(M), ∆a = −(d ◦ δ + δ ◦ d)a.

Remark 5.1. Often the Laplace-de Rham operator (5.3) is defined without the
minus sign, making it non-negative. Here, however, we include the minus sign so
that it directly corresponds to the Laplace-Beltrami operator on C∞(M) = Ω0(M)
(which is non-positive). Notice, however, that the tensor field version of the Laplace-
Beltrami operator applied to k-form for k ≥ 1 in general is different from the
Laplace-de Rham operator (5.3).

The kernel of the Laplace-de Rham operator is the space Hk(M) = {a ∈
Ωk(M) | ∆a = 0} of harmonic k–forms. It is isomorphic as a vector space to the
kth cohomology class of M , which is the Hodge theorem. Furthermore, the Hodge
decomposition states that

(5.4) Ωk(M) = Hk(M)⊕ δΩk+1(M)⊕ dΩk−1(M),
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where the components are orthogonal with respect to the L2 inner product (5.2).
Let F k(M) := Hk(M)⊕ δΩk+1(M). Then F k(M) = {a ∈ Ωk(M) | δa = 0} is

the space of co-closed k-forms, which in the case k = 1 corresponds to the divergence
free vector fields:

div u = 0 ⇐⇒ u♭ ∈ F 1(M).

Thus, we recover from the Hodge decomposition (5.4) the Helmholtz decomposition
of vector fields, which states that each vector field v ∈ TeD(M) decomposes as
v = u+∇f where div u = 0.

We now have enough tools to define the information metric on D(M).

5.2.2. Definition of the information metric. For simplicity, we assume for
now that the first cohomology of M is trivial, i.e., that H1(M) = {0}. The general
situation, including when M has a boundary, is briefly discussed in Remark 5.4
below.

Definition 5.2. The information metric on D(M) is the right-invariant metric
defined by the Sobolev H1-type inner product on TeD(M) given by

(5.5) ⟨u, v⟩∆ :=
1

4
⟨u♭,−∆v♭⟩L2 .

The corresponding inertia operator A : TeD(M) → T ∗
eD(M) is

Au = −1

4
∆u♭.

From the definition of the Laplace-de Rham operator and the Hodge decompo-
sition it follows that the information metric (5.5) can be written

(5.6) ⟨u, v⟩∆ =
1

4
⟨δu♭, δv♭⟩L2 +

1

4
⟨du♭, dv♭⟩L2 .

Notice that the first term in the formula (5.6) is exactly the degenerate Ḣ1 met-

ric (5.1) discussed above. Thus, the information metric extends the Ḣ1 metric to

a non-degenerate metric. Of course, there are many extensions that make Ḣ1 non-
degenerate. The special property of the information metric in Definition 5.2 is that
it retains the descending property of the Ḣ1 metric. Since it is non-degenerate, it
also defines a horizontal distribution.

Theorem 5.3. The information metric (5.5) on D(M) descends to a metric
on Dµ(M)\D(M) ≃ Dens(M). Thus, the map π : D(M) → Dens(M) in Proposi-
tion 3.9 is a Riemannian submersion, for which the horizontal distribution is given
by

Hη =
{
U ∈ TηD(M) | U ◦ η−1 ∈ ∇(C∞(M))

}
,

Proof. First, the inner product (5.5) preserves orthogonality with respect to
the Helmholtz decomposition, i.e.,

ATeDµ(M) = F 1(M), A∇(C∞(M)) = dΩ0(M).

It thereby follows that the horizontal distribution at the identity is given by

T⊥
e Dµ(M) =

{
u ∈ TeD(M) | u ∈ ∇(C∞(M))

}
,
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Figure 5.1. By equipping D(M) with the information met-
ric (5.5), Moser’s fibration of D(M) discussed in section 3.3 above
becomes a Riemannian submersion. The corresponding horizon-
tal distribution H is generated from the Lie algebra TeD(M) by
gradient vector fields that are right-translated to arbitrary points
η ∈ D(M). In Section 6.4 below we use this structure to construct
a factorization of D(M) which is optimal with respect to the infor-
mation metric, analogous to how Brenier’s factorization of maps is
optimal with respect to the non-invariant L2 metric.

i.e., vectors that are given by gradient vector fields. If u ∈ TeGµ(M) and f, g ∈
C∞(M), then

⟨Lu∇f,∇g⟩∆ =

∫
M

δ(Lu∇f)♭δ∇g♭ µ

=

∫
M

dιLu∇fµ ∧ ⋆ dι∇gµ

= −
∫
M

dι∇fµ ∧ ⋆ dιLu∇gµ = −⟨∇f, Lu∇g⟩∆,

where we have used Luµ = 0 and Lu ⋆ a = ⋆Lua for any a ∈ Ωn(M). From
Proposition 4.8 it follows that the information metric is descending.
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The tangent map Tπµ restricted to TeD(M) = X(M) is given by u 7→ Luµ.
Now,

⟨∇f,∇g⟩∆ =

∫
M

ι∇fµ ∧ ⋆ι∇gµ

=

∫
M

L∇fµ ∧ ⋆L∇fµ = ⟨L∇fµ,L∇gµ⟩L2 .

Therefore, the information metric for horizontal vectors at the identity tangent
space is given by the Fisher metric multiplied by β of the projection of the horizontal
vectors to the tangent space TµDens(M). Since this holds at one tangent space,
it holds at every tangent space, since both the information metric and the Fisher
metric are right-invariant. This concludes the proof. □

Remark 5.4. In the case when the first co-homology of M is non-trivial one can
still define the information metric, but the harmonic parts have to be treated sepa-
rately. Indeed, in this case the Hodge decomposition yields the finer decomposition

Xµ(M) = XH(M)⊕ Xµ,ex(M),

where Xµ,ex(M) = δΩ2(M)♯ is the space of exact volume preserving vector fields,
and XH(M) = H1(M)♯ is the space of harmonic vector fields. The trick is to
define A to be diagonal also with respect to this finer decomposition. Indeed, the
L2 orthogonal projection operator R : Ω1(M) → H1(M) onto the harmonic part is
given by

R = id + d ◦∆−1 ◦ δ + δ ◦∆−1 ◦ d.
We can then choose A to be

A = (R+ δ ◦ d+ d ◦ δ) ◦ ♭ = (R+∆) ◦ ♭.

If h ∈ XH(M) then

Ah = Rh♭︸︷︷︸
h♭

+δ dh♭︸︷︷︸
0

+d δh♭︸︷︷︸
0

= h♭ ∈ H1(M).

If ξ ∈ Xµ,ex(M) then

Aξ = Rξ♭︸︷︷︸
0

+δdξ♭ + d δξ♭︸︷︷︸
0

= δdξ♭ ∈ δΩ2(M).

If f ∈ C∞(M) then

A∇f = Rdf + δddf︸ ︷︷ ︸
0

−d∆f = −d∆f ∈ dΩ0(M).

Thus, if we represent u = h + ξ + ∇f by its “Helmholtz–Hodge components”
(h, ξ, f) ∈ XH(M)× Xµ,ex(M)× C∞

0 (M), then

A(h, ξ, f) = (h♭,−∆ξ♭,−∆f) ∈ H1(M)× δΩ2(M)× C∞
0 (M).

Since both ∆ ◦ ♭ : Xµ,ex(M) → δΩ2(M) and ∆: C∞
0 (M) → C∞

0 (M) are invertible
operators, A is also invertible. This construction can also be extended to the case
when M has a boundary, by using the Hodge decomposition for manifolds with
boundary (which can be found in the book by Schwarz [91]).
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Figure 5.2. Illustration of the square root map in the positive
quadrant: Dens(M) ∋ ϱ 7→ f ∈ S∞

L2 where ϱ = f2 µ.

5.3. The square root map

We begin by constructing a map between the quotient space of right cosets
Dens(M) and a subset of the unit sphere in the Lebesgue space of square integrable
functions on M with induced metric

S∞
L2 =

{
u ∈ L2(M,dµ) |

∫
M

|u|2dµ = 1
}
.

As before we let Jacµη denote the Jacobian of η with respect to µ.

Theorem 5.5. (Isometry theorem) The map

Ψ : D(M) → L2(M,dµ) ξ 7→ Ψ(ξ) =
√
Jacµξ

defines an isometry from the space of densities Dens(M) = Dµ(M)\D(M) with the

Ḣ1 metric (5.1) to a subset of the unit sphere S∞
L2 ⊂ C∞(M) ∩ L2(M,dµ) with the

standard L2 metric.

Proof. First, note that the Jacobian of any orientation preserving smooth dif-
feomorphism is a (strictly) positive smooth function. Since we are viewingDens(M)
as the space of right cosets with the projection π given by the pullback map (cf.
Proposition 3.9), given any ξ in D(M) and η in Dµ(M) we have

(η ◦ ξ)∗µ = π(η ◦ ξ) = π(ξ) = ξ∗µ ,

which implies that Jacµ(η ◦ ξ) = Jacµξ. Furthermore, using the change of variable
formula we find ∫

M

Ψ2(ξ) dµ =

∫
M

Jacµξ dµ = µ(M) = 1.

From the above it follows that Ψ descends to a well-defined map from the quotient
space Dens(M) into the unit sphere in L2(M,dµ).

Next, if Jacµξ = Jacµζ for some ξ and ζ in D(M) then we have (ξ ◦ ζ−1)∗µ = µ
and, consequently, we find that Ψ is injective.

Finally, differentiating the identity Jacµξ µ = ξ∗µ with respect to ξ in the
direction V ∈ TξD(M) we obtain

dξJacµ(V ) = divµ(V ◦ ξ−1) ◦ ξ | Jacµξ.
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Recall that tangent vectors V , W at any ξ ∈ D(M) can be always represented in
the form V = v ◦ ξ and W = w ◦ ξ where v, w ∈ TeD(M). Thus, applying Fréchet
calculus as before, changing variables and using (5.1), we compute

⟨dξ(Ψ ◦ π)(V ), dξ(Ψ◦)(W )⟩L2 =
1

4

∫
M

(divµv ◦ ξ) · (divµw ◦ ξ) Jacµξ dµ

=
1

4

∫
M

divµv · divµw dµ

= ⟨v, w⟩Ḣ1

This shows that Ψ is an isometry. □

Remark 5.6. If s > n/2 + 1 then the map Ψ defines a diffeomorphism from the
Sobolev completion Ds

µ(M)\Ds(M) onto a subset of S∞
L2 ∩ Hs−1(M) of positive

functions on M and the above proof extends with minor modifications. The fact
that any positive function in S∞

L2 ∩Hs−1(M) lies in the image of Ψ follows directly
from Moser’s lemma, whose generalization to the setting of Sobolev Hs spaces can
be found in [28]; see also Appendix A.

5.4. The infinite dimensional Fisher-Rao metric on Dens(M)

The appearance of diffeomorphism groups in our formulation of the infinite di-
mensional generalization of information geometry should not be entirely surprising.
In some sense it could be discerned from various results in the finite dimensional
setting such as invariance properties of the Fisher information with respect to suffi-
cient statistics2 — in particular, with respect to invertible mappings of the sample
space M .

Attempts to find conceptually natural and useful approaches to mathematical
statistics go back to the pioneering work of Fisher, Rao and Kolmogorov. Their
ideas were subsequently further developed by Chentsov, Morozova, Efron, Amari,
Barndorff-Nielsen, Lauritzen, Nagaoka among others; see e.g., [21], [22], [31], [1],
[3], [4]. Along the way various infinite dimensional generalizations were also consid-
ered by David [24], Friedrich [34], Pistone and Sempi [84], Gibilisco and Pistone
[38], and Ay, Jost, Le and Schwachhofer [8]. For an informative historical dis-
cussion, as well as for an excellent introduction to the field and its wide range of
applications, we refer to the recent book of Amari [2], as well as a survey paper of
Morozova and Chentsov [22].

In the classical approach, one considers finite dimensional families of probabil-
ity density functions on M whose elements are (smoothly) parametrized by open
subsets Σ of the Euclidean space

S =
{
ρ = ρs1,...,sk ∈ Dens(M) | (s1, . . . , sk) ∈ Σ ⊂ Rk

}
⊂ Dens(M).

Points of M are viewed as random samples from some (typically unknown)
distribution ρs1,...,sk where s1, . . . , sk are certain statistical parameters. When
equipped with the structure of a smooth manifold, the set S is referred to as a
k-dimensional statistical model with s1, . . . , sk playing the role of local coordinates.
Rao [85] introduced further structure by defining at each point a k × k symmetric

2This suggests a possibility of further generalizations, which we will not pursue here.
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matrix

(5.7) gij =

∫
M

∂ log ρ

∂si

∂ log ρ

∂sj
ρ dµ 1 ≤ i, j ≤ k ,

which in the positive definite case defines a Riemannian metric on S called the
Fisher-Rao (information) metric. The significance of this metric for mathematical
statistics was immediately recognized by mathematicians, see e.g., the work of
Chentsov [21].

In our setting, we shall regard a statistical model S as a k-dimensional Riemann-
ian submanifold of the Fréchet manifold of smooth probability densities Dens(M)
on the underlying compact n-dimensional sample space manifold M . The next re-
sult shows that the metric gij defined via (5.7) is in fact the same as the metric
induced on S by the homogeneous Sobolev metric defined in the previous section
on the full diffeomorphism group D(M).

Theorem 5.7. The right-invariant Sobolev Ḣ1 metric (5.1) on the Fréchet Lie
group D(M) of diffeomorphisms of a compact Riemannian manifold M descends to
a (weak) Riemannian metric on the quotient space of right cosets Dµ(M)\D(M) ≃
Dens(M). Furthermore, when restricted to a statistical model S, this metric coin-
cides (up to a constant multiple) with the standard Fisher-Rao metric (5.7).

Proof. First, we check that the homogeneous Sobolev Ḣ1 metric satisfies the
required descent condition of Prop. 4.8. That is, we need to verify the formula
(4.8) for G = D(M) and H = Dµ(M) where adwv = [v, w] is the Lie bracket of
vector fields on M . Given any vector fields u, v, w with divµw = 0, we compute

⟨adwv, u⟩Ḣ1 + ⟨v, adwu⟩Ḣ1 = −1

4

∫
M

(
divµ[w, v] divµu+ divµ[w, u] divµv

)
dµ

= −1

4

∫
M

{(
⟨w,∇divµv⟩ − ⟨v,∇divµw⟩

)
divµu

+
(
⟨w,∇divµu⟩ − ⟨u,∇divµw⟩

)
divµv

}
dµ

=
1

4

∫
M

(divµw · divµv · divµu) dµ = 0.

This shows that the homogeneous Sobolev (degenerate) metric (5.1) on D(M) de-
scends to a non-degenerate metric on the quotient Dµ(M)\D(M).

For the second statement it will be convenient to carry out the calculations
directly in the group D(M). Given any vectors v, w in X = TeD(M) consider a two-
parameter family of diffeomorphisms s1, s2 7→ ξs1,s2 in D(M) such that ξ(0, 0) = e
with ∂ξ/∂s1(0, 0) = v and ∂ξ/∂s2(0, 0) = w. Their right-translations v ◦ ξs1,s2 and
w ◦ ξs1,s2 are the corresponding variation vector fields along the surface defined by
the family.

If ρ is the Jacobian of ξs1,s2 computed with respect to the reference volume µ
then (5.7) assumes the form

g(v, w) =

∫
M

∂

∂s1

(
log Jacµξs1,s2

) ∂

∂s2

(
log Jacµξs1,s2

)
Jacµξs1,s2 dµ.

Since
∂

∂s1

(
Jacµξs1,s2

)
= divµv ◦ ξs1,s2 · Jacµξs1,s2
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and similarly for the other partial derivative, using these formulas and changing
variables in the integral we now obtain

g(v, w) =

∫
M

∂
∂s1

Jacµξs1,s2
∂
∂s2

Jacµξs1,s2

Jacµξs1,s2

∣∣∣
s1=s2=0

dµ

=

∫
M

(divµv ◦ ξ)·(divµ ◦ ξ) Jacµξ dµ

=

∫
M

divµv · divµw dµ

= 4⟨v, w⟩Ḣ1 ,

which proves the theorem. □

Definition 5.8. We shall refer to the Riemannian metric in Theorem 5.7 as the
infinite dimensional Fisher-Rao metric and denote it by the symbol FR. Explicitly,
with TDens(M) as in (3.3), it is given by

(5.8) FRϱ(ϱ̇, ϱ̇) =

∫
M

(
ϱ̇

ϱ

)2

ϱ.

That this metric is an infinite-dimensional version of the original Fisher-Rao
metric (5.7) was first demonstrated by Friedrich [34]. Indeed, if S is a statistical
manifold as above, and ϱ(t) = ρ(s1(t), . . . , sk(t))µ ∈ S, then

FRϱ(t)(ϱ̇, ϱ̇) =

∫
M

(
d

dt
log(ρ(s1, . . . , sk))

)2

ϱ(t)

=

k∑
i=1

k∑
j=1

∫
M

(
∂

∂si
log(ρ(s1, . . . , sk))

dsi
dt

)(
∂

∂sj
log(ρ(s1, . . . , sk))

dsj
dt

)
ϱ(t)

=

k∑
i=1

k∑
j=1

gij
dsi
dt

dsj
dt
.

Thus, the restriction of FR to the statistical manifold S is precisely the Fisher-Rao
metric (5.7).

As an immediate consequence of Theorem 5.7 we have

Corollary 5.9. The space of smooth densities Dens(M) = Dµ(M)\D(M) equipped
with the infinite dimensional Fisher-Rao metric FR has positive constant curvature
4/µ(M).

Proof. Since Ψ is an isometry by Theorem 5.5 the corollary follows directly
from the previous theorem and the fact that the sectional curvature of a sphere in
a Hilbert space of radius r > 0 is precisely 1/r2. □

It is perhaps worth noting that if the volume of M grows to infinity then the
above corollary implies that the space of densities Dens(M) becomes “flatter” in
the Fisher-Rao metric FR.

There is an analogue for FR of the well-known Chentsov uniqueness theorem
for the Fisher-Rao metric FR, according to which the former is essentially unique
among those metrics on D(M) that descend to the base Dens(M) of right cosets.
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Theorem 5.10. [11] Let M be a compact Riemannian manifold of dimension
n ≥ 2 without boundary. Any (weak) Riemannian right-invariant metric on D(M)
which descends to the quotient space of right cosets Dens(M) = Dµ(M)\D(M)
(i.e., a metric on densities on M invariant with respect to the natural action of
diffeomorphisms) is a multiple of the infinite dimensional Fisher-Rao metric FR
given by (5.8).

Proof (sketch). As in the finite dimensional case this is essentially a con-
sequence of invariance properties under the action of diffeomorphisms. It is based
on the following ideas. Since the metric on Dens(M) should be right-invariant, it
is enough to consider it on one tangent space TµDens(M). At this base-point, any
metric has to have a form (µ̇1, µ̇2)µ := ⟨G, µ̇1⊗µ̇2⟩, where µ̇1, µ̇2 are tangent vectors
at µ ∈ Dens(M) (and hence have zero means), while the kernel G ∈ D′(M ×M).
First the authors in [11] prove by using the invariance that the support of the
kernel is on the diagonal ∆ ⊂ M ×M . This is the most tedious part of the proof.
Once this is established, one envokes Hörmander’s theorem [45], which implies
that the corresponding metric must be uniquely represented by a differential “iner-
tia operator” L on densities: (µ̇1, µ̇2)µ =

∫
M

µ̇1

µ L(
µ̇2

µ )µ, where L =
∑

|α|≤k Cα∂
α.

Again, by using the invariance with respect to the µ-preserving diffeomorphism
action, one first shows that L must have only constant coefficients, and then that
it could be only a multiple of the identity operator, L = C · Id. This implies that
(µ̇1, µ̇2)µ = C

∫
M

µ̇1

µ
µ̇2

µ µ, which boils down to the Fisher-Rao formula. We refer to

[11] for details. □

Remark 5.11. A similar question about a complete description of diffeomorhism-
invariant metrics on densities on a manifold with boundary is still open.

Note that when restricted to statistical manifolds, which are finite-dimensional
submanifolds ofDens(M), the infinite-dimensional Fisher-Rao metric reduces to the
“classical” finite-dimensional one. Its uniqueness result on finite sample spaces was
established in [21] and extended it to infinite sample spaces in [8]. The latter result
is proved under the invariance assumtion not only under smooth diffeomorphisms,
but under all sufficient statistics. This is a stronger invariance assumption, allowing
the authors to consider step function-type probability densities and reduce the
problem to the finite-dimensional case of [21].



CHAPTER 6

Fisher-Rao geodesics

6.1. Geodesic equations and complete integrability

For a deeper insight into the infinite dimensional analogue FR of the Fisher-
Rao metric onDens(M) we can turn to the study of its geodesics. Since the metric is
invariant the associated geodesic equation can be derived via a reduction procedure
as an Euler-Arnold equation on the quotient space Dµ(M)\D(M). In fact, it will

be convenient to work with the right-invariant Sobolev Ḣ1 metric ”upstairs” on the
total space D(M) of all diffeomorphisms.

Theorem 6.1. The Euler-Arnold equation of the homogeneous metric (5.1) has
the form

(6.1) ∇divµut + divµu·∇divµu+∇⟨u,∇divµu⟩ = 0

or, equivalently,

(6.2) ht + ⟨u,∇h⟩+ 1

2
h2 = − 1

2µ(M)

∫
M

h2 dµ

where h = divµu.

Proof. Using the general Euler-Arnold equation and Remark 4.7 of Section 4.1
we only need to compute the coadjoint operator with respect (5.1). On the one
hand, from (5.1) for any u, v and w in TeD(M) we have

⟨ad⊤v u,w⟩Ḣ1 = −1

4

∫
M

⟨∇divµad
⊤
v u,w⟩ dµ.

On the other hand, using (4.3) we compute

⟨ad⊤v u,w⟩Ḣ1 = ⟨u, advw⟩Ḣ1 =
1

4

∫
M

divµudivµ[v, w] dµ

=
1

4

∫
M

(
divµu ⟨v,∇divµw⟩ − divµu ⟨∇divµv, w⟩

)
dµ

= −1

4

∫
M

divµ
(
divµu v

)
divµw dµ− 1

4

∫
M

⟨divµu∇divµv, w⟩ dµ

=
1

4

∫
M

〈
∇divµ(divµu v)− divµu∇divµv, w

〉
dµ.

Since w is an arbitrary vector field on M , comparing the two integral expressions
above we obtain

∇divµ(ad
⊤
v u) = −∇divµ(divµu · v) + divµu · ∇divµv

= −∇⟨∇divµu, v⟩ − ∇(divµu · divµv) + divµu · ∇divµv.

Substituting into (4.2) yields the desired Euler-Arnold equation (6.1). □

47
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Observe that in the one-dimensional case when M = T differentiating equation
(6.2) with respect to x gives the Hunter-Saxton equation (4.10) of Example 4.9.

6.1.1. The Cauchy problem: explicit solutions. The question of well-
posedness of the Cauchy problem for a nonlinear evolution equation subject to an
appropriate initial data involves constructing a unique solution which belongs to
a given function space, satisfies both the equation and the initial condition, and
depends at least continuously on the data. In the case of the general Euler-Arnold
equation (4.2) this question can be studied either by working directly with the par-
tial differential equation or indirectly by reformulating it in terms of the associated
geodesic flow in the group (or the homogeneous space). One advantage of the lat-
ter approach is that in a suitable Banach space setting (such as Sobolev Hs with
s > n/2 + 1 or Hölder C1,α with 0 < α < 1) the geodesics can be often constructed
using Banach-Picard iterations as solutions of an ordinary differential equation. We
point out however that the two formulations of the Cauchy problem (one in the Lie
algebra and the other in the group) are in general not equivalent since in the latter
case the data-to-solution map is typically smooth, while in the former it is at best
continuous in any reasonable Banach space topology.

As it turns out, in our case we can solve the Euler-Arnold equations of Theo-
rem 6.1 by deriving explicit formulas for the corresponding solutions.

Theorem 6.2. Let h = h(t, x) be the solution of (6.2) with the initial condition

(6.3) h(0, x) = divµu0(x).

Let t 7→ η(t) be the flow of the corresponding velocity field u = u(t, x), that is

d

dt
η(t, x) = u(t, η(t, x)) , η(0, x) = x.

Then, we have

h(t, η(t, x)) = 2κ tan
(
arctan

divµu0(x)

2κ
− κt

)
,(6.4)

where κ2 =
1

4µ(M)

∫
M

(divµu0)
2dµ.(6.5)

Furthermore, the Jacobian of the flow is

(6.6) Jacµ(η(t, x)) =
(
cosκt+

divµu0(x)

2κ
sinκt

)2
.

Proof. If θ(t, x) is a smooth real-valued function then the chain rule gives

d

dt
θ(t, ξ(t, x)) =

∂θ

∂t
(t, ξ(t, x)) +

〈
u(t, ξ(t, x)),∇θ(t, ξ(t, x))

〉
.

From this formula and from (6.2) we obtain an equation for θ = h ◦ ξ, namely

(6.7)
dθ

dt
+

1

2
θ2 = −C(t)

where C(t) = (2µ(M))−1
∫
M
h2dµ. Observe that C(t) is, in fact, independent of

the time variable t since

µ(M)
dC

dt
(t) =

∫
M

hhtdµ =

∫
M

divµu·divµutdµ

= −
∫
M

⟨u∇divµu⟩·divµu dµ− 1

2

∫
M

(divµu)
3dµ = 0 ,
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where the last step follows at once by integrating by parts.
Set C = 2κ2. Then, for any fixed x ∈ M the solution of the ODE in (6.7) has

the form

θ(t) = 2κ tan (arctan (f(0)/2κ)− κt) ,

which is precisely (6.4).
Finally, to find the formula for the Jacobian we first compute the time derivative

of (Jacµη)µ to get

(6.8)
d

dt
(Jacµη)µ =

d

dt
η∗µ = η∗(Luµ) = θ (Jacµη)µ ,

which gives a differential equation, whose solution can be now easily verified to be
(6.6) by making use of the formulas (6.4) . □

Remark 6.3. The formula (6.6) for the Jacobian of the flow η(t) can be viewed in
light of the correspondence between the geodesics of FR in Dens(M) and those on
the round sphere in a Hilbert space established in Theorem 5.5. Indeed, the map

t 7→
√
Jacµ(η(t, x)) = cosκt+

divµu0(x)

2κ
sinκt

describes the great circle on the unit sphere S∞
L2 ⊂ L2(M,dµ).

Remark 6.4. From Theorem 6.2 one directly recovers the geodesic equation for
the Fisher–Rao metric in Hamiltonian form. Indeed, the Lagrangian on TDens(M)
is

L(ϱ, ϱ̇) =
1

2

∫
M

(
ϱ̇

ϱ

)2

ϱ.

The momentum variable θ ∈ T ∗
ϱDens(M) is the co-set (defined up to a global

constant) given by the Legendre transformation

θ :=
δL

δϱ̇
=
ϱ̇

ϱ
,

which corresponds to selecting the constant in the co-set [θ] so that
∫
M
θϱ = 0. The

corresponding Hamiltonian is

H(ϱ, θ) =
1

2

∫
M

θ2ϱ

which gives

θ̇ = −δH
δϱ

= −1

2
θ2 − C,

with the constant C as in equation (6.7). Then the corresponding evolution of the
configuration variable ϱ is

ϱ̇ =
δH

δθ
= θϱ.

Notice that this is precisely the evolution for Jacµ = ϱ/µ in equation (6.8).
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6.1.2. The Cauchy problem: breakdown of solutions. Using the explicit
formulas of Theorem 6.2 it possible to make conclusions regarding long time be-
haviour of solutions. For example, it turns out that all smooth (classical) solutions
of the Euler-Arnold equation (6.2) must break down in finite time.

Theorem 6.5. The lifespan of any (smooth) solution of the Cauchy problem
(6.2)-(6.3) constructed in Thmeorem 6.2 is

(6.9) 0 < Tmax =
π

2κ
+

1

κ
arctan

( 1

2κ
inf
x∈M

divµu0(x)
)
.

Furthermore, ∥u(t)∥C1 ↗ +∞ as t→ Tmax.

Proof. The theorem follows at once from formula (6.4) and divµu = h. Al-
ternatively, observe that formula (6.6) implies that the flow of u(t, x) ceases to be
a diffeomorphism at the critical time t = Tmax. □

This result can be also interpreted geometrically as saying that the corre-
sponding geodesics of the Fisher-Rao metric FR leave the set of positive densi-
ties Dens(M) and can be no longer lifted to a smooth curve of diffeomorphisms in
D(M).

6.1.3. Complete integrability. The equations induced by the gḢ1 metric in
Theorem 6.1 can be viewed as an infinite dimensional integrable system.

Theorem 6.6. The Euler-Arnold equation of the Fisher-Rao metric FR on
the space of densities Dens(M) is an infinite dimensional completely integrable
dynamical system.

Proof. This is essentially a consequence of the fact that (6.2) describes the
geodesic flow on the sphere S∞

L2(r) ⊂ L2(M,dµ) of radius r and it therefore admits
infinitely many first integrals in direct analogy with the finite dimensional case
Sn−1(r) ⊂ Rn. We refer to [53] for further details. □

Remark 6.7. It is natural to expect that in any dimension n the Euler-Arnold
equation (6.2) is integrable in that it admits a bi-hamiltonian structure. In the
one-dimensional case of the Hunter-Saxton equation (4.10) this fact is well known,
see e.g., [50].

Another direction, explored in [87], is related to Fisher–Rao metrics on graphs.
It developed the viewpoint of geometric mechanics to study flows of time-dependent
assigning labels to datapoints based on the metric distance between labels and data,
one of important problems in information geometry.

6.2. The metric space structure of the space of densities

Consider two smooth measures λ and ν on M that are absolutely continuous
with respect to the reference measure µ and have the same total volume µ(M). Let
dλ/dµ and dν/dµ be the respective Radon-Nikodym derivatives.

Theorem 6.8. The Riemannian distance between measures λ and ν induced
by the infinite dimensional Fisher-Rao metric FR on Dens(M) is

(6.10) distFR(λ, ν) =
√
µ(M) arccos

(
1

µ(M)

∫
M

√
dλ

dµ

dν

dµ
dµ

)
.



6.2. THE METRIC SPACE STRUCTURE OF THE SPACE OF DENSITIES 51

Equivalently, this distance can be computed as the Riemannian distance of
(5.1) between two diffeomorphisms ξ and ζ in D(M) which map the volume form
µ to λ and ν, respectively, from the formula

distḢ1(ξ, ζ) =
√
µ(M) arccos

(
1

µ(M)

∫
M

√
Jacµξ · Jacµζ dµ

)
.

Proof. Let f2 = dλ/dµ and g2 = dν/dµ. If λ = ξ∗µ and ν = ζ∗µ then using
the isometry given by the square root map Ψ of Theorem 5.5 it suffices to compute
the distance between the functions Ψ(ξ) = f and Ψ(ζ) = g considered as points on

the sphere S∞
L2(r) of radius r =

√
µ(M) with the metric induced from L2(M,dµ).

However, since geodesics of this metric are precisely the great circles, it follows that
the length of the corresponding arc joining f and g is

r arccos

(
r−2

∫
M

fg dµ

)
,

which is formula (6.10). □

Recall that the diameter of a Riemannian manifold is defined as the supremum
of the Riemannian distances between its points. Thus, in particular

diamFR
(
Dens(M)

)
= sup

{
distFR(λ, ν) | λ, ν ∈ Dens(M)

}
.

Corollary 6.9. The diameter of Dens(M) with the metric FR equals π
√
µ(M)/2,

i.e., it is a quarter of the circumference of the sphere in L2(M,dµ) of radius√
µ(M).

Proof. The upper bound follows easily from the formula (6.10) since the ar-
gument of the arccos function is always between 0 and 1. To see that it can be
arbitrarily close to 0 it suffices to choose the functions f and g as in the proof of
Theorem 6.8 with supports in disjoint subsets. □

The Riemannian distance of the metric FR on Dens(M) is closely related to
the Hellinger distance. Recall that the latter is defined to be

dist2H(λ, ν) =

∫
M

(√
dλ/dµ−

√
dν/dµ

)2
dµ

for any probability measures λ and ν on M which are absolutely continuous with
respect to µ. It is readily checked that if λ and ν coincide then distH(λ, ν) = 0 and

if they are mutually singular then distH(λ, ν) =
√
2. Of course, when comparing it

with (6.10) one needs to normalize all the measures involved.

Remark 6.10. The Hellinger distance is also related to the so-called Bhattacharyya
affinity BC by the formula

dist2H(λ, ν) = 2
(
1−BC(λ, ν)

)
see e.g., [21] for more information.

The following two corollaries can be readily verified using the isometry property
of Theorem 5.5.

Corollary 6.11. The Hellinger distance between two normalized densities dλ =
f2dµ and dν = g2dµ is equal to the distance in the Hilbert space L2(M,dµ) between
the functions f and g considered as points on the unit sphere S∞

L2 .
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α

0

λ ν
µ

distH(λ, ν)

distFR(λ, ν)

r = 1

S∞
L2 ⊂ L2(M,dµ)

Figure 6.1. The Hellinger distance distH(λ, ν) and the spherical
Hellinger distance distFR(λ, ν) between two densities dλ = f2dµ
and dν = g2dµ in S∞

L2 . The thick arc represents the image of D(M)
under the square root map Ψ.

Corollary 6.12. The Bhattacharyya coefficient BC(λ, ν) of two normalized den-
sities dλ = f2dµ and dν = g2dµ is equal to the inner product of the corresponding
(positive) functions f and g in L2(M,dµ), that is BC(λ, ν) =

∫
M
fg dµ.

Let 0 < α < π/2 denote the angle between two vectors f and g of the unit
sphere in L2(M,dµ). In this case we have

distH(λ, ν) = 2 sinα/2 and BC(λ, ν) = cosα

while

distFR(λ, ν) = arccosBC(λ, ν).

We can therefore refer to the Riemannian distance of the infinite dimensional Fisher-
Rao metric on Dens(M) as the spherical Hellinger distance; see Figure 6.1.

6.3. Factorizations via descending metrics

The purpose of this section is to give an abstract, geometric description of
the relation between “distance square” optimal transport problems and descending
metrics. Thereby, we can generalize the polar factorization result of Brenier [17] in a
geometric framework, which we can then apply in other settings. For example, as a
finite dimensional analogue, we show in Section 6.3.1 thatQR factorisation of square
matrices can be seen as polar factorisation corresponding to optimal transport of
inner products. The main result, however, is given in Section 6.4, where we apply
the framework in an information geometric context via the optimal information
transport problem, which gives a factorization of diffeomorphisms that is optimal
with respect to the information metric (5.5) and compatible with the Fisher-Rao
metric on Dens(M) (instead of the Wasserstein L2 distance, as in optimal mass
transport). For more details on the material presented here, we refer to [73, 74].
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Figure 6.2. Illustration of the principal bundle structure and the
associated Riemannian submersion that give rise to a factorization
of elements in the Lie group G. An arbitrary element g ∈ G is
projected to b′ = π(g). The geodesic in B between b and b′ is then
lifted to a horizontal geodesic in G whose endpoint k is an element
of the polar cone K. By construction, g and k belong to the same
fiber, which means that h = gk−1 is an element of the subgroup
Gb (the identity fiber). Thus, we obtain the factorization g = hk.

Abstractly, we formulate geometric optimal transport problems as follows. Let
G be a Lie group acting transitively from the right on a manifold B. We then equip
G with a cost function c : G × G → R+. This gives us a geometric formulation of
the Monge problem to find a transport map η:

(6.11) Given b, b′ ∈ B, find η ∈ {g ∈ G | b · g = b′} that minimize c(e, η).

We consider now the special case c = dist2, where dist is the geodesic distance
of a Riemannian metric G on G. In particular, we are interested in the case when
G is descending with respect to a fiber bundle structure π : G → B. In addition
to the vertical distribution VG, which is independent of the Riemannian structure,
one can then define the horizontal distribution as the sub-bundle of TG given by

(6.12) HgG = {X ∈ TgG | Gg(X,VgG) = 0}.

Let ΠH : TG → HG be the bundle map for the orthogonal projection. The optimal
transport problem (6.11) then reduces to the following:

(1) find the shortest curve on B connecting b and b′,
(2) lift that curve to a horizontal curve on G,
(3) take the endpoint as the solution.

This simplification utilizes that minimal geodesic curves between fibers are
horizontal:

Lemma 6.13 ([73]). Let (G,G) and (B,B) be Riemannian manifolds and let
π : G → B be a Riemannian submersion. Consider an arbitrary smooth curve
ζ : [0, 1] → G. Then there is a unique horizontal curve ζh : [0, 1] → G such that
ζh(0) = ΠHζ(0) and π ◦ ζ = π ◦ ζh. The length of the curve ζh with respect to the
Riemannian metric is less than or equal the length of the curve ζ, with equality if
and only if ζ is horizontal.
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Proof. For each t ∈ [0, 1] there is a unique decomposition ζ̇(t) = v(t) + h(t),
where v(t) ∈ Vζ(t) and h(t) ∈ Hζ(t)G. Thus, we have the curves t 7→ v(t) ∈ VG

and t 7→ h(t) ∈ HG. By the projection π we also get a curve ζ̄(t) = π(ζ(t)) ∈ B.
This curve can be lifted to a horizontal curve as follows. Take any time-dependent

smooth vector field X̄t on B for which ζ̄ is an integral curve, i.e., ˙̄ζ(t) = X̄t(ζ̄(t)).
Now lift X̄t to its corresponding horizontal section Xt(g) = (Tgπ)

−1 · X̄t(π(g)).
(We can do this since Tgπ : HgG → Tπ(g)B is an isomorphism.) Next, let ζh be
the unique integral curve of Xt with ζh(0) = ζ(0). By construction, π(ζh(t)) =

π(ζ(t)) and G(ζ̇h(t), ζ̇h(t)) = G(h(t), h(t)). Thus, G(ζ̇h(t), ζ̇h(t)) ≤ G(ζ̇(t), ζ̇(t)),
with equality if and only if ζ̇(t) ∈ HG.

It remains to show that ζh is unique. Assume ζ ′h : [0, 1] → G is another
horizontal curve with π ◦ ζ ′h = ζ̄ and ζ ′h(0) = ζ(0). By differentiation with respect
to t we obtain

Tζ′h(t)π · ζ̇ ′h(t) = ˙̄ζ(t) = X̄t(ζ̄(t)) = X̄t(π(ζ
′
h(t))) = Tζ′h(t)π ·Xt(ζ

′
h(t)).

Since ζ ′h is horizontal, it is an integral curve of Xt. Since ζ
′
h and ζh have the same

initial conditions, uniqueness of integral curves yield ζ ′h = ζh. This concludes the
proof. □

The key observation is that Lemma 6.13 reduces the abstract geometric Monge
problem (6.11) to a problem that can be formulated entirely on B, namely, to find
a minimal geodesic curve between the two given elements b, b′ ∈ B. In general,
this problem is not easier to solve than the original one, but if the geometry of the
Riemannian manifold (B,B) is such that any two elements in B are connected by
a minimal geodesic, then problem (6.11) simplifies significantly, as we shall see in
Proposition 6.14 below.

Let us now discuss the concept of polar factorisations and how it is related to
optimal transport problems. For a fixed b ∈ B, consider its isotropy sub-group

Gb = {g ∈ G | b · g = b}.
As a natural abstraction of the work of Brenier [17], consider the polar cone

(6.13) K = {k ∈ G | dist(e, k) ≤ dist(h, k), ∀h ∈ Gb}.
Expressed in words, the polar cone (6.13) consists of elements in G whose closest
point on the identity fiber is e.

Proposition 6.14. Let G be a right-invariant metric on G that descends to a
metric B on B with respect to the fiber bundle π(g) = b · g for some fixed b ∈ B.
Then the following statements are equivalent:

(1) For any b′ ∈ B, there exists a unique minimal geodesic between b and b′.
(2) For any b′′, b′ ∈ B, there exists a unique minimal geodesic from b′′ to b′.
(3) There exists a unique solution to the optimal transport problem (6.11)

with c = dist2, and that solution is connected to e by a unique minimal
geodesic.

(4) Every g ∈ G has a unique factorisation g = hk, with h ∈ Gb and k ∈ K,
and every k ∈ K is connected to e by a unique minimal geodesic.

Proof. 1 ⇒ 2. Since G is right-invariant, we get that if ζ : [0, 1] → G is a
minimal geodesic, then so is ζ · g for any g ∈ G. Since the action of G is transitive,
b′′ = b · g for some g ∈ G.
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2 ⇒ 3. Let ζ̄ : [0, 1] → B be the minimal geodesic from b to b′. By Lemma 6.13,
there is a unique corresponding horizontal geodesic ζ : [0, 1] → G with ζ(0) = e and
π(ζ(t)) = ζ̄(t). There cannot be any curve from e to π−1({b′}) shorter than ζ,
because then ζ̄ would not be a minimal geodesic. A curve from e to π−1

b ({b′}) of
the same length as ζ must be horizontal (by Lemma 6.13), and therefore equal to ζ
(also by Lemma 6.13). Thus, if q ∈ π−1({b′})\{ζ(1)} then dist(e, q) > dist(e, ζ(1)),
so ζ(1) is the unique solution to problem (6.11). Also, ζ is a unique minimal
geodesic between e and ζ(1).

3 ⇒ 4. Let k be the unique solution to (6.11) with b′ = π(g). Then k and g
belong to the same fiber, so g = hk for some unique element h ∈ Gb. There cannot
be another such factorization g = h′k′, because then k would not be a unique
solution to (6.11). Now take any k ∈ K. Then k is the unique solution to (6.11)
with b′ = π(k), and that solution is connected to e by a unique minimal geodesic.
Thus, any k ∈ K is connected to e by a unique minimal geodesic.

4 ⇒ 1. For any b′ ∈ B we can find g ∈ G such that b′ = b · g = π(g), which
follows since the action is transitive. Let g = hk be the unique factorization, and
let ζ : [0, 1] → G be the unique minimal geodesic from e to k. Assume now that ζ is
not horizontal. Then, by Lemma 6.13, we can find a horizontal curve ζh : [0, 1] → G
with ζh(0) = k and ζh(1) ∈ Gb that is strictly shorter than ζ. Since ζ is a unique
minimal geodesic between e and k, it cannot hold that ζh(1) = e. Thus, k /∈ K
since there is a point ζh(1) on the identity fiber closer to k than e, so we reach a
contradiction. Therefore, ζ must be horizontal, so it descends to a corresponding
geodesic ζ̄ between b and b′. The geodesic ζ̄ must be unique minimal, otherwise ζ
cannot be unique minimal.

This concludes the proof. □

Remark 6.15. Notice that G acts on the right and the Riemannian metric G
is right-invariant. This situation is geometrically different from the setup of the
Wasserstein-Otto metric in optimal mass transport, where the action is on the left
and the Riemannian metric is semi right-invariant (it is right-invariant only with
respect to the isotropy subgroup). Thus, on some fundamental level, this is what
distinguishes optimal mass transport from information geometry.

6.3.1. Optimal transport of inner products and QR factorisation. In
this section we show how the QR factorization of square matrices is related to
optimal transport of inner products on Rn in accordance with the abstract transport
framework just presented. One can think of this example as a finite-dimensional
analogue of optimal information transport problem, which we describe in Section 6.4
below. It also gives some geometric insight into theQR and Cholesky factorizations.
For further details, we refer the reader to Modin [74].

Let G = GL+(n,R) = {A ∈ GL(n,R) | detA > 0} and let B = SPDn be the
manifold of inner products on Rn. The manifold SPDn is identified with the space
of symmetric positive definite n× n matrices; if M is a symmetric positive definite
matrix, then the corresponding inner product is ⟨x,y⟩M = x⊤My. Note that SPDn
is a convex open subset of the vector space Sn of all symmetric n× n matrices.

An element A ∈ GL+(n,R) acts on M ∈ SPDn from the right by M · A =
A⊤MA. This action is transitive and the lifted action is given by U · A = A⊤UA,
where U ∈ TMSPDn = Sn.
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Let I denote the identity matrix, which is an element in both GL+(n,R) and
SPDn. Consider the projection π : GL+(n,R) → SPDn given by π(A) = I · A =
A⊤A. The corresponding isotropy group is GI = SO(n), because

π(QA) = A⊤Q⊤QA = A⊤A = π(A)

with equality if and only if Q ∈ O(n) ∩GL+(n,R) = SO(n) and therefore we have
a principal bundle

(6.14) SO(n) ↪−→ GL+(n,R) πI−−→ SPDn.

There is a natural metric h on SPDn given by

(6.15) hM (U, V ) = tr(M−1UM−1V ), U, V ∈ TMSPDn.

This metric is invariant with respect to the action, since

hM ·A(U ·A, V ·A) = tr((A⊤MA)−1A⊤UA(A⊤MA)−1A⊤V A)

= tr(A−1M−1A−⊤A⊤UAA−1M−1A−⊤A⊤V A)

= tr(A−1M−1UM−1V A)

(using cyclic property: tr(ABC) = tr(BCA))

= tr(M−1UM−1V AA−1)

= tr(M−1UM−1V ) = hM (U, V ).

In fact, this is precisely the Fisher-Rao metric restricted to Gaussian density func-
tions on Rn (see [74, Lemma 3.3]). Indeed, M ∈ SPDn is associated with the
Gaussian density

ρM (x) =

√
detW

(2π)n
exp(−1

2
x⊤Mx).

We proceed by constructing a compatible metric on GL+(n,R). Consider the
projection operator ℓ : gl(n,R) → gl(n,R) given by

ℓ(U)ij =

{
Uij if i ≥ j,

0 otherwise.

In other words, ℓ(U) is zero on the strictly upper triangular entries and is equal
to U elsewhere. Let g be the right-invariant metric on GL+(n,R) defined by

(6.16) gI(u, v) = tr
(
ℓ(u)⊤ℓ(v)

)
+ tr

(
(u+ u⊤)(v + v⊤)

)
.

Using right translations we have gA(U, V ) = gI(UA
−1, V A−1). The orthogonal

complement of TISO(n) = so(n) with respect to gA consists of the upper triangular
matrices. Indeed, since matrices in so(n) are skew symmetric, the second term
in (6.16) vanishes if either u or v belong to so(n). In mathematical terms

so(n)⊤ = upp(n) := {u ∈ gl(n) | ℓ(u) = 0}.

Proposition 6.16. The right-invariant metric g on GL+(n,R) is descending with
respect to the principal bundle structure (6.14). The corresponding metric on SPDn
is given by h in the formula (6.15).
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Proof. By Proposition 4.8 we need to show that

gI(adξ(u), v) + gI(u, adξ(v)) = 0, ∀u, v ∈ upp(n), ξ ∈ so(n).

We have

gI(adξ(u), v) = tr
(
([ξ, u] + [ξ, u]⊤)(v + v⊤)

)
= tr

(
([ξ, u+ u⊤])(v + v⊤)

)
.

By the cyclic property of the trace

tr
(
([ξ, u+ u⊤])(v + v⊤)

)
= −tr

(
(u+ u⊤)([ξ, v + v⊤])

)
= −tr

(
(u+ u⊤)([ξ, v] + [ξ, v]⊤])

)
= −gI(u, adξ(v)).

Therefore, the metric is descending. If u ∈ upp(n), then TIπ · u = u+ u⊤, so

gI(u, v) =
1

4
tr
(
(u+ u⊤)(v + v⊤)

)
= hI(TIπ · u, TIπ · v).

Since h is right-invariant, g descends to h (up to scaling which can be checked
manually). This proves the result. □

The horizontal distribution is given by HAG = upp(n)A. Something special
happens in this case, namely, upp(n) is a Lie algebra (closed under the matrix
commutator). Consequently, the horizontal distribution is integrable. Its integral
manifold through the identity is the Lie group Upp(n) of upper triangular n ×
n matrices with strictly positive diagonal entries. Observe that Upp(n) forms the
polar cone (6.13).

Let A ∈ GL+(n,R). If there exists a unique minimal geodesic ζ̄ : [0, 1] → SPDn
from I to π(A), then, by Proposition 6.14, we obtain a factorization A = QR, with
Q ∈ SO(n) and R ∈ Upp(n). Since the metric (6.16) is smooth, it follows from
standard Riemannian considerations that there exists a neighborhood O ⊂ SPDn
of I such that any element in O is connected to I by a unique minimal geodesic.
In fact, this can be extended to a global result (see [74, Lemma 3.8]). Therefore,
A has a unique QR factorization.

Proposition 6.17 (QR, or Iwasawa, factorization). Let A ∈ GL+(n,R). Then
there exists a unique Q ∈ SO(n) and an unique R ∈ Upp(n) such that A = QR.

In summary, the upper triangular matrix R corresponding to A solves the prob-
lem of optimally (with respect to the cost function given by the distance function
dist2 corresponding to the metric G) transporting the Euclidean inner product on
Rn to the inner product defined by M = A⊤A. In addition, the factor R is the
transpose of the Cholesky factorization of M . Indeed, if L = R⊤ then

M = π(A) = π(R) = R⊤R = LL⊤.

Remark 6.18. The above setting can be extended to GL(n,C) by replacing SO(n)
with U(n) and every transpose with the Hermitian conjugate.

Remark 6.19. One motivation for the constructions in [82] was to study gradient
flows with respect to the Wasserstein metric in optimal mass transport. Analogous
gradient flows for the optimal transport problem in this section are related to the
Toda flow, the “QR algorithm” [39], Brockett’s flow for continuous diagonalization
of matrices [18], and the incompressible porous medium equation [54].
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6.4. Information theoretic factorization of diffeomorphisms

We next turn to an example of particular interest, namely G = D(M) and
B = Dens(M). Recall from Theorem 5.3 that the information metric on D(M)
descends to the Fisher metric on Dens(M). Also, we have that

• the action of η ∈ D(M) on ν ∈ Dens(M) is ν · η = η∗ν, so the projection
is π(η) = η∗µ;

• D(M) and Dens(M) are Fréchet manifolds;
• the projection π : D(M) → Dens(M) is smooth (in the Fréchet topology);
• any ν, µ ∈ Dens(M) are connected by a unique Fisher-Rao geodesic (as
follows from the square root map discussed above).

Thus, all prerequisites in Proposition 6.14 are fulfilled.
The information metric on D(M) allows us to obtain a non-degenerate optimal

transport formulation in accordance with the abstract framework in the previous
section. In particular, we obtain a factorization result for diffeomorphisms.

Let λ, ν ∈ Dens(M). Consider the following transport problem:

(6.17) Find φ ∈ {η ∈ D(M) | η∗λ = ν} minimizing dist2(e, φ).

Here, dist is the Riemannian distance corresponding to the information metric (5.5).
Since it descends to Fisher’s information metric, we will refer to the problem in
(6.17) as the optimal information transport which consists in finding the optimal
diffeomorphism that pulls one prescribed probability density λ to another ν.

As already discussed above, Friedrich [34] showed that the Fisher metric has
constant curvature and its geodesics are thus easy to analyze. Indeed, recall the
infinite dimensional sphere of radius r =

√
µ(M)

S∞(M) =
{
f ∈ C∞(M) | ⟨f, f⟩L2 = µ(M)

}
,

which is a Fréchet submanifold of C∞(M). The L2 inner product restricted to
S∞(M) provides a weak Riemannian metric whose geodesic spray is nonetheless
smooth. In fact, the geodesics are precisely the great circles and hence S∞(M) is

geodesically complete with diameter given by π
√
µ(M).

Let O(M) = {f ∈ S∞(M) | f > 0} denote the set of positive functions of L2-

norm
√
µ(M). O(M) is an open subset of S∞(M) and therefore a Fréchet manifold

itself. The following result is a more precise reformulation of Theorem 5.5 above,
see also [53].

Theorem 6.20. The map

Φ: Dens(M) ∋ ν 7−→
√
ν

µ

is an isometric diffeomorphism Dens(M) → O(M). The diameter of O(M) (and

hence Dens(M)) is π
2

√
µ(M).

If f, g ∈ O(M), then there is a unique minimal geodesic σ : [0, 1] → S∞(M)
from f to g which is contained in O(M), i.e., O(M) is a convex subset of S∞(M).
Indeed, the minimal geodesic is explicitly given by

(6.18) σ : [0, 1] ∋ t 7−→
sin
(
(1− t)θ

)
sin θ

f +
sin(tθ)

sin θ
g
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where θ = arccos
(

⟨f,g⟩L2

µ(M)

)
. The polar cone of D(M) with respect to the informa-

tion metric (5.5) is

(6.19) K(M) =
{
φ ∈ D(M) | dist∆(e, φ) ≤ dist∆(η, φ), ∀ η ∈ Dµ(M)

}
.

There is a unique minimal geodesic between µ and any ν ∈ Dens(M), so from
Proposition 6.14 every ψ ∈ K(M) is the endpoint of a minimal horizontal geodesic
ζ : [0, 1] → D(M) with ζ(0) = e. Since ζ is horizontal, it is of the form ζ(t) =
Expe(t∇(w0)) for a unique w0 ∈ C∞(M), where Exp: TD(M) → D(M) denotes
the Riemannian exponential corresponding to the information metric.

Let φ ∈ D(M). Due to the explicit form (6.18) of minimal geodesics in O(M),
thus Dens(M), we can compute the function w0 ∈ C∞(M) such that Expe(∇(w0))
is the unique element in K(M) belonging to the same fiber as φ. Indeed,

Teπµ · ∇(w0) =
d

dt

∣∣∣
t=0

πµ(Expe(t∇(w0)))

=
d

dt

∣∣∣
t=0

πµ(ζ(t)) =
d

dt

∣∣∣
t=0

σ(t)2µ = 2σ̇(0)σ(0)µ,

where σ(t) is the curve (6.18) with f = 1 and g =
√

Jac(φ) (the Jacobian is defined
by Jac(ψ)µ = ψ∗µ). Since σ(0) = 1 and Teπµ · ∇(w0) = L∇(w0)µ = ∆w0µ, we get

(6.20) ∆w0 =
2θ
√
Jac(φ)− 2θ cos(θ)

sin θ
, θ = arccos

(∫
M

√
Jac(φ)µ

µ(M)

)
.

How do we compute the horizontal geodesic ζ(t) = Expe(t∇(w0))?
One way is to solve the geodesic equation with u(0) = ∇(w0), and recon-

struct ζ(t) by integrating the non-autonomous equation ζ̇(t) = u(t) ◦ ζ(t) with
ζ(0) = e. From [53, Proposition 4.5] and the isomorphism Teπµ : ∇(C∞(M)) →
TµDens(M), the solution exists for t ∈ [0, 1] (for details on the maximal existence
time, see [53, § 4.2]).

Another way is to directly lift the geodesic curve (6.18) by the technique in the
proof of Lemma 6.13. Indeed, the geodesic ζ̄(t) in Dens(M) corresponding to ζ(t)
is given by ζ̄(t) = Φ−1(σ(t)) = σ(t)2µ. Since πµ(ζ(t)) = ζ̄(t) and

TRζ(t)−1(ζ(t), ζ̇(t)) = (e, ζ̇(t) ◦ ζ(t)−1) = (e,∇(wt)), wt ∈ Hs+1(M)

we conclude

˙̄ζ(t) = Te(R̄ζ(t) ◦ πµ) · ∇(wt)

= ζ(t)∗
(
L∇(wt)µ

)
= div(∇(wt)) ◦ ζ(t)Jac(ζ(t))µ.

From ˙̄ζ(t) = 2σ̇(t)σ(t)µ and Jac(ζ(t)) = σ(t)2, we get

2σ̇(t)σ(t) =
(
∆wt ◦ ζ(t)

)
σ(t)2.
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The horizontal geodesic ζ(t) is now constructed by solving the following non-
autonomous ordinary differential equation on D(M)

ζ̇(t) = ∇(wt) ◦ ζ(t), ζ(0) = e

∆wt =
2σ̇(t)

σ(t)
◦ ζ(t)−1

σ(t) =
sin
(
(1− t)θ

)
sin θ

+
sin(tθ)

sin θ

√
Jac(φ), θ = arccos

(∫
M

√
Jac(φ)µ

µ(M)

)
.

(6.21)

Explicitly, the vector field Xt on D(M) is

Xt : ζ 7→ ∇̃ ◦ ∆̃−1
(
ζ,

2σ̇(t)

σ(t)

)
= ∇

(
∆−1

(2σ̇(t)
σ(t)

◦ ζ−1
))

◦ ζ.

That is, equation (6.21) is the non-autonomous ordinary differential equation

ζ̇(t) = Xt(ζ(t)), ζ(0) = e.

Smoothness of Xt is obtained by standard techniques for conjugation of diffeomor-
phisms (see, e.g., [73, Lemma 3.4]).

In summary, we have proved the following “information factorization” result
for diffeomorphisms.

Theorem 6.21. Every φ ∈ D(M) admits a unique factorisation φ = η ◦ ψ,
with η ∈ Dµ(M) and ψ ∈ K(M). We have ψ = Expe(∇(w0)) with w0 given
by equation (6.20). There is a unique minimal geodesic ζ(t) with ζ(0) = e and
ζ(1) = ψ; it can be computed by solving equation (6.21). The geodesic ζ(t) is
horizontal.

The result in Theorem 6.21 is a Fisher-Rao analogue of Brenier’s [17] result
on factorizations of maps that give unique solutions to the Wasserstein L2 optimal
mass transport problem. Indeed, the element ψ in Theorem 6.21 is the information
optimal diffeomorphism which maps µ ∈ Dens(M) to ν = φ∗µ.

6.5. Entropy, Fisher information, and gradient flows

Perhaps the most central concept in information theory is entropy , introduced
by Shannon [93] as a measure of information. The basic idea is as follows. Consider
a set with k entries and suppose that you encode a piece of information, for example
a message, by a string of n elements from the set. The total number of possibilities
is, of course, kn. Thus, one could say that the information content is expressed
by kn however Shannon defined it for such a string as log(kn). This makes sense,
because it means that a string of 2n elements contains twice as much information.
But this definition of information assumes that each possible message is equally
likely and therefore depends on how the messages are encoded. Indeed, consider a
pool of m possible messages. These can be encoded by a string of n entries as long
as kn ≥ m, yet the information as defined above grows linearly with n. Shannon’s
real insight was to assign information instead to the probability distribution on a set
X of possible messages. If the values are distributed according to the distribution
function p : X → [0, 1] then the information content of a sample x ∈ X is defined as
− log p(x). Thus, the less likely an element is, the greater its information content.
This definition of information is independent of how the messages are encoded.
Furthermore, it is consistent with the previous one, as can be seen by taking X =
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{1, . . . , k}n and assigning equal probabilities p = 1/kn to each element. For an
arbitrary distribution p(x), Shannon considered the expected information carried
by a (discrete) probability distribution p and he called it entropy1

S(p) := E[− log p] = −
∑
x∈X

p(x) log p(x).

This entropy functional turned out to be extremely useful in building a theory of
information (or “theory of communication”, as Shannon called it).

In the context of diffeomorphisms, we consider an infinitesimal analog of Shan-
non’s definition, where the set X is replaced by a manifold M and the discrete
probability distribution p by a density ν ∈ Dens(M). From this viewpoint, it is
clear that Shannon’s entropy is not invariantly defined: it depends on a minimal
entropy configuration µ (which in the discrete case was assumed to be the uniform
distribution). Informally, the analog of the message string is a configuration of a
point cloud inM (or, in hydrodynamical terms, a fluid particle configuration). The
set of transformations that re-encodes messages (i.e., point clouds) without chang-
ing their information content is then Dµ(M), whereas a general diffeomorphism
changes information.

But what is the geometric link between entropy and the Fisher-Rao metric?
To answer that question, let us first give the geometrically natural, infinitesimal
analog of Shannon’s entropy and another functional introduced by Fisher [33].

Definition 6.22. The entropy of a probability distribution ν ∈ Dens(M) relative
to a reference distribution µ ∈ Dens(M) is given by

Sµ(ν) = −
∫
M

log

(
ν

µ

)
ν.

The Fisher information functional I(ρ) of the density ρ = ν/µ is defined as

I(ρ) :=

∫
M

|∇ρ|2

ρ
µ .

A relation between these two quantities is shown in the following proposition
(which can be also used as a definition).

Proposition 6.23. The rate of change of the entropy along trajectories of the heat
equation is equal to the Fisher information functional.

Proof. Consider a curve ν(t) inDens(M). The infinitesimal change of entropy
along this curve is

d

dt
Sµ(ν) = −

∫
M

ν̇

µ

µ

ν
ν −

∫
M

log

(
ν

µ

)
ν̇ = −

∫
M

(
log

(
ν

µ

)
+ 1

)
ν̇.

Since TνDens(M) = {ν̇ |
∫
M
ν̇ = 0} we get

d

dt
Sµ(ν) = −

∫
M

log

(
ν

µ

)
ν̇ =

∫
M

log
(µ
ν

)
ν̇.

1Contrary to science folklore, it was not John von Neumann who suggested the term. Shannon
himself saw the connection to thermodynamics and therefore named it “entropy”.
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Let ρ = ν/µ and assume that µ is the Riemannian volume form. Along the heat
flow ρ̇ = ∆ρ we then get

d

dt
Sµ(ν) = −

∫
M

log

(
ν

µ

)
∆ρµ =

∫
M

∇ log

(
ν

µ

)
· ∇ρ µ

=

∫
M

|∇ρ|2

ρ
µ =: I(ρ) .

□

There are various ways of linking the Fisher information functional and the
Fisher-Rao metric. The following, adapted from [53, Proposition 6.1], exhibits
again a link with the heat flow, but now with respect to the Fisher-Rao metric
instead of the Wasserstein-Otto metric as in Proposition 6.23.

Corollary 6.24. The gradient flow of I(ρ) with respect to the Fisher-Rao metric
recovers the standard heat flow.

Proof. First note that I(ρ) = 4
∫
M
|∇√

ρ|2 µ. The gradient of the Fisher
information functional with respect to the Fisher-Rao metric is given by

1

4

d

dt
I(ρ) =

∫
M

2
ρ̇
√
ρ
∆
√
ρµ = FR(ρ̇, 2

√
ρ∆

√
ρ).

Thus, the gradient flow of I(ρ) with respect to the Fisher-Rao metric is

ρ̇ = 2
√
ρ∆

√
ρ− cρ.

Under the square root map r =
√
ρ this gradient flow again recovers the standard

heat flow

ṙ = ∆r − c

2
r.

where c ∈ R is a Lagrange multiplier determined so that
∫
M
ρ̇ µ = 0 (see [53,

Proposition 6.1] for details). □

Corollary 6.25. The gradient flow of Sµ(ν) with respect to the Fisher-Rao metric
is given by

ν̇ = − log

(
ν

µ

)
ν + cν,

where c is a Lagrange multiplier, determined so that
∫
M
ν̇ = 0. Under the change

of variables ν/µ = exp(f) the flow becomes

ḟ = −f + c

where c now corresponds to the constraint
∫
M

exp(f)µ = 1.

6.6. Sasaki-Fisher-Rao metric and the Madelung transform

6.6.1. The Madelung transform as a symplectomorphism. Being pub-
lished in 1926, the Schrödinger equation almost immediately received a hydrody-
namical reformulation. Namely, in 1927 Madelung [66] proposed to view it as as the
Euler equation for a compressible-type fluid. It turned out that this reformulation
has a special meaning in the context of information geometry.
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Figure 6.3. Illustration of the Madelung transform Φ given by
(6.22). It is a Kähler map from T ∗Dens(M) to PC∞(M,C \ 0) ⊂
PC∞(M,C).

Definition 6.26. Let ρ and θ be real-valued functions on M with ρ > 0. The
Madelung transform is the mapping Φ: (ρ, θ) 7→ ψ defined by

(6.22) Φ(ρ, θ) :=
√
ρ exp(iθ).

Note that Φ is a complex extension of the square root map described in Theo-
rem 5.5.

It turns out that the Madelung transform induces a symplectomorphism from
the cotangent bundle of probability densities to the projective space of non-vanishing
complex functions. Namely, let PC∞(M,C) stand for the complex projective
space of smooth complex-valued functions on M . Its elements can be regarded
as cosets [ψ] fibering the L2-sphere of smooth functions, where ψ′ ∈ [ψ] if and only
if ψ′ = exp(iα)ψ for some α ∈ R. The space PC∞(M,C\{0}) of non-vanishing
complex functions is a submanifold of PC∞(M,C).

Theorem 6.27. [51] For a simply-connected manifold M the Madelung trans-
form (6.22) induces a map

(6.23) Φ: T ∗Dens(M) → PC∞(M,C\{0})
which is a symplectomorphism (in the Fréchet topology of smooth functions) with
respect to the canonical symplectic structure of T ∗Dens(M) and the complex pro-
jective structure of PC∞(M,C).

The Madelung transform has already been shown to be a symplectic submer-
sion from T ∗Dens(M) to the unit sphere of non-vanishing wave functions by [98].
By considering projectivization PC∞(M,C\{0}) one obtains a stronger, symplec-
tomorphism property stated in the above theorem.

6.6.2. Relation of the Fubini-Study and Sasaki-Fisher-Rao metrics.
Now equip the spaces T ∗Dens(M) and PC∞(M,C) with suitable Riemannian struc-
tures. For the tangent bundle TT ∗Dens(M) of T ∗Dens(M) its elements are 4-tuples
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(ϱ, θ, ϱ̇, θ̇) with ϱ ∈ Dens(M), [θ] ∈ C∞(M)/R, ϱ̇ ∈ Ωn0 (M) and θ̇ ∈ C∞(M) subject
to the constraint

(6.24)

∫
M

θ̇ϱ = 0.

Definition 6.28. The Sasaki (or Sasaki-Fisher-Rao) metric on T ∗Dens(M) is the
lift of the Fisher-Rao metric (5.8) from Dens(M):

(6.25) SFR∗
(ϱ,[θ])

(
(ϱ̇, θ̇), (ϱ̇, θ̇)

)
=

1

4

∫
M

((
ϱ̇

ϱ

)2

+ θ̇2

)
ϱ.

The canonical metric on PC∞(M,C)

(6.26) FS∗
ψ(ψ̇, ψ̇) =

⟨ψ̇, ψ̇⟩
⟨ψ,ψ⟩

− ⟨ψ, ψ̇⟩⟨ψ̇, ψ⟩
⟨ψ,ψ⟩2

is the (infinite dimensional) Fubini-Study metric.

Theorem 6.29. [51] For a simply-connected underlying manifoldM the Madelung
transform (6.23) is an isometry between T ∗Dens(M) equipped with the Sasaki-
Fisher-Rao metric (6.25) and PC∞(M,C\{0}) equipped with the Fubini-Study met-
ric (6.26).

Since the Fubini-Study metric together with the complex structure of PC∞(M,C)
defines a Kähler structure, it follows that T ∗Dens(M) also admits a natural Kähler
structure compatible with its canonical symplectic structure.

Remark 6.30. If the manifold M is not simply-connected, the space of nonva-
nishing wave functions consists of infinitely many components. Indeed, a wave
function changing along a closed non-contractible path in M by exp(2πki) for
k ∈ Z are univalued on M . Different k correspond to wave functions lying in
different connected components of C∞(M,C \ {0}). On the other hand, the space
T ∗Dens(M) is connected and contractible. The above theorems establish that ev-
ery connected component of the space PC∞(M,C\{0}) is symplectomorphic and
isomeric to T ∗Dens(M), just like in the case of a simply-connected M .

Futhermore, for wave functions with zeros in M one can observe a similar
phenomenon: wave functions can gain an extra factor exp(2πi) on a small path
around zeros of ψ (a nontrivial “monodromy” around zero). Moreover, this is a
typical situation whenever zero is a non-critical value of ψ: the zero level in the
latter case has codimension 2 in M , and there is a non-contactible path around it.
Thus not all pairs (ρ, θ) can be obtained as the Madelung images of wave functions,
but only those satisfying certain “quantization conditions”, as was pointed out by
Wallstrom [100]. It is a very interesting phenomenon, which stirred numerous
attempts to explain it and broad discussions in the area, see e.g. [25, 35].

It would be very interesting to approach this “quantization conditions” for
the Madelung transform from the point of view of its symplectic, isometric, and
momentum map properties, cf. [36, 51]. This would allow one to extend the Kähler
framework described above to the case of wave functions with zeros.

6.6.3. Geodesics of the Sasaki-Fisher-Rao metric.
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Definition 6.31. The 2-component Hunter-Saxton (2HS) equation is a system of
two equations

(6.27)

{
u̇xx = −2uxuxx − uuxxx + σσx,
σ̇ = −(σu)x

where u(t, x) and σ(t, x) are time-dependent periodic functions on the line. It can
be viewed as a high-frequency limit of the two-component Camassa-Holm equation,
cf. [103].

It turns out that this system is closely related to the Kähler geometry of the
Madelung transformation and the Sasaki-Fisher-Rao metric (6.25). Namely, con-
sider the semi-direct product G = D0(T)⋉ C∞(T,T), where D0(T) is the group of
circle diffeomorphisms fixing a prescribed point and C∞(T,T) stands for T-valued
maps of a circle. Define a right-invariant Riemannian metric on G given at the
identity by

g(e,0)
(
(u, σ), (v, τ)

)
=

1

4

∫
T
(uxvx + στ) dx.

If t → (φ(t), α(t)) is a geodesic in G then u = φ̇ ◦ φ−1 and σ = α̇ ◦ φ−1 satisfy
equations (6.27), cf. [57]. Lenells [63] showed that the map

(6.28) (φ, α) 7→
√
φx exp (iα)

is an isometry from G to an open subset of S∞ = {ψ ∈ C∞(T,C) | ∥ψ∥L2 = 1}.
Moreover, solutions to (6.27) satisfying

∫
T σdx = 0 correspond to geodesics on the

complex projective space PC∞(T,C) equipped with the Fubini-Study metric. It
turns out that this isometry is a particular case of Theorem 6.29.

Proposition 6.32. [52, 63] The 2-component Hunter–Saxton equation (6.27) with
initial data satisfying

∫
T σ dx = 0 is equivalent to the geodesic equation of the Sasaki-

Fisher-Rao metric (6.25) on T ∗Dens(T).

Indeed, the mapping (6.28) can be expressed as (φ, α) 7→ Φ(π(φ), α), where Φ
is the Madelung transform and π is the projection φ 7→ φ∗µ specialized to the case
M = T.

Remark 6.33. Observe that if σ = 0 at t = 0 then σ(t) = 0 for all t and the 2-
component Hunter-Saxton equation (6.27) reduces to the standard Hunter-Saxton
equation (4.10). Geometrically, this is a consequence of the fact that horizontal
geodesics on T ∗Dens(M) with respect to the Sasaki-Fisher-Rao metric descend to
geodesics on Dens(M) with respect to the Fisher-Rao metric.

6.6.4. Quantum mechanics as a compressible fluid. So far we almost
exclusively discussed the geodesic equations, whose energy has only kinetic com-
ponent. Now extend this study to Newton-type equations by allowing an addi-
tional potential energy. Namely, let ψ be a wavefunction and consider the family
of Schrödinger (or Gross-Pitaevsky) equations (with Planck’s constant ℏ = 1 and
mass m = 1/2) of the form

(6.29) iψ̇ = −∆ψ + V ψ + f(|ψ|2)ψ,
where V : M → R and f : R → R. If f ≡ 0 we obtain the linear Schrödinger
equation with potential V . If V ≡ 0 then we obtain the family of non-linear
Schrödinger equations (NLS); common examples are f(a) = κa and f(a) = 1

2 (a −
1)2.
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The Schrödinger equation (6.29) is a Hamiltonian equation with respect to the
symplectic structure on L2(M,C), induced by the complex structure J : ψ 7→ iψ.
The Hamiltonian associated with (6.29) is

H(ψ) =
1

2
∥∇ψ∥2L2(M,C) +

1

2

∫
M

(
V |ψ|2 + F (|ψ|2)

)
µ,

where F : R → R is a primitive of f .
Observe that the L2 norm of a wave function satisfying the Schrödinger equa-

tion (6.29) is conserved in time, and we will restrict it to the unit sphere. Further-
more, the equation is also equivariant with respect to a constant change of phase
ψ(x) 7→ eiαψ(x) and so it descends to the projective space PC∞(M,C). Geometri-
cally, the Schrödinger equation is thus an equation on the complex projective space,
cf. [56].

Proposition 6.34 (cf. [66, 98, 51]). The Madelung transform Φ maps the family
of Schrödinger equations (6.29) to the system

(6.30)

v̇ +∇vv +∇
(
V + f(ρ)−

2∆
√
ρ

√
ρ

)
= 0

ρ̇+ div(ρv) = 0 .

for a gradient field v = ∇θ and a density ρ, which is a family of Newton’s equations
on Dens(M) equipped with the Wasserstein-Otto metric (4.19) and with potential
functions

(6.31) Ū(ϱ) =
1

2
I(ϱ) +

∫
M

V ϱ+

∫
M

F (ρ)µ,

where I is the Fisher information functional

(6.32) I(ϱ) =

∫
M

∥∇ρ∥2

ρ
µ, with ρ =

ϱ

µ
,

cf. Definition 6.22.

Thus the Hamiltonian system (6.30) on T ∗Dens(M) for potential solutions is
mapped to the Schrödinger equation (6.29) by a symplectomorphism. Conversely,
classical hydrodynamic PDEs can be expressed as NLS-type equations. In partic-
ular, potential solutions of the compressible Euler equations (6.30) of a barotropic
fluid can be formulated as an NLS equation with Hamiltonian

(6.33) H(ψ) =
1

2
∥∇ψ∥2L2 −

1

2
∥∇|ψ|∥2L2 +

∫
M

e(|ψ|2)|ψ|2µ.

The choice e = 0 gives a Schrödinger formulation for potential solutions of Burg-
ers’ equation, whose solutions describe geodesics of the Wasserstein-Otto metric
(4.19) on Dens(M). Thus the geometric framework connects optimal transport for
cost functions with potentials, the compressible Euler equations and the NLS-type
equations described above. In particular, this opens the way to transfer rigorous
constructions of Hamiltonian structures between the NLS and fluid equations, cf.
[70].

Note also that we also encounter the Fisher information functional in the con-
text of entropy in Proposition 6.23.



6.6. SASAKI-FISHER-RAO METRIC AND THE MADELUNG TRANSFORM 67

Figure 6.4. Illustration of the vortex filament flow. The curve
T ∋ x 7→ γ(t, x) ∈ R3 evolves in time such that the points on the
curve move orthogonally to the osculating plane. The Madelung
transform maps this system to a non-linear Schrödinger equation
on R.

Example 6.35. Possibly the most well-known example of the correspondence
above is the celebrated vortex filament (or binormal) equation

γ̇ = γ′ × γ′′ .

It is an evolution equation for a (closed) curve γ ⊂ R3, where γ = γ(t, x) and
γ′ := ∂γ/∂x and where x is the arc-length parameter (see Figure 6.4). It describes
a localized induction approximation of the 3D Euler equation, where vorticity of
the initial velocity field is supported on a curve γ.

This equation is known to be Hamiltonian with respect to the Marsden-Weinstein
symplectic structure on the space of curves in R3 with Hamiltonian given by the
length functional, see e.g. [67, 7]. On the other hand, it becomes the equation of
the 1D barotropic-type fluid (6.33) with ρ = k2 and v = τ , where k and τ denote
curvature and torsion of the curve γ, respectively.

In 1972 Hasimoto [43] discovered a surprising transformation assigning a wave
function ψ : R → C to a curve γ with curvature k and torsion τ , according to the
formula

(6.34) (k(x), τ(x)) 7→ ψ(x) = k(x)ei
∫ x τ(x̃)dx̃.

This map takes the vortex filament equation to the 1D NLS equation iψ̇ + ψ′′ +
1
2 |ψ|

2ψ = 0 . In particular, the filament equation becomes a completely integrable
system (since the 1D NLS is one) whose first integrals are obtained by pulling back
those of the NLS equation.

Proposition 6.36. The Hasimoto transformation is the Madelung transform in
the 1D case.

This can be seen by comparing Definition 6.26 and Equation (6.34). Alterna-

tively, one can note that for ψ(x) =
√
ρ(x) exp(iθ(x)/2) the pair (ρ, v) with v = ∇θ

satisfies the compressible Euler equation, while in the 1D case these variables are
expressed via the curvature

√
ρ =

√
k2 = k and the (indefinite) integral of torsion

θ(x)/2 =
∫ x

v(x̃)dx̃ =
∫ x

τ(x̃)dx̃.
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Remark 6.37. The filament equation has a higher dimensional analog for mem-
branes (i.e., compact oriented surfaces Σ of codimension 2 in Rn) as a skew-mean-
curvature flow

∂tq = J(MC(q))

where q ∈ Σ is any point of the membrane, MC(q) is the mean curvature vector to Σ
at the point q and J is the operator of rotation by π/2 in the positive direction (i.e.
the operator of almost complex structure) in every normal space to Σ [46, 49]. This
equation is again Hamiltonian with respect to the Marsden-Weinstein structure on
membranes of codimension 2 [67] and with a Hamiltonian function given by the
(n − 2)-dimensional volume of the membrane, see e.g. [94, 49]. It turns out that
there is no natural analog of the Hasimoto map, which sends a skew-mean-curvature
flow to an NLS-type equation for higher n > 3, see [55].

Remark 6.38. This way the Madelung transform allows one to naturally relate
many Schrödinger-type equations to equations of fluid dynamics. Furthermore, such
this relation between equations of quantum mechanics and hydrodynamics might
shed some light on the hydrodynamical quantum analogues studied in [19, 23]:
the motion of bouncing droplets in certain vibrating liquids (like glycerin at 70Hz)
manifests many properties of quantum mechanical particles, such as a similarity
with the double slit experiment, tunneling effects, and coral-type potentials.



CHAPTER 7

Amari-Chentsov connections on the space of
densities

One of the questions posed in the monograph [4] asked for an infinite dimen-
sional theory of Amari-Chentsov connections. So far several proposals have been
developed in various levels of generality. In this section we present an approach
that fits well within the framework of diffeomorphism groups and their quotients.

7.1. Amari-Chentsov connections and their geodesics

Let M be a compact Riemannian manifold without boundary. On the product
D(M)×D(M) consider the following family of real-valued functions

D(α)(ξ, η) =
1

1− α2

(
1−

∫
M

(Jacµξ)
1−α
2 (Jacµη)

1+α
2 dµ

)
,(7.1)

D(−1)(ξ, η) = D(1)(η, ξ) =
1

4

∫
M

(
log Jacµξ − log Jacµη

)
Jacµξ dµ ,(7.2)

where −1 < α < 1. These functions are clearly well defined on Dµ(M)\D(M) and

satisfy D(α)(ξ, η) ≥ 0 with equality if and only if ξ and η project onto the same
density on M . They can be naturally viewed as diffeomorphism group analogues
of the contrast functions (α-divergences) considered by Amari and Chentsov in the
classical setting of finite dimensional statistical models.

Although for the sake of clarity we will focus on the one-dimensional case, all
the constructions can be readily generalized to diffeomorphism groups of higher-
dimensional manifolds.

If M is the unit circle T = R/Z then Dµ(T) is simply the set of rigid rotations
Rot(T) ≃ T. In this case it will be convenient to identify the quotient space of
densities Dens(T) = Rot(T)\D(T) with the subgroup of all those circle diffeomor-
phisms which fix a prescribed point, e.g. Dens(T) ≃

{
ξ ∈ D(T) | ξ(0) = 0

}
. Its

tangent space at the identity map can then be identified with the space of smooth
periodic functions that vanish at x = 0. Furthermore, for any such function u(x)
the inverse operator of A = −∂2x can be written explicitly in the form

A−1u(x) = −
∫ x

0

∫ y

0

u(z) dzdy + x

∫ 1

0

∫ y

0

u(z) dzdy.(7.3)

We are now in a position to prove the following result.

Theorem 7.1. ([64]) (Reduced α-geodesic equations)

1. Each contrast function D(α) induces1 on Dens(T) the homogeneous Ḣ1

Sobolev metric and an affine connection ∇(α) whose Christoffel symbols

1Recall the formulae (2.11) from above.
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are given by

(7.4) Γ
(α)
ξ (W,V ) = −1 + α

2

{
A−1∂x

(
(V ◦ ξ−1)x(W ◦ ξ−1)x

)}
◦ ξ

where −1 ≤ α ≤ 1.
2. For any α the connections ∇(α) and ∇(−α) are dual2 with respect to the

right-invariant Sobolev Ḣ1 metric given at the identity by

⟨u, v⟩Ḣ1 =
1

4

∫
T
uxvxdx.

∇(0) is the corresponding self-dual Levi-Civita connection.
3. The geodesic equations of ∇(α) on Dens(T) correspond to the generalized

Proudman-Johnson equations

(7.5) ∂t∂
2
xu+ (2− α)∂xu∂xxu+ u∂3xu = 0.

In particular, the case α = 0 yields the completely integrable Hunter-
Saxton equation

utxx + 2uxuxx + uuxxx = 0 ,

while the case α = −1 yields the completely integrable µ-Burgers equation

utxx + 3uxuxx + uuxxx = 0.

(The equation corresponding to α = 1 is also integrable in that its solutions
can be written down explicitly, see Theorem 7.4 below.)

Connections ∇(α) are called Amari-Chentsov α-connections.

Proof. As in finite dimensions the functions D(α) induce metrics and connec-
tions, see Section 2.1.4. Assume first that α ̸= ±1. Given any vectors V,W tangent
at ξ ∈ D(T) let ξs,t be a two-parameter family of diffeomorphisms in D(T) such

that ξ|s=t=0 = ξ with ∂
∂sξ|s=t=0 = V and ∂

∂tξ|s=t=0 =W . Then from (7.1) we have

⟨V,W ⟩α = − ∂

∂s

∣∣
s=0

∂

∂t

∣∣
t=0

D(α)(ξs,0, ξ0,t)(7.6)

=
1

1− α2

∂

∂s

∣∣
s=0

∂

∂t

∣∣
t=0

∫
T
(∂xξs,0)

1−α
2 (∂xξ0,t)

1+α
2 dx

=
1

4

∫
T
∂xV ∂xW (∂xξ)

− 1+α
2 (∂xξ)

−1+α
2 dx

=
1

4

∫
T

VxWx

ξx
dx = ⟨V,W ⟩Ḣ1 .

Suppose that W is a vector field on D(T) defined in some neighbourhood of ξ. Let
ξs,t,r be a three-parameter family of diffeomorphisms such that ξ|s=t=r=0 = ξ with
∂
∂sξ|s=t=r=0 = V , ∂

∂r ξ|s=t=r=0 = Z and ∂
∂tξs|t=r=0 = Wξs,0,0 for sufficiently small

2Recall the formula (2.10) from above.
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s. Now, using (7.1) and (7.6) we compute

⟨∇(α)
V W,Z⟩α =

1

4

∫
T

(∇(α)
V W )xZx
ξx

dx

= − ∂

∂s

∣∣
s=0

∂

∂t

∣∣
t=0

∂

∂r

∣∣
r=0

D(α)(ξs,t,0, ξ0,0,r)

=
1

1− α2

∂

∂s

∣∣
s=0

∂

∂t

∣∣
t=0

∂

∂r

∣∣
r=0

∫
T
(∂xξs,t,0)

1−α
2 (∂xξ0,0,r)

1+α
2 dx

=
1

4

∫
T

{(
(dW ·V ) ◦ ξ−1

)
x
− 1 + α

2

(
V ◦ ξ−1

)
x

(
W ◦ ξ−1

)
x

}(
Z ◦ ξ−1

)
x
dx .

Now integrating by parts and using the fact that Z is arbitrary, we obtain(
∇(α)
V W

)
ξ
=
(
dW ·V

)
(ξ)− Γαξ (W,V )

where the Christoffel map is given by the formula (7.4).
The computations in the remaining two cases are analogous and for α = −1

and α = 1 yield

Γ
(−1)
ξ (W,V ) = 0 ,(7.7)

Γ
(1)
ξ (W,V ) = −A−1∂x

(
(V ◦ ξ−1)x(W ◦ ξ−1)x

)
◦ ξ ,(7.8)

which establishes the first part of the theorem.
To establish the second part we need to verify that for any vector fields V,W

and Z on Rot(T)\D(T) we have

(7.9) V ·⟨W,Z⟩Ḣ1 = ⟨∇(α)
V W,Z⟩Ḣ1 + ⟨W,∇(α)

V Z⟩Ḣ1 .

This is done by a direct calculation as above. Alternatively, it can be deduced from
general properties of contrast functions of the type (7.1) and (7.2) as discussed e.g.

in Chapter 3 of [4]. The fact that ∇(0) is a Levi-Civita connection of the Ḣ1-metric
follows at once from (7.9).

The equation for geodesics of ∇(α) on Dens(T) has the form

(7.10)
d2γ

dt2
= Γ(α)

γ

(dγ
dt
,
dγ

dt

)
.

Let dγ/dt = u ◦ γ where u is a time-dependent vector field on T (i.e., a periodic
function vanishing at x = 0). Differentiating in the time variable and substituting
into (7.10) we obtain the corresponding nonlinear PDE

ut + uux = −1 + α

2
A−1∂x(u

2
x) ,

which we can rewrite as

−utxx − 3uxuxx − uuxxx = −(1 + α)uxuxx ,

which is precisely (7.5). □

Remark 7.2. The Hunter-Saxton equation (4.10) (cf. Theorem 7.1, Part 3) can
be alternatively derived by observing that it is the Euler-Arnold equation of ∇(0)

on tangent space to Dens(T) at the identity map and as such it is obtained from

the geodesic equation of the right-invariant Ḣ1-metric by a standard procedure, see
[50].
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Remark 7.3 (α-curvature). Using the Christoffel symbols in (7.4) it is possible to
calculate the curvature of the α-connections. It turns out to be proportional to the
curvature of the Ḣ1 metric, i.e.,

(7.11) R(α)(V,W )Z = (1− α2)
(
⟨V ·⟨W,Z⟩Ḣ1 +W ·⟨V,Z⟩Ḣ1

)
for any vector fields V,W and Z on Dens(T). This formula can be computed as in
finite dimensions, see [22] where a different choice of parameters is made.

As already mentioned, it turns out that the geodesic equation corresponding to
α = 1 can be integrated as well. This is done indirectly by constructing affine co-
ordinates for ∇(1). Observe that from (7.11) we already know that the connections
∇(−1) and ∇(1) are flat. In the former case this is also evident from (7.7).

Theorem 7.4. ([64]) The geodesic equations of ∇(1) corresponding to the
Euler-Arnold equation

(7.12) utxx + uxuxx + uuxxx = 0

is integrable with solutions given explicitly by

(7.13) u =
dξ

dt
◦ ξ−1 where ξ(t, x) =

∫ x
0
ea(y)t+b(y)dy∫ 1

0
ea(x)t+b(x)dx

and a and b are smooth mean-zero functions on T.

Proof. We will construct a chart on Dens(T) = Rot(T)\D(T) in which the
Christoffel symbols of ∇(1) vanish. Consider the map

(7.14) ξ 7→ φ(ξ) = log ξx −
∫
T
log ξxdx

from the quotient space to the space of smooth periodic mean-zero functions. To
determine how the Christoffel symbols transform under the change of variables
ξ 7→ ξ̃ = φ(ξ) we first compute

dξφ(W ) =
Wx

ξx
−
∫
T

Wx

ξx
dx

and

d2ξφ(W,V ) = −VxWx

ξ2x
+

∫
T

VxWx

ξ2x
dx

for V,W ∈ Tξ(Dens(T). Using (7.3) and (7.8) with extra work we now find that

Γ̃
(1)
φ(ξ)

(
dξφ(W ), dξφ(V )

)
= d2ξφ(W,V ) + dξφ

(
Γ
(1)
ξ (W,V )

)
= 0

where v = V ◦ ξ−1 and w =W ◦ ξ−1.

We can now construct explicit solutions of (7.12) as follows. Since Γ̃(1) = 0 all
geodesics of ∇(1) in the affine coordinates are straight lines

t 7→ ξ̃(t, x) = a(x)t+ b(x) for x ∈ T

where a and b are smooth periodic functions of mean zero. To find a general
solution u(t, x) it now suffices to invert the map φ in (7.14) to obtain the flow

t 7→ ξ(t) = φ−1ξ̃(t) and then right-translate the velocity vector of the curve ξ(t) to
the tangent space at the identity in Dens(T). This yields the explicit formulas in
(7.13). □
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The proof of Theorem 7.4 shows that the equation (7.12) is integrable. In
fact, the explicit change of coordinates linearizes the flow in the same spirit as the
formalism of the inverse scattering transform. For further details we refer to the
paper [64].

7.2. Hessian structure of the Fisher-Rao metric

The Fisher-Rao metric has a Hessian structure relative to the flat Amari con-
nection ∇(−1) on Dens(M). Namely, it is recovered from the ∇(−1)-Hessian of the
relative entropy functional Sµ.

Proposition 7.5. The ∇(−1)-Hessian of minus the relative entropy −Sµ(ϱ) recov-
ers the Fisher–Rao metric.

Proof. We compute the Hessian by differentiation along the curve ϱ = ϱ(t)

− d2

dt2
Sµ(ϱ) =

d

dt

∫
M

log

(
ϱ

µ

)
ϱ̇ =

∫
M

µ

ϱ

ϱ̇

µ
ϱ̇+

∫
M

log

(
ϱ

µ

)
ϱ̈

= FRϱ(ϱ̇, ϱ̇) +

∫
M

log

(
ϱ

µ

)
ϱ̈ = FRϱ(ϱ̇, ϱ̇).

The result now follows since ϱ̈ = 0 along ∇(−1)-geodesics. □

Remark 7.6. In principle, and in the same way, any connection ∇(α) gives rise to
a Riemannian tensor

gϱ(ϱ̇, ϱ̇) = ∇(α)∇(α)Sµ[ϱ̇, ϱ̇] = FRϱ(ϱ̇, ϱ̇) +

∫
M

log

(
ϱ

µ

)
Γ(α)
ϱ (ϱ̇, ϱ̇).

However, it is neither invariant nor positive definite in general. Presumably, it is
positive definite for ϱ in a neighborhood of µ.

7.3. Geometry behind Amari-Chentsov connections

The geometric description of the Amari-Chentsov α-connections∇(α) was beau-
tifully clarified in [10] answering a question posed earlier by Paolo Gibilisco in [37].
Namely, let us consider the vector space of volume forms on M equipped with the
Finsler Lp-norm, p ∈ (1,∞). By fixing a reference density µ on M one can regard
it as the space Lp(M,dµ).

We will be interested only in the “positive quadrant” of that space, consisting
of positive volume forms of arbitrary total volume. Because of the Lp-norm it is

convenient to think of that part as the space of 1/p-volume formsVol1/p(M) (where

the action of a diffeomorphism ϕ on ν ∈ Vol1/p(M) produces a factor p
√
Jac(ϕ),

rather than just Jac(ϕ) for a standard volume form).

Note that this Lp-norm onVol1/p(M), although corresponding to a Riemannian
metric only for p = 2, actually defines a flat structure for all p ∈ (1,∞). Thus the
geodesics in the Lp-norm are straight lines. Hence in order to connect two 1/p-

volume forms ν0 and ν1, i.e. two points in Vol1/p(M) ⊂ Lp(M,dµ), in the shortest
way, one takes a segment seg := {(1− t)ν0 + tν1 | t ∈ [0, 1]} joining them.

Next, consider the unit sphere (more precisely, its positive part) S∞
Lp ⊂ Vol1/p(M),

defined by the condition
∫
M
vp = 1. Take two 1/p-volume forms ν0 and ν1 in S∞

Lp .

While the segment seg lies in Vol1/p(M), but not on the sphere S∞
Lp ⊂ Vol1/p(M),

we project it to the sphere along the radial directions. In other words, consider the
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arc arc = S∞
Lp ∩ P (ν0, ν1), where P (ν0, ν1) ⊂ Vol1/p(M) is the plane through the

origin and the segment seg in Lp(M,dµ). Such “projected arcs” will be regarded

as the new geodesics joining points on the unit sphere S∞
Lp in the space Vol1/p(M).

Now we return to α-connections on the space Dens(M) of normalized densities
onM . First we enlarge this space toVol(M) ⊃ Dens(M) to include positive volume
forms of all total volumes, and where Dens(M) is defined by the affine condition∫
M
dλ = 1.

Consider the pth root map Φp(λ) := λ1/p, sending any volume form λ ∈ Vol(M)

to its pth root understood as 1/p-volume form λ1/p ∈ Vol1/p(M). This map Φp
pulls back the Lp metric from Vol1/p(M) to a Finsler Lp-Fisher-Rao metrics Fp for
p ∈ (1,∞) on the space Vol(M). The latter generalizes the classical Fisher-Rao
metric F2 for p = 2 when restricted to Dens(M). Consider the Chern connection
(an analog of the Levi-Civita connection for a Finsler metric) for the Lp-Fisher-Rao
metric on Vol(M).

Theorem 7.7. ([10]) The Amari-Chentsov α-connection ∇(α) on the space
Vol(M) of positive volume forms is the Chern connection for the Lp-Fisher-Rao
metric Fp for p = 2/(1 − α) defined by the map Φp. In particular, the Amari-
Chentsov α-geodesics on Vol(M) are pull-backs Φ−1

p (seg) of straight segments

seg ⊂ Vol1/p(M)

.
The Amari-Chentsov α-geodesics on the space Dens(M) of normalized densities

on M are pull-backs Φ−1
p (arc) of spherical arcs arc ⊂ S∞

Lp ⊂ Vol1/p(M).
In particular, the geodesic equations on Dens(M) and Vol(M) are integrable

for all p ∈ (1,∞).

This theorem is a generalization of Theorem 6.6 on integrability of geodesics
on Dens(M) for the Fisher-Rao metric, where p = 2. The paper [10] also contains
computations or curvatures and comparative numerical modeling of geodesics for
various p’s.

Note also that the duality α ↔ −α discussed in Theorem 7.1 inducing the
duality of connections ∇(α) and ∇(−α) for −1 < α < 1 corresponds to the classical
duality of the Lp and Lq-spaces for p = 2/(1 − α) and q = 2/(1 + α), where
1/p+ 1/q = 1.



APPENDIX A

Banach completions of manifolds of maps

Even though for our purposes it was convenient to work with C∞ maps, most of
the constructions presented in this chapter could be (and, in the general literature
on the subject, typically are) carried out in the framework of Banach spaces, such
as Sobolev spaces. We describe this setup briefly and refer the reader to e.g., [28]
or [81] for further details.

A.1. Sobolev spaces of arbitrary order

As before let M be a closed Riemannian manifold and let E be a Hermitian
vector bundle with fiber overM and connection ∇. To define Sobolev sections of E
of arbitrary order s ∈ R it will be convenient to use the Fourier transform. By com-
pactness we pick a trivializing cover by charts φi : Ui ⊂ M → {x ∈ Rn | |x| ≤ 1}
where i = 1, . . . , N so that E|Ui ≃ Ui×Cm with a smooth extension to a neighbour-

hood of each Ui. We can further arrange things so that M =
⋃N
i=1Bi(1/

√
2) where

Bi(1/
√
2) =

{
x ∈ Ui | |φ(x)| < 1/

√
2
}
and setting ψi = φi/(1 − |φi|2)1/2 produce

a coordinate cover with the property that Ui ≃ Rn and the restriction to Ui of any
smooth section of E can be viewed as a function u : Rn → Cm that is bounded
together with its weighted derivatives x 7→ |xαDαu(x)| for any multi-index α. Let
{ϱi}i=1,...,N be a smooth partition of unity subordinate to the Ui’s. Then a section
of E can be written as u =

∑
i ϱiu whose terms are smooth functions of compact

support in the unit ball in Rn. This effectively reduces the study of sections of E
to that of Cm valued Schwartz class functions (cf. Example 2.4 of Section 2.1) and
makes it possible to utilize the Fourier transform on Rn

û(ξ) = (2π)−n/2
∫
Rn

e−ix·ξu(x) dx

and its inversion on S(Rn). For any s ∈ R we let

(A.1) ∥u∥2Hs =

∫
Rn

(
1 + |ξ|2

)s|û(ξ)|2dξ
and define the Sobolev space of Hs sections of E to be the completion of S(Rn) in
the norm (A.1). Clearly, this construction generalizes the spaces of Sobolev sections
introduced in Example 2.3 for any integer s = k with norms given by (2.2).

The importance of Sobolev spaces lies in the fact that they account for the
“size” of functions in terms of both the “mass” and “height” of their derivatives in
a way that relates the two. This is borne out by the following result.

Theorem A.1 (Sobolev Lemma). If s > n/2 + k then any u ∈ Hs(E) can be
modified (on a set of µ-measure zero) to a function of class Ck. Furthermore, we
have

∥u∥Ck ≤ Cn,s∥u∥Hs

75
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for some constant Cn,s depending only on s and n.

Proof. Observe that the function ξ 7→ (1 + |ξ|2)−s is integrable on Rn when-
ever s > n/2. For any u ∈ S(Rn) using the Fourier inversion formula and applying
the Cauchy-Schwartz inequality we find

|u(x)|2 ≤ (2π)−n
∫
Rn

(
1 + |ξ|2

)−s
dξ

∫
Rn

(
1 + |ξ|2

)s|û(ξ)|2dξ ≤ Cn,s∥u∥2Hs

for any x ∈ Rn which settles the case k = 0. Repeating this argument for each
derivative Dαu with |α| < s− n/2 yields the result. □

A.2. Sobolev manifolds of maps

The set Hs(M,M) is now defined as consisting of maps f of M into itself such
that for any x ∈ M there are local charts (U,φ) at x and (V, ψ) at f(x) for which
the composition ψ ◦ f ◦ φ−1 belongs to Hs(ϕ(U),Rn). If s > n/2 then using the
Sobolev lemma one shows that this definition is independent of the choice of charts
on M . The tangent space at f ∈ Hs(M,M) is the set of all Hs cross-sections of
the pull-back bundle TfH

s(M,M) = Hs(f−1TM) and is used as the model space.
A differentiable atlas for Hs(M,M) can be constructed using the Riemannian

exponential map on M . For example, to find a chart at the identity f = e we may
consider the map Exp : TM →M ×M given by

v 7→ Exp(v) =
(
π(v), expπ(v) vπ(v)

)
where π : TM → M is the tangent bundle projection. Exp is clearly a diffeomor-
phism from a neighbourhood U of the zero section onto a neighbourhood of the
diagonal in M ×M . Using this map one defines a bijection from the set

Ue = {v ∈ Hs(TM) | v(M) ⊂ U}
onto a neighbourhood of the identity map in Hs(M,M) by

Ψ : TeH
s(M,M) ⊃ Ue → Hs(M,M) v 7→ Ψ(v) = Exp ◦ v.

One checks now that the pair (Ue,Ψ) defines a chart in Hs(M,M) around e. Com-
pactness, properties of Riemannian exponential maps and standard facts about
compositions of Sobolev functions and diffeomorphisms ensure that the charts are
well-defined and independent of the metric on M and their transition functions are
smooth on the overlaps.

For any s > n/2 + 1 the group of Hs diffeomorphisms of M is now defined as

Ds(M) = D1(M) ∩Hs(M,M),

where D1(M) is the set of C1 diffeomorphisms of M . Since D1(M) forms an open
set in C1(M,M), it follows that Ds(M) is also open as a subset of the Hilbert
manifold Hs(M,M) (Sobolev lemma) and hence a smooth manifold. Furthermore,
it is a topological group under composition of diffeomorphisms. In fact, right mul-
tiplications Rη(ξ) = ξ ◦ η are smooth in the Hs topology, but left multiplications
Lη(ξ) = η◦ξ and inversions i(ξ) = ξ−1 are continuous, but not Lipschitz continuous.

Example A.2. Let f(x) = x + ah(x) and g(x) = x + bh(x), where −1 ≤ x ≤ 1,
0 < b = 2a ≪ 1 and h(x) is smooth function of compact support in (−1, 1) such
that h(0) = 0 and ∥h∥H2 ≤ 1. Clearly, both f and g are increasing functions.

Furthermore, on the one hand we have

∥f − g∥H2 = ∥ah∥H2 ≤ a.



A.2. SOBOLEV MANIFOLDS OF MAPS 77

On the other hand

∥f−1 − g−1∥H2 ≥
∣∣(f−1)′(0)− (g−1)′(0)

∣∣
=
∣∣∣ 1

1 + ah′(0)
− 1

1 + bh′(0)

∣∣∣ = a−1 |1− a|
|1− 2a|

.

Letting now a ↘ 0 we find that the functions converge in H2, while the norm of
their inverses blows up.

The subgroup of volume-preserving Hs diffeomorphisms

Ds
µ(M) =

{
η ∈ D(M) | η∗µ = µ

}
is a closed C∞ submanifold of Ds(M). This follows directly from the implicit
function theorem for Banach manifolds and the Hodge decomposition.
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