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1 Announcements

2 This week

This week, we are talking about

1. Recurrence equations

3 Recap

Last time we talked about

1. Linear homogeneous recurrence equations

4 Linear Homogeneous Recurrence Equations (Ch. 9.2 in [KT17])

Now we consider a more general case.

Proposition 4.1. If we have a polynomial of the form p(A) = (A − k1)(A − k2) . . . (A − kl) in the advancement
operator A, and our recurrence equation is

p(A)f(n) = 0,

then all the solutions to the recurrence are of the form

f(n) = c1k
n
1 + c2k

n
2 + . . . + clk

n
l .

Exercise 4.2. Solve the linear homogeneous recurrence

f(n) = f(n− 1) + f(n− 2).

with f(0) = 0, f(1) = 1.

Solution: We rewrite the equation in terms of the advancement operator as

(A2 −A− 1)f(n) = 0.

the polynomial factors into linear factors

(A2 −A− 1) =

(
A−

√
5 + 1

2

)(
A +

√
5− 1

2

)
.

by Proposition 4.1,

f(n) = c1

(√
5 + 1

2

)n

+ c2

(
−
√

5− 1

2

)n
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To find what c1 and c2 are, we have to use the initial conditions f(0) = 0, f(1) = 1. Plugging in n = 0 into our
formula we get

c1 + c2 = 0,

so, c2 = −c1. Using this and plugging in n = 1 we get

c1

(√
5 + 1

2

)
+ c2

(
−
√

5− 1

2

)
= 1

c1

(√
5 + 1

2

)
− c1

(
−
√

5− 1

2

)
= 1

c1

(√
5 + 1

2
+

√
5− 1

2

)
= 1

c1

(√
5
)

= 1

c1 =
1√
5

Therefore

f(n) =
1√
5

(
1 +
√

5

2

)n

− 1√
5

(
1−
√

5

2

)n

The formula looks strange, it not only involves fractions, but also square roots. The recurrence makes it clear
that f(n) is an integer, but that is far from obvious from the formula. However, if we use the binomial theorem,
we see that

f(n) =
1

2n
√

5

n∑
k=0

((
n

k

)
(
√

5)k
)
− 1

2n
√

5

n∑
k=0

((
n

k

)
(−1)k(

√
5)k
)

=
1

2n
√

5

n∑
k=0

((
n

k

)
(
√

5)k(1− (−1)k)

)

=
1

2n
√

5

n∑
k=0, odd

(
2

(
n

k

)
(
√

5)k
)

=
1

2n

∑
k odd, 0≤k≤n

(
2

(
n

k

)
(
√

5)k−1
)

So the odd powers of
√

5 all cancel.
It is also worthwhile to point out that since ∣∣∣∣∣1−

√
5

2

∣∣∣∣∣ < 1,

we have

lim
n→∞

(
1−
√

5

2

)n

= 0.

So eventually

f(n) ∼

(
1 +
√

5

2

)n

5 Multiple roots

Example 5.1. Find all solutions of the advancement operator equation

(A− 2)2f = 0.
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Solution: We see immediately that f(n) = c12n is a solution, since it satisfies (A − 2)f = 0. But there should
probably be more solutions than just this. If you are familiar with differential equations, you can probably guess
that we should try f(n) = c2n2n. Indeed,

(A− 2)2c2n2n = (A− 2)
(
c2(n + 1)2n+1 − 2c2n2n

)
= (A− 2)

(
c22n+1

)
= 0.

Also notice that f(n) = c2n2n does not satisfy (A − 2)f(n) = 0, so this is a different solution from c12n. In this
case, all solutions are of the form

f(n) = c12n + c2n2n.

Exercise 5.2 (Example 9.11. in [KT17]). Find all the solutions of the advancement operator equation

(A + 5)(A− 1)3f = 0.

Hint: try cn2.

6 Nonhomogeneous equations (Ch. 9.4.2 in [KT17])

Example 6.1 (Example 9.12. in [KT17]). Find all solutions of the advancement operator equation

(A + 2)(A− 6)f = 3n. (1)

Solution: We already know how to solve the homogeneous equation

(A + 2)(A− 6)f = 0,

which has solutions c1(−2)n + c26n.
Therefore if we can just find one solution (a particular solution) to the nonhomogeneous equation (1), then

we can add any solution to the particular solution to get another particular solution. It turns out that all solutions
are of this form.

How do we guess what a particular solution should be? This is not easy in general, but a reasonable guess would
be c3n. If f0(n) = c3n, then

(A + 2)(A− 6)f0(n) = (A + 2)(c3n+1 − 6c3n)

= (A + 2)(−c3n+1)

= −c3n+2 − 2c3n+1

= −5c(3n+1).

If f0 is a solution to equation (1), then we want

−5c(3n+1) = 3n,

i.e. c = − 1
15 . Then the general solution is

f(n) = c1(−2)n + c26n − 1

15
3n.

for constants c1, c2.

7 Lines and regions in the plane

Example 7.1. Draw n lines in the plane in a way that any two lines intersect at exactly one point and no point
in the plane belongs to two lines. Let rn be the number of regions that the lines divide the plane into. We have
r0 = 1, r1 = 2, r2 = 4. From Figure 1, we see that r4 = 11. Find a formula for rn.
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Figure 1: 4 lines in general position divide the plane into 11 regions

Solution: First we argue that rn satisfy the recurrence

rn+1 = rn + n + 1.

To see this, consider what happens to the number of regions when we draw the n+1st line l. This line will intersect
each of the other lines at n different points, and these points partition l into n + 1 segments, each of which divides
a single region into two.

We proceed to solve the nonhomogeneous linear advancement equation

(A− 1)r = n + 1.

The solution to the homogeneous equation
(A− 1)r = 0

are r = c1n = c.
We then try to guess a particular solution, first let’s try r(n) = an + b. Then

(A− 1)r(n) = (a(n + 1) + b)− (an + b)

= a,

so our first guess will not work. Since doing (A − 1) to our function is like taking a difference quotient, if we
want to end up with the nonconstant linear term n + 1, we should try a quadratic function. So our next guess is
r(n) = an2 + bn. then

(A− 1)r(n) =
(
a(n + 1)2 + b(n + 1)

)
− (an2 + b)

= 2an + a + b.

And since we want this to be a solution, this leads to

2an + a + b = n + 1

so a = 1
2 , b = 1

2 . So the general solution is

r(n) =
n2

2
+

n

2
+ c

since r(0) = 1, we want c = 1, and therefore

r(n) =
n2 + n

2
+ 1 =

(
n + 1

2

)
+ 1.
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8 The Main Theorem on Linear Recurrence Equations (Ch. 9.5 in
[KT17])

Theorem 8.1. Let
(A− r1)k1(A− r2)k2 · · · (A− rm)kmf(n) = 0

be an advancement operator equation with all ri distinct real numbers. Then all the solutions are of the form

f(n) =
(
c1,1r

n
1 + c1,2nr

n
1 + c1,3n

2rn1 + . . . + c1,k1
nk1−1rn

)
+. . .+

(
c1,mrnm + c1,2nr

n
m + cm,3n

2rn1 + . . . + cm,km
nkm−1rn

)
We will not prove this theorem, if you are interested, a proof is in Ch 9.5 of [KT17]. Note that the theorem

helps us solve any linear recurrence provided we can factor the polynomial in the advancement operator.

Example 8.2 (Example 9.21. in [KT17]). Consider the advancement operator equation

(A− 1)5(A + 1)3(A− 3)2(A + 8)(A− 9)4f = 0.

Then every solution has the form

f(n) = c1 + c2n + c3n
2 + c4n

3 + c5n
4

+ c6(−1)n + c7n(−1)n + c8n
2(−1)n

+ c93n + c10n3n + c11(−8)n

+ c129n + c13n9n + c14n
29n + c15n

39n.

9 Counting rooted binary ordered trees

Definition 9.1. A tree is rooted if we have designated a special vertex as a root.

We will always draw rooted trees with the root on top. For example, the two trees on figure 2 are isomorphic
as graphs, but not isomorphic as rooted trees.

Figure 2: Two nonisomorphic rooted trees

In a rooted tree, each vertex v has a parent, which is the unique vertex that is one step closer to the root than
v. If w is a parent of v, we say that v is a child of w.

Definition 9.2. A rooted tree is a binary tree if each vertex has 0 or 2 children.

Definition 9.3. A rooted tree is ordered if the children of each vertex have some ordering.

We will usually indicate the ordering by drawing our trees in a consistent way, for example, Figure 3 shows all
the rooted binary ordered trees with n leaves for n ≤ 4

Let cn be the number of all the rooted binary ordered trees with n leaves. We see from Figure 3 that c1 =
1, c2 = 1, c3 = 2, c4 = 5. The structure of these trees suggest a recursive approach to counting them. For example,
if n ≥ 2, then the root must have two children. If we remove the root from the tree, these children become roots
of rooted binary ordered trees with a combined number of n leaves, since the number of leaves does not change.
Therefore we may pick a left child in ck ways (for k = 1, . . . , n− 1), and then we may pick the right child in cn−k
ways. Therefore we get the recursive formula

cn =

n−1∑
k=1

ckcn−k
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Figure 3: rooted binary ordered trees with n leaves for n ≤ 4

if we define c0 = 0, we may write this as

cn =

n∑
k=0

ckcn−k (2)

(note that this looks very similar to the Catalan recurrence, but let’s ignore this for now). This is a nonlinear
recurrence, so the method we developed in the previous section will not help us.

We try an approach using generating functions. Define

C(x) =

∞∑
n=0

cnx
n.

Then C(x) is the generating function associated to the counting problem. Note that the RHS of equation (2) looks
very much like the coefficient in a power series squared.

Consider

C2(x) = c20 + (c0c1 + c1c0)x + (c0c2 + c1c1 + c2c0)x2 + · · ·
= 0 + 0 + (c0c2 + c1c1 + c2c0)x2 + (c0c3 + c1c2 + c2c1 + c3c0)x3 + · · · .

Note that using equation 2, we see that C2(x) is almost exactly C(x) again, except for the x term. We have

C(x) = x + C2(x),

and this leads to

C(x) =
1±
√

1− 4x

2
=

1± (1− 4x)1/2

2
.

We want to expand 1±(1−4x)1/2
2 into a power series. The Generalized Binomial Theorem enables us to do this, (we

omit the details, if you are interested, see Ch. 9.7 of [KT17]) and we get

C(x) =
1

2
± 1

2
∓
∞∑

n=1

(
2n−2
n−1

)
n

xn.

Since the number of rooted binary ordered trees is a positive number, we may conclude that

C(x) =
1−
√

1− 4x

2
=

∞∑
n=1

1

n

(
2n− 2

n− 1

)
xn.

Therefore cn = 1
n

(
2n−2
n−1

)
= Cn−1.
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