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## PREFACE

This bock contains an exposition of the main theorems of the class field theory of algebraic number fields along with the necessary introductory material. An attempt is made to keep the exposition self-contained. The only material presupposed is that which would be used in elementary Galois theory. The structure theorem for finitely generated modules over a principal ideal domain is used, but a proof is included in an appendix.

We use the direct approach to the subject by congruence subgroups of the ideal group rather than the more subtle description involving the cohomology of groups. This may be considered the historical approach to the subject, but we have presented it because it seems most useful for mathematicians who are specialists in other areas but wish to use it. From the student's point of view, this approach seems to require less background preparation and so is desirable for them.

The student who is not particularly interested in the theory of class fields can profitably read the first three chapters for an introduction to the study of arithmetic in fields, Dedekind domains, valuations, and general background material necessary for further work in several directions.

The first chapter contains an introduction to the algebra of number theory. The basic properties of Dedekind domains are presented using rather general ring theoretic arguments as much as possible. Emphasis is placed upon local methods and proofs by localization. The results are given for rather general fields except in the last three sections. There we discuss cyclotomic extensions of the rational field and prove the unit theorem and finiteness of the class number for algebraic number fields.

Valuations and complete fields are discussed in the second chapter. This depends partly upon the previous chapter.

Chapter three contains material connecting Galois groups and ramification. The last section introduces the Artin map, which is of fundamental importance for the rest of the book.

In Chapter four the material becomes more specialized. We work exclusively with algebraic number fields and their completions. The analytic theorems proved include the Frobenius density theorem and Dirichlet's theorem on primes in an arithmetic progression.

Chapter five contains the main results on class fields. A small amount of cohomology is developed here. We use only $H^{0}$ and $H^{1}$ and then only for cyclic groups. In this case a concrete description of the cohomology groups is used so the reader is not carried far from the fields and Galois groups. The approach to the main theorems makes systematic use of the Artin map and the Artin reciprocity theorem. We close the chapter with a discussion of the Hilbert class field and Artin's reduction of the principal ideal theorem.

The last chapter is intended primarily for illustration of the concepts introduced in the earlier chapters. We study mainly quadratic fields and prove a result which goes back to Gauss giving information about the class group of a quadratic number field. A few calculations are made to illustrate the use of the norm residue symbols.

The material in this text was used in a year-long course at the University of Illinois in 1970-1971. The first three chapters were covered in the first semester and the balance in the second semester.

## Chapter I

## SUBRINGS OF FIELDS

## 1. LOCALIZATION

Let $R$ be an integral domain. This means $R$ is a commutative ring with identity having no zero divisors.

Let $S$ be a subset of $R$ which does not contain zero and which contains the product of any two elements in $S$. A set satisfying these conditions is called a multiplicative set in $R$.
1.1 Proposition. There is a ring $R_{S}$ which contains $R$ as a subring (up to isomorphism) and such that each element of $S$ has a multiplicative inverse in $R_{S}$.

Proof. Let us first consider the collection of all pairs $(r, s)$ in $R \times S$. Call two such pairs $(r, s)$ and $(q, t)$ equivalent if $q s=r t$. We leave as an exercise the verification that this is an equivalence relation. Let $r / s$ denote the equivalence class containing ( $r, s$ ). By definition of the equivalence class we see that $r / s=$ $r t / s t$ for any $t$ in $S$.

Let $R_{S}=\{r / s \mid r \in R, s \in S\}$. Addition and multiplication are defined for elements of $R_{S}$ by the rules

$$
\begin{aligned}
r / s+r^{\prime} / s^{\prime} & =r s^{\prime}+r^{\prime} s / s s^{\prime} \\
r / s \cdot r^{\prime} / s^{\prime} & =r r^{\prime} / s s^{\prime}
\end{aligned}
$$

One can check that these operations are well defined and $R_{S}$ is a ring. To imbed
$R$ into $R_{S}$ we first fix a particular $s \in S$ and use the mapping

$$
r \rightarrow r s / s
$$

This is a ring homomorphism and is in fact one to one. If we identify $r$ in $R$ with any of the (equal) elements $r s / s$, then we do have $R \subseteq R_{S}$.

If $t$ is in $S$, then $1 / t$ is in $R_{S}$ and $t \cdot 1 / t=1 / 1$, which is the identity in $R_{S}$. This completes the proof.

The ring $R_{S}$ constructed in the proof has the following universal property: If $\phi$ is a homomorphism of $R$ into a ring $T$ such that every element in $\phi(S)$ has an inverse in $T$, then $\phi$ has a unique extension to a homomorphism from $R_{S}$ into $T$. The extended map is defined by $\phi(r / s)=\phi(r) \phi(s)^{-1}$. This kind of reasoning shows the ring $R_{S}$ is characterized as the smallest ring containing $R$ and inverses for the elements of $S$.
Definition. The ring $R_{S}$ is called the localization of $R$ at $S$.
One may verify that $R_{S}$ is also an integral domain.
Exercise 1. Let $R$ and $S$ be as above and let $S^{*}=\{1\} \cup S$. Prove $S^{*}$ is a multiplicative set such that $R_{S} \cong R_{S^{*}}$.

This shows we may assume 1 is in $S$ and the mapping of $R$ into $R_{S}$ may be taken as $r \rightarrow r / 1$. We shall identify $r$ with $r / 1$ so $R \subseteq R_{S}$ has this meaning.

Example 1. $R=Z=$ integers, $S=\left\{1, n, n^{2}, \ldots\right\}$ for some fixed nonzero integer $n$. Then $Z_{S}$ is the collection of all rational numbers $a / n^{i}$.

Example 2. $R=Z, S=\{$ all positive integers not divisible by 3$\}, R_{S}=$ $\{a / b \mid 3$ does not divide $b\}$.

Example 3. $R$ = any integral domain

$$
S=R-\{0\} .
$$

Then $R_{S}$ is a field (all nonzero elements have an inverse) and we call this the quotient field of $R$. It is the smallest field containing $R$.

We next look for some relation between ideals in $R$ and ideals in $R_{\mathbf{S}}$.
Definition. An ideal $\mathfrak{P}$ of $R$ is prime if whenever $a b$ belongs to $\mathfrak{P}$ with $a, b$ in $R$, then either $a$ or $b$ already belongs to $\mathfrak{P}$. We shall exclude the case $\mathfrak{P}=R$ always.

Exercise 2. $\mathfrak{P}$ is a prime ideal of $R$ if and only if the factor ring $R / \mathfrak{P}$ is an integral domain.
1.2 Proposition. Let $R$ be an integral domain and $S$ a multiplicative set in $R$. There is a one-to-one correspondence between the prime ideals of $R_{S}$ and the prime ideals of $R$ which have empty intersection with $S$. Under the correspondence, a prime $\mathfrak{P}$ of $R$ is associated with the ideal $\mathfrak{P} R_{S}$ in $R_{S}$.

Proof. Let $\mathbb{Q}$ be a prime ideal in $R_{S}$. From the definition it is immediate that $\mathfrak{P}=\mathbf{Q} \cap R$ is a prime ideal of $R$. Then $\mathfrak{P} R_{S}$ is an ideal of $R_{S}$ contained in $\mathfrak{Q}$. We show these are equal. Let $q / s$ be any element in $\mathfrak{Q}$ with $q$ in $R$ and $s$ in $S$. Then $q=(q / s) s$ is in $R \cap \mathfrak{Q}=\mathfrak{P}$. Thus $q / s$ is in $\mathfrak{P} R_{S}$ since $q(1 / s)=q / s, q$ in $\mathfrak{P}, 1 / s$ in $R_{S}$. So far we have proved that every prime ideal in $R_{S}$ has the form $\mathfrak{Q}=\mathfrak{P} R_{S}$ with $\mathfrak{P}=\mathfrak{Q} \cap R_{S}$ uniquely determined by $\mathfrak{Q}$. Since every element in $S$ has an inverse in $R_{S}$ we know $\mathbb{Q} \cap S$ is empty. Thus $\mathfrak{P} \cap S$ is empty.

Now suppose we start with the prime ideal $\mathfrak{P}$ of $R$ which has no elements in $S$. Let $\mathfrak{Q}=\mathfrak{P} R_{S}$. This is an ideal of $R_{S}$ which we shall prove is prime. Suppose $a, b$ are elements in $R_{S}$ with $a b$ in $\mathfrak{Q}$, then $a b=x / s$ with some $x$ in $\mathfrak{P}$ and some $\sin S$. Suppose $a=r_{1} / s_{1}, b=r_{2} / s_{2}$ with $r_{1}, r_{2}$ in $R$ and $s_{1}, s_{2}$ in $S$.

We have $r_{1} r_{2} s=x s_{1} s_{2}$ belongs to $\mathfrak{P}$. Thus one of the elements $r_{1}, r_{2}$ or $s$ in $\mathfrak{P}$ because $\mathfrak{P}$ is prime. Also $s$ is not in $\mathfrak{P}$ by choice of $\mathfrak{P}$. Thus $r_{1}$ or $r_{2}$ belongs to $\mathfrak{P}$ and so $a=r_{1} / s_{1}$ or $b=r_{2} / s_{2}$ is in $\mathfrak{Q}$. Thus $\mathfrak{Q}$ is prime. Now finally we prove $\mathfrak{Q} \cap R=\mathfrak{P}$. If $u$ is in $\mathfrak{Q} \cap R$ then $u=x / s$ with $x$ in $\mathfrak{P}$ because $\mathfrak{Q}=\mathfrak{P} R_{S}$. But $u$ also belongs to $R$ and so $x=u s$ implies $u$ or $s$ is in $\mathfrak{P}$. Since $s$ is not, we have $u$ is in $\mathfrak{P}$. Hence the correspondences $\mathfrak{P} \rightarrow \mathfrak{P} R_{S}$ and $\mathbb{Q} \rightarrow \mathbb{Q} \cap R$ are inverses of one another and the proposition is proved.

Example 4. Let $\mathfrak{P}$ be a prime ideal in the domain $R$ and let $S=\{r \mid r$ not in $\mathfrak{P}\}=R-\mathfrak{P}$. The definition of prime ideal is equivalent with the assertion that $S$ is a multiplicative set. Then $R_{S}$ can be identified with $\{a / b \mid a, b$ in $R, b$ not in $\mathfrak{P}\}$.

This is the most important example of localization. It will be encountered so frequently that we shall use the notation $R_{\mathfrak{P}}$ to denote the localization of $R$ at $S=R-\mathfrak{P}$ when $\mathfrak{P}$ is a prime ideal. Since a prime ideal can never be a multiplicative set, this should not cause a conflict.

Observe that the prime ideals of $R$ which have empty intersection with $S=R-\mathfrak{P}$ are those prime ideals contained in $\mathfrak{P}$. Hence the only prime ideals of $R_{\mathfrak{F}}$ are those contained in $\mathfrak{P} R_{\mathfrak{p}}$. Maximal ideals are always prime so $\mathfrak{P} R_{\mathfrak{B}}$ is the only maximal ideal in $R_{\mathfrak{p}}$. We summarize these facts.
1.3 Proposition. If $\mathfrak{F}$ is a prime ideal in $R$ then $R_{\mathfrak{B}}$ has only one maximal ideal; namely $\mathfrak{P} R_{\mathfrak{F}}$.

ExERCISE 3. Let $R$ be a domain and $\mathfrak{P}$ a maximal ideal. Show there is an isomorphism between the fields $R / \mathfrak{P}$ and $R_{\mathfrak{P}} / \mathfrak{P} R_{\mathfrak{p}}$.

ExERCISE 4. If $S$ is a multiplicative set in a noetherian domain $R$, then $R_{S}$ is also noetherian.

Rings having only one maximal ideal occur frequently and we give them a special term.

Definition. A ring having only one maximal ideal is called a local ring.
A few properties of local rings will be developed here.
Let $R$ be a local ring (always with identity) and $\mathfrak{P}$ be the unique maximal ideal.

Lemma. Every element in $R$ which is not in $\mathfrak{P}$ has a multiplicative inverse. In particular for $m$ in $\mathfrak{P}$, the element $1+m$ is invertible.

Proof. If $x$ is not in $\mathfrak{P}$ then $R x$ is not in $\mathfrak{P}$. Since $\mathfrak{P}$ is the only maximal ideal, it follows that $R x=R$. There exists a $y$ in $R$ such that $y x=1$.
1.4 Proposition. Let $M$ be a finitely generated $R$ module such that $\mathfrak{P} M=M$. Then $M=(0)$.
Corollary (Nakayama's Lemma). Let $M$ be a finitely generated $R$-module, and $L$ a submodule of $M$ such that $L+\mathfrak{P M}=M$. Then $L=M$.

Proof of Corollary. The equality $L+\mathfrak{P} M=M$ implies that every coset of $L$ in $M$ has a representative in $\mathfrak{P} M$. This means $\mathfrak{P}(M / L)=M / L$. By the Proposition 1.4 it follows $M=L$.

Before giving the proof of Proposition 1.4 we recall some facts about matrices.

Let $A=\left|a_{i j}\right|$ be a matrix (size $n \times n$ ) with all $a_{i j}$ in some commutative ring. The $(i, j)$ cofactor is $(-1)^{i+j} \alpha_{i j}=b_{j i}$, where $\alpha_{i j}$ is the determinant of the $(n-1) \times(n-1)$ matrix obtained from $A$ by removing the $i$ th row and the $j$ th column. The matrix $B=\left|b_{i j}\right|$ is called the adjoint matrix of $A$. Then $B A=A B$ $=\operatorname{diag}\{d, \ldots, d\}$ with $d=\operatorname{det}(A)$.

Proof of Proposition 1.4. Let $M=\sum R m_{i}$ with $m_{1}, \ldots, m_{n}$ in $M$. Since $\mathfrak{P} M=M$ there exist elements $a_{i j}$ in $\mathfrak{P}$ such that

$$
\begin{equation*}
m_{i}=\sum_{j} a_{i j} m_{j} \tag{*}
\end{equation*}
$$

Let $A$ be the matrix $\left|a_{i j}\right|-I$. Then $A\left(m_{1}, \ldots, m_{n}\right)^{t}=0$ is just a restatement of (*). Let $B=$ adjoint of $A$ so that by the above remarks $B A\left(m_{1}, \ldots, m_{n}\right)^{t}=$ $\left(d m_{1}, \ldots, d m_{n}\right)^{t}=0$ with $d=\operatorname{det} A$. It follows $d M=(0)$. Now consider the expansion of $\operatorname{det} A$. The term $d$ is a sum of a large number of terms each of which is a product involving certain $a_{i j}$ except for one term which is $(-1)^{n}$. Thus $d=(-1)^{n}+($ sum of elements of $\mathfrak{P})$. By the lemma above, $d$ has an inverse in $R$ so that $d M=0$ implies $M=0$ as required.

## 2. INTEGRAL DEPENDENCE

Let $R$ be a subring of the commutative ring $R^{\prime}$ and assume the identity of $R$ is the identity of $R^{\prime}$.

Definition. An element $b$ in $R^{\prime}$ is integral over $R$ if there is a monic polynomial $f(X)$ in $R[X]$ such that $f(b)=0$. We say $f(X)$ is the equation of integral dependence.
2.1 Proposition. The following statements are equivalent:
(1) The element $b$ of $R^{\prime}$ is integral over $R$.
(2) $R[b]$ is a finitely generated $R$ module.
(3) $R[b]$ is contained in a subring $B$ of $R^{\prime}$ which is a finitely generated $R$ module.
(4) There exists in $R^{\prime}$ an $R[b]$-module $M$ such that $M$ is finitely generated over $R$ and the only element $y$ in $R[b]$ for which $y M=0$ is $y=0$.

Proof. (1) $\rightarrow$ (2). If the monic polynomial satisfied by $b$ has degree $n+1$ then $R[b]$ is generated by $1, b, \ldots, b^{n}$.
(2) $\rightarrow$ (3). Take $B=R[b]$.
(3) $\rightarrow$ (4). Take $M=B$. Since 1 is in $B, y B$ always contains $y$.
(4) $\rightarrow$ (1). Let $m_{1}, \ldots, m_{n}$ be a set of $R$ generators for $M$. Let $r_{i j}$ be elements of $R$ such that

$$
b m_{i}=\sum_{j} r_{i j} m_{j}
$$

This can be rewritten as

$$
0=\sum\left(r_{i j}-b \delta_{i j}\right) m_{j},
$$

where $\delta_{i j}=$ Kronecker delta. If $A$ is the matrix of the coefficients in these equations then (by the same method as the proof of Proposition 1.4) $d M=0$ when $d=\operatorname{det}(A)$. This forces $d=0$. Consider the polynomial $\operatorname{det}\left(X \cdot I-\left|r_{i j}\right|\right)=$ $f(X)$. The expansion of this determinant shows $f(X)$ is a monic polynomial with coefficients in $R$. Moreover $0=d=f(b)$ so $b$ is integral over $R$.
2.2 Proposition. Suppose $b_{1}, \ldots, b_{n}$ are elements of $R^{\prime}$ which are integral over $R$. Then $R\left[b_{1}, \ldots, b_{n}\right]$ is a finitely generated $R$ module.

Proof. Use induction on $n$. $R\left[b_{1}\right]$ is finitely generated by Part (2) of Proposition 2.1. Assume that the ring $R\left[b_{1}, \ldots, b_{n-1}\right]=R^{\prime \prime}$ is finitely generated over $R$ with generators $a_{1}, a_{2}, \ldots, a_{t}$. Then $b_{n}$ is integral over $R^{\prime \prime}$ so $R^{\prime \prime}\left[b_{n}\right]$ is generated by $1, b_{n}, \ldots, b_{n}{ }^{k}$ (for some $k$ ) over $R^{\prime \prime}$. Thus the finite set $a_{i} b_{n}{ }^{j}$ of $t(k+1)$ elements generates $R\left[b_{1}, \ldots, b_{n}\right]$ over $R$.

Corollary. The set of all elements of $R^{\prime}$ which are integral over $R$ is a subring of $R^{\prime}$ containing $R$.

Proof. Suppose $x, y$ are in $R^{\prime}$ and are integral over $R$. Then the proposition just proved says $R[x, y]=B$ is a subring which is finitely generated over $R$. Since $x \pm y$ and $x y$ are in $B$ we see by Part (3) of Proposition 2.1 that $x \pm y, x y$ are
integral over $R$. Thus the set of integral elements forms a subring. It is clear that $R$ is integral over $R$.

A situation frequently encountered involves an integral domain $R$ contained in its quotient field $K$. The set of all elements of $K$ integral over $R$ is a subring called the integral closure of $R$. The domain $R$ is said to be integrally closed if every element in the quotient field which is integral over $R$ is already in $R$.

One way to obtain integrally closed domains is to start with any domain $R$ and let $R^{\prime}$ denote the integral closure of $R$ (in its quotient field). It follows from the next proposition that $R^{\prime}$ is integrally closed.
2.3 Proposition. If $R \subseteq R^{\prime} \subseteq R^{\prime \prime}$ are rings with $R^{\prime}$ integral over $R$ and $R^{\prime \prime}$ integral over $R^{\prime}$, then $R^{\prime \prime}$ is integral over $R$.

Proof. Take any $b$ in $R^{\prime \prime}$. There is a polynomial $f(X)=X^{n}+r_{1} X^{n-1}+\cdots$ $+r_{n}$ with $r_{i}$ in $R^{\prime}$ such that $f(b)=0$. Then by Proposition $2.2 R\left[r_{1}, \ldots, r_{n}\right]=B$ is a finitely generated $R$ module and so $B[b]$ is also a finitely generated $R$ module. By Part (3) of Proposition 2.1, $b$ is integral over $R$.

Example 1. Let $R$ be any unique factorization domain (UFD). Then $R$ is integrally closed.

To prove this we suppose $x, y$ are in $R$ and $x / y$ is an element in the quotient field which is integral over $R$. It is necessary to prove $x / y$ is in $R$. There is a relation

$$
(x / y)^{n}=\sum_{0}^{n-1} r_{i}(x / y)^{i}
$$

with $r_{i}$ in $R$. Because $R$ is a UFD we may suppose at the start that $x$ and $y$ have no common factor apart from units.

Now multiply the equation above by $y^{n}$ and find

$$
x^{n}=y \sum_{0}^{n-1} r_{i} x^{i} y^{n-1-i}
$$

This shows $y$ divides $x^{n}$ and so $y$ must be a unit of $R$ for otherwise a prime divisor of $y$ also divides $x$, contrary to assumption. So $x / y$ is in $R$ since $y^{-1}$ is in $R$.

Example 2. Any PID (principle ideal domain) is integrally closed because it is a UFD.

Example 3. If $R$ is integrally closed in its quotient field and if $S$ is a multiplicative set in $R$, then $R_{S}$ is integrally closed.

The proof of this uses computations similar to those above. We suppose $u$ is an element of the quotient field which is integral over $R_{s}$. Thus $u$ is the root of a monic polynomial with coefficients in $R_{S}$. We find a common denominator
for all these coefficients so that $u$ is a root of

$$
X^{n}+\left(r_{1} / s\right) X^{n-1}+\cdots+\left(r_{n} / s\right)
$$

Multiply this by $s^{n}$ and discover that $s u$ is the root of a monic polynomial with coefficients in $R$. Thus $s u$ is in $R$ because $R$ is integrally closed. Finally $u=s u / s$ is in $R_{S}$ as required.

ExERCISE 1. Prove that the integral closure of $Z$ in the field $Q(\sqrt{3})$ is just $Z+Z \sqrt{3}$.

ExERCISE 2. Prove the ring $Z[\sqrt{5}]$ is not integrally closed. In fact $\frac{1}{2}(1+\sqrt{5})$ is an integral element in the quotient field.

Exercise 3. If $K$ is a field and $\left\{R_{i}\right\}$ is a family of integrally closed subrings of $K$, then the intersection $\cap R_{i}$ is also integrally closed.

The procedure for determining whether or not an element is integral over $R$ might generally be a lengthy one since there is no clear way to select the polynomial which expresses the integral dependence. The next proposition shows a circumstance where this procedure is simplified.

Suppose $R$ is a domain with quotient field $K$.
2.4 Proposition. Let $b$ be an element in an extension field of $K$. Let $f(X)$ be a monic irreducible polynomial in $K[X]$ having $b$ as a root. If $b$ is integral over $R$ then the coefficients of $f(X)$ are integral over $R$. If $R$ is integrally closed then $b$ is integral over $R$ if and only if $f(X) \in R[X]$.

Proof. Extend the field from which $b$ is taken to a splitting field of $f(X)$ over $K$. Let $b_{1}, \ldots, b_{n}$ be all the roots with $b=b_{1}$, say.

Suppose $b$ is integral over $R$ and $g(X)$ is the equation of integral dependence. Since $f(X)$ is irreducible and has a root in common with $g(X)$, it follows that $f(X)$ divides $g(X)$ in $K[X]$. Hence the roots $b_{1}, \ldots, b_{n}$ of $f(X)$ are also roots of $g(X)$. So $b_{1}, \ldots, b_{n}$ are all integral over $R$. It follows that the coefficients of $f(X)=\left(X-b_{1}\right) \cdots\left(X-b_{n}\right)$ are integral over $R$.

These coefficients belong to $K$ so when $R$ is integrally closed we see $f(X)$ is in $R[X]$.

This shows that one can test for integral dependence of an element by looking at its minimum polynomial over the quotient field.

Exercise 4. Let $d$ be an integer not divisible by the square of any prime. Show that the integral closure of $Z$ in $Q(\sqrt{d})$ is

$$
Z[\sqrt{d}]=Z+Z \sqrt{d} \quad \text { if } \quad d \equiv 2,3 \bmod 4
$$

and

$$
Z\left[\frac{1+\sqrt{d}}{2}\right]=Z+Z \frac{1+\sqrt{d}}{2} \quad \text { if } \quad d \equiv 1 \bmod 4
$$

## 3. DISCRETE VALUATION RINGS AND DEDEKIND RINGS

Definition. A ring is called a discrete valuation ring (DVR) if it is a principal ideal domain with only one maximal ideal.

Let $R$ be a DVR and let $\pi$ be an element such that $\mathfrak{P}=R \pi$ is the unique maximal ideal.

### 3.1 Elementary Properties

(i) $R$ is a noetherian ring. (PIDs are noetherian.)
(ii) Every nonzero element of $R$ has the form $u \pi^{k}$ for some nonnegative integer $k$ and some unit $u$ in $R$.

This follows at once because $R$ is a UFD and hence can contain only one prime element up to unit multiples.
(iii) Every nonzero ideal has the form $R \pi^{k}$ for some $k$. This follows from (ii) and the fact that $R$ is a PID.
(iv) $R$ is integrally closed (because it is a UFD).
(v) $R$ has only one nonzero prime ideal [immediate from (iii)].

Definition. A ring $R$ is called a Dedekind ring if it is a noetherian integral domain such that $R_{\mathfrak{p}}$ is a DVR for every nonzero prime ideal $\mathfrak{P}$ of $R$.

Example. If $R$ is a PID then $R$ is a Dedekind ring.

### 3.2 Elementary Properties of a Dedekind ring $R$

(1) Every nonzero prime ideal of $R$ is a maximal ideal.

Suppose $\mathfrak{P}_{1} \subseteq \mathfrak{P}_{2}$ are nonzero prime ideals, $\mathfrak{P}_{1} \neq \mathfrak{P}_{2}$. Then Proposition 1.2 implies $\mathfrak{P}_{1} R_{\mathfrak{F}_{2}} \subseteq \mathfrak{P}_{2} R_{\mathfrak{P}_{2}}$ are distinct prime ideals. Since $R_{\mathfrak{P}_{2}}$ is a DVR there can be only one prime ideal. It follows that no chain $\mathfrak{P}_{1} \subseteq \mathfrak{P}_{2}$ can exist in $R$.
(2) If $S$ is a multiplicative set in $R$ then $R_{\mathrm{S}}$ is a Dedekind ring.

A prime ideal of $R_{S}$ has the form $\mathfrak{P} R_{S}$ for some prime ideal $\mathfrak{P}$ of $R$. One can verify that

$$
R_{\mathfrak{P}} \cong\left(R_{S}\right)_{¥ R_{s}}
$$

so the localization of $R_{S}$ at $\mathfrak{P} R_{S}$ is also a DVR.
The goal of this section is to obtain a factorization theorem for ideals in a Dedekind ring. It need not happen that elements have unique factorization but we will prove that ideals have unique factorization as a product of prime ideals.

We begin with a very useful tool that can be applied in many situations.
3.3 Chinese Remainder Theorem (CRT). Let $B$ be a ring with identity, $\mathfrak{Q}_{1}, \ldots, \mathfrak{Q}_{n}$ a set of ideals such that $B=\mathfrak{Q}_{i}+\mathfrak{Q}_{j}$ for $i \neq j$. Let $\mathfrak{J}=\bigcap \mathfrak{Q}_{i}$. Then

$$
B / \mathfrak{I} \cong B / \mathbb{Q}_{1} \oplus \cdots \oplus B / Q_{n}
$$

Proof. If we replace $B$ and the $\mathbb{Q}_{i}$ by $B / \mathfrak{I}$ and $\mathfrak{Q}_{i} / \mathfrak{I}$ it will be sufficient to prove the theorem under the assumption that $\mathfrak{I}=(0)$. Suppose first $n=2$ so $\mathfrak{Q}_{1}+\mathfrak{Q}_{2}=B$ and $\mathfrak{Q}_{1} \cap \mathfrak{Q}_{2}=(0)$. We map $B$ to the direct sum $B / \mathbb{Q}_{1} \oplus B / \mathfrak{Q}_{2}$ by

$$
b \rightarrow\left(b+\mathfrak{Q}_{1}, b+\mathfrak{Q}_{2}\right) .
$$

This is a ring homomorphism with kernel $\mathfrak{Q}_{1} \cap \mathfrak{Q}_{2}=(0)$. It must be shown that the map is onto the direct sum. Since $\mathbb{Q}_{1}+\mathbb{Q}_{2}=B$ there exists elements $q_{i}$ in $\mathbb{Q}_{i}$ such that $q_{1}+q_{2}=1$. Then

$$
q_{1} \rightarrow\left(q_{1}+\mathfrak{Q}_{1}, q_{1}+\mathfrak{Q}_{2}\right)=\left(0,1-q_{2}+\mathfrak{Q}_{2}\right)=\left(0,1+\mathbb{Q}_{2}\right) .
$$

Thus $B q_{1}$ maps onto ( $0, B / \mathfrak{Q}_{2}$ ). Similarly $B q_{2}$ maps onto ( $B / \mathfrak{Q}_{1}, 0$ ) so the map is onto in the case $n=2$.

Now suppose $n>2$. Let $\mathfrak{Q}_{n-1} \cap \mathfrak{Q}_{n}=\mathfrak{Q}_{n-1}^{\prime}$ and let $\mathfrak{Q}_{j}=\mathfrak{Q}_{j}^{\prime}$ for $j<n-1$. The first step is to show that induction can be applied to the $n-1$ ideals $\mathfrak{Q}_{j}{ }^{\prime}$. Clearly $\cap \mathfrak{Q}_{j}{ }^{\prime}=\cap \mathfrak{Q}_{i}$ and $\mathfrak{Q}_{i}{ }^{\prime}+\mathfrak{Q}_{j}{ }^{\prime}=B$ if $i, j$ are both $\neq n-\mathbf{I}$. It is necessary to show

$$
\mathfrak{Q}_{n-1}^{\prime}+\mathbb{Q}_{j}^{\prime}=B \quad \text { for } \quad j \neq n-1 .
$$

We have $B=B \cdot B=\left(\mathfrak{Q}_{n}+\mathfrak{Q}_{j}\right)\left(\mathfrak{Q}_{n-1}+\mathfrak{Q}_{j}\right) \subseteq \mathfrak{Q}_{n} \mathfrak{Q}_{n-1}+\mathfrak{Q}_{j}$. It is always true that $\mathbb{Q}_{n} \mathfrak{Q}_{n-1} \subseteq \mathbb{Q}_{n} \cap \mathfrak{Q}_{n-1}$ so

$$
B \subseteq \mathbb{Q}_{n-1}^{\prime}+\mathbb{Q}_{j}^{\prime} .
$$

Equality must follow so by induction we have

$$
B \cong B / \mathbb{Q}_{1}^{\prime} \oplus \cdots \oplus B / \mathbb{Q}_{n-1}^{\prime}
$$

In the ring $B / \mathfrak{Q}_{n-1}^{\prime}$ the two ideals $\mathfrak{Q}_{n-1} / \mathfrak{Q}_{n-1}^{\prime}$ and $\mathfrak{Q}_{n} / \mathfrak{Q}_{n-1}^{\prime}$ have sum equal to the whole ring $B / \mathfrak{Q}_{n-1}^{\prime}$ and intersection equal to zero. By the case $n=2$ we get $B / \mathbb{Q}_{n-1}^{\prime} \cong B / \mathbb{Q}_{n-1} \oplus B / \mathbb{Q}_{n}$ and so the theorem follows.
3.4 Theorem (CRT for modules). Let $B, \mathbb{Q}_{1}, \ldots, \mathfrak{Q}_{n}, \mathfrak{J}$ be as in Theorem 3.3. If $M$ is a $B$-module then

$$
M / \mathfrak{I} M \cong M / \mathfrak{Q}_{1} M \oplus \cdots \oplus M / \mathfrak{Q}_{n} M
$$

Proof. We may prove the theorem under the assumption that $\mathfrak{\Im} M=(0)$. Let $u_{i}$ be some element of $B$ which maps onto $(0, \ldots, 0,1,0, \ldots, 0)$ in the isomorphism of Theorem 3.3. Here the 1 is in the $i$ th position so $u_{i}$ is in $Q_{j}$ for $j \neq i$ and $u_{i}-1$ is in $\mathfrak{Q}_{i}$. Consider the homomorphism from $M$ to $u_{i} M$ which sends $m$ to $u_{i} m$. The kernel consists of all $m$ for which $u_{i} m=0$. For such an element we have $m=\left(1-u_{i}\right) m$ is in $\mathfrak{Q}_{i} M$. On the other hand $u_{i} \mathfrak{Q}_{i} M \subset \mathfrak{J} M=$ (0). Thus $u_{i} M \cong M / \mathbb{Q}_{i} M$. To complete the proof it is only necessary to show $u_{1} M+\cdots+u_{n} M$ is a direct sum equal to $M$. One easily sees the sum equals $M$
because $u_{1}+\cdots+u_{n}=1$ modulo $\mathfrak{J}$ and since $\mathfrak{J} M=(0)$ we have $m=u_{1} m+\cdots$ $+u_{n} m$ for all $m$ in $M$.

Now suppose $\sum u_{i} m_{i}=0$. We must show each $u_{i} m_{i}=0$. For $j \neq i$ we have

$$
u_{j} u_{i} M \subseteq \mathfrak{J} M=(0)
$$

so $0=u_{j} \sum u_{i} m_{i}=u_{j} u_{j} m_{j}$. From this equation it follows that

$$
u_{j} m_{j}=\left(1-u_{j}\right) u_{j} m_{j} \in \mathbb{Q}_{j} u_{j} M=(0)
$$

This completes the proof.
A little more can be said in the context of Theorem 3.3. Namely we have the following.
3.5 Proposition. Let $B, \mathfrak{Q}_{1}, \ldots, \mathfrak{Q}_{n}, \mathfrak{J}$ be as in Theorem 3.3. Then $\mathfrak{J}=$ $\mathbf{Q}_{1} \mathbf{Q}_{2} \cdots \mathbf{Q}_{n}$.

Proof. Use induction on $n$. Suppose $n=2$. There exists $u_{i}$ in $Q_{i}$ with $u_{1}+u_{2}=1$. Now for $q$ in $\mathbb{Q}_{1} \cap \mathfrak{Q}_{2}$ we have $q=q u_{1}+q u_{2}$. The element $q u_{1}$ is in $\mathfrak{Q}_{2} \mathfrak{Q}_{1}$ and $q \boldsymbol{u}_{2}$ is in $\mathfrak{Q}_{1} \mathfrak{Q}_{2}$ so $q$ is in $\mathfrak{Q}_{1} \mathfrak{Q}_{2}$. Thus $\mathfrak{Q}_{1} \cap \mathfrak{Q}_{2} \subseteq \mathfrak{Q}_{1} \mathfrak{Q}_{2}$. The reserve inclusion is immediate because the $\mathbb{Q}_{i}$ are ideals so the result holds for two ideals. Now suppose $n>2$. Let $\mathfrak{Q}_{n-1}^{\prime}=\mathbb{Q}_{n-1} \cap \mathfrak{Q}_{n}$. By the case $n=2$ we have also $\mathfrak{Q}_{n-1}^{\prime}=\mathfrak{Q}_{n-1} \mathfrak{Q}_{n}$. We saw in the proof of Theorem 3.3 that induction can be applied with the $n-1$ ideals $\mathbb{Q}_{1}, \ldots, \mathfrak{Q}_{n-2}, \mathfrak{Q}_{n-1}^{\prime}$. Then we have

$$
\bigcap_{1}^{n} \mathbb{Q}_{i}=\mathfrak{Q}_{1} \cap \cdots \cap \mathfrak{Q}_{n-2} \cap \mathfrak{Q}_{n-1}^{\prime}=\mathbb{Q}_{1} \cdots \mathfrak{Q}_{n-2} \mathfrak{Q}_{n-1}^{\prime}=\prod_{1}^{n} \mathfrak{Q}_{i}
$$

and this completes the proof.
Now let $R$ be a Dedekind ring and $\mathfrak{A}$ a nonzero ideal of $R$. We shall study the factor ring $R / \mathcal{R}$.

Observe that the prime ideals in $R / \mathfrak{A}$ are quotients $\mathfrak{P} / \mathfrak{H}$ with $\mathfrak{P}$ a prime ideal of $R$ containing $\mathfrak{P}$. Since nonzero primes in $R$ are maximal ideals we see that all prime ideals in $R / \mathcal{Y}$ are maximal. Also $R$ is a noetherian ring so $R / \mathscr{A}$ is also a noetherian ring. We shall prove some facts about rings satisfying these conditions.

In what follows we let $B$ denote a noetherian ring in which all prime ideals are maximal. The ring $R / \mathfrak{H}=B$ satisfies this condition.

### 3.5 Lemma. Every ideal in $B$ contains a product of prime ideals.

Proof. This proof uses only the fact that $B$ is noetherian. If the lemma is false there is an ideal $\mathfrak{J}$ which is maximal with respect to not containing a product of prime ideals. In particular $\mathfrak{J}$ itself is not prime so there exist elements $x$ and $y$ with $x y$ in $\mathfrak{I}$ but $x, y$ both outside $\mathfrak{I}$. Let $\mathfrak{U}=B x+\mathfrak{I}, \mathfrak{B}=B y+\mathfrak{I}$. Then $\mathfrak{U}$ and $\mathfrak{V}$ are both ideals larger than $\mathfrak{J}$ so each one contains a product of
prime ideals. But $\mathfrak{U B} \subseteq \mathfrak{J}$ so $\mathfrak{I}$ contains a product of prime ideals. This contradiction shows no such $\mathfrak{J}$ can exist.

Apply this to the zero ideal of $B$.
3.7 Corollary. There exist distinct prime ideals $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{n}$ and positive integers $a_{1}, \ldots, a_{n}$ such that

$$
\mathfrak{P}_{1}^{a_{1}} \cdots \mathfrak{p}_{n}^{a_{n}}=(0) .
$$

Our next object is to apply CRT to these $\mathfrak{P}_{i}^{a_{i}}$ but first we must verify the hypothesis of Theorem 3.3.
3.8 Lemma. If $\mathfrak{P}_{1}, \mathfrak{P}_{2}$ are distinct maximal ideals of $B$ then $\mathfrak{P}_{1}{ }^{a}+\mathfrak{P}_{2}{ }^{b}=B$ for any integers $a, b>0$.

Proof. $\quad \mathfrak{P}_{1}{ }^{a}$ cannot be contained in $\mathfrak{P}_{2}$ unless $\mathfrak{P}_{1}=\mathfrak{P}_{2}$. Thus $\mathfrak{P}_{1}{ }^{a}+\mathfrak{P}_{2}=$ $B$. Suppose for some integer $c \geqslant 1$ we have

$$
\mathfrak{P}_{1}^{a}+\mathfrak{P}_{2}^{c}=B .
$$

Then $\mathfrak{P}_{2}{ }^{c}=\mathfrak{P}_{2}{ }^{c} B=\mathfrak{P}_{2}{ }^{c}\left(\mathfrak{P}_{1}{ }^{a}+\mathfrak{P}_{2}\right) \subseteq \mathfrak{P}_{1}{ }^{a}+\mathfrak{P}_{2}^{c+1}$. So

$$
B=\mathfrak{P}_{1}{ }^{a}+\mathfrak{P}_{2}{ }^{c} \subseteq \mathfrak{P}_{1}{ }^{a}+\left(\mathfrak{P}_{1}{ }^{a}+\mathfrak{P}_{2}{ }^{c+1}\right)=\mathfrak{P}_{1}{ }^{a}+\mathfrak{P}_{2}{ }^{c+1} .
$$

The result follows.
3.9 Lemma. Let $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{n}$ be distinct prime ideals such that

$$
(0)=\mathfrak{P}_{1}^{a_{1}} \ldots \mathfrak{P}_{n}^{a_{n}} .
$$

Then

$$
B \cong B / \mathfrak{B}_{1}^{a_{1}} \oplus \cdots \oplus B / \mathfrak{P}_{n}^{a_{n}} .
$$

Proof. Each $\mathfrak{P}_{i}$ is maximal so Lemma 3.8 implies that CRT can be applied to give

$$
B / \mathfrak{J} \cong B / \mathfrak{P}_{1}^{a_{1}} \oplus \cdots \oplus B / \mathfrak{P}_{n}^{a_{n}}
$$

when $\mathfrak{J}=\bigcap \mathfrak{P}_{i}^{a_{i}}$. We will be done if $\mathfrak{J}=(0)$.
By Proposition 3.5 we see $\mathfrak{T}=\Pi \mathfrak{P}_{i}^{a_{i}}=(0)$ so the proof is complete.
3.10 Corollary. The ideals $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{n}$ are all the prime ideals of $B$.

Proof. One checks easily that $\mathfrak{P}_{i} / \mathfrak{P}_{i}^{a_{i}}$ is the only prime ideal in $B / \mathfrak{P}_{i}^{a_{i}}$ and the only ideals in a direct sum $B_{1} \oplus \cdots \oplus B_{n}$ are direct sums $\mathfrak{I}_{1} \oplus \cdots \oplus \mathfrak{I}_{n}$ of ideals $\mathfrak{I}_{i}$ in the ring $B_{i}=B / \Re_{i}^{a_{i}}$. The ideal $\mathfrak{T}_{\mathrm{I}} \oplus \cdots \oplus \mathfrak{I}_{n}$ is prime if and only if $B_{1} / \mathfrak{I}_{1} \oplus \cdots \oplus B_{n} / \mathfrak{I}_{n}$ is an integral domain. It follows that $\mathfrak{I}_{j}=B_{j}$ for all but one index $j$ and $\mathfrak{I}_{j}=\mathfrak{P}_{j}$ for the remaining index.

It follows now that there exist only a finite number of prime ideals of $R$
which contain $\mathfrak{A}$ (namely the primes which map onto the $\mathfrak{P}_{i}$ in $B$ ) and also $\mathfrak{A}$ contains a product of these primes. Our goal is to show in fact that $\mathfrak{H}$ is equal to a product of primes. To get this it is necessary to use some additional information. Up to now we have used only that primes of $R$ are maximal ideals but we have not used that $R_{\mathfrak{p}}$ is a principal ideal domain when $\mathfrak{P}$ is a nonzero prime of $R$. We shall bring this into consideration shortly.
3.11 Lemma. Let $\mathfrak{P}$ be a prime ideal of $R$ and $a$ be a positive integer. Then $R / \mathfrak{P}^{a} \cong R_{\mathfrak{q}} / \mathfrak{P}^{a} R_{\mathfrak{F}}$.

Proof. The map $f\left(r+\mathfrak{P}^{a}\right)=r+\mathfrak{P}^{a} R_{\mathfrak{q}}$ from $R / \mathfrak{P}^{a}$ to $R_{\mathfrak{P}} / \mathfrak{P} R_{\mathfrak{p}}$ is a ring homomorphism which is one to one. We must show $f$ is onto. Take any $r / s$ in $R_{\mathfrak{P}}$ with $s$ not in $\mathfrak{P}$ but $r$ in $R$. Since $\mathfrak{P}$ is a maximal ideal it follows that $R s+\mathfrak{P}=R$. By the method of proof used in Lemma 3.8, one finds $R s+\mathfrak{P}^{a}=$ $R$. Thus there exists $c$ in $R$ and $q$ in $\mathfrak{p}^{a}$ with $c s+q=1$. Then $f\left(r c+\mathfrak{p}^{a}\right)=$ $r c+\mathfrak{P}^{a} R_{\mathfrak{F}}=r(1 / s-q / s)+\mathfrak{P}^{a} R_{\mathfrak{P}}=r / s+\mathfrak{P}^{a} R_{\mathfrak{P}}$. Thus $f$ is onto as required.
3.12 Corollary. Every ideal of $R / \mathfrak{P}^{a}$ is a power of $\mathfrak{P} / \mathfrak{P}^{a}$. Moreover $\mathfrak{P} / \mathfrak{P}^{a}$ is a principal ideal.

Proof. In view of Lemma 3.11, we may replace $R$ by $R_{\mathfrak{P}}$ in order to prove these assertions. But $R_{\mathfrak{p}}$ is a DVR so the statements follow from Property 3.1 (iii).
3.13 Proposition. Let $\mathfrak{W}$ be a nonzero ideal of $R$ and let $\mathfrak{P}_{1}, \ldots, \mathfrak{p}_{n}$ be all the prime ideals of $R$ which contain $\mathfrak{H l}$. Then $\mathfrak{V l}=\mathfrak{p}_{1}^{a_{1}} \cdots \mathfrak{P}_{n}^{a_{n}}$ for some positive integers $a_{i}$.

Proof. We have seen above that $\mathfrak{P}_{1}^{b_{1}} \cdots \mathfrak{P}_{n}^{b_{n}} \subseteq \mathfrak{I}$ for some positive integers $b_{i}$.

In the factor ring

$$
B=R / \mathfrak{P}_{1}^{b_{1}} \cdots \mathfrak{p}_{n}^{b_{n}} \cong R / \mathfrak{P}_{1}^{b_{1}} \oplus \cdots \oplus R / \mathfrak{P}_{n}^{b_{n}}
$$

the ideal $\mathfrak{9 r}$ has image which is necessarily of the form

$$
\mathfrak{P}_{1}^{a_{1}} / \mathfrak{P}_{1}^{b_{1}} \oplus \cdots \oplus \mathfrak{P}_{n}^{a_{n}} / \mathfrak{P}_{n}^{b_{n}}
$$

for some positive integers $a_{i}$ because of Corollary 3.12. The ideal $\mathfrak{P}_{1}^{a_{1}} \cdots \mathfrak{P}_{n}^{a_{n}}$ has the same image so $\mathfrak{V I}=\mathfrak{P}_{1}^{a_{1}} \cdots \mathfrak{P}_{n}^{a_{n}}$ because both contain $\mathfrak{P}_{1}^{b_{1}} \cdots \mathfrak{p}_{n}^{b_{n}}$.
3.14 Theorem. Let $\mathfrak{P l}$ be a nonzero ideal in the Dedekind ring $R$. Then $\mathfrak{N}=\mathfrak{P}_{1}^{a_{1}} \ldots \mathfrak{P}_{n}^{a_{n}}$ with $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{n}$ distinct prime ideals uniquely determined by $\mathfrak{A}$ and certain positive integers $a_{1}, \ldots, a_{n}$ uniquely determined by $\mathfrak{N I}$.

Proof. Every thing except uniqueness has already been done. The primes $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{n}$ are uniquely determined by $\mathfrak{P l}$ because they are all the primes of $R$
which contain $\mathfrak{P l}$. The integer $a_{i}$ is uniquely determined by the condition that $a_{i}$ is the least power of the maximal ideal of $R_{\mathfrak{P}_{i}} / \mathcal{U} R_{\mathfrak{P}_{i}}$ which is zero. That is $\mathfrak{H} R_{\mathfrak{n}_{i}}=\mathfrak{P}_{i}^{a_{i}} R_{\mathfrak{P}_{i}}$.

As an application of Theorem 3.14, we can prove the next result.
3.15 Theorem. If $R$ is a Dedekind ring with only a finite number of prime ideals, then $R$ is a principal ideal domain.

Proof. Let $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{n}$ be all the nonzero primes of $R$. The first step is to find an element $x_{i}$ which is in $\mathfrak{P}_{i}$ but not in $\mathfrak{P}_{i}{ }^{2}$ and also not in $\mathfrak{P}_{j}$ for $j \neq i$. To produce $x_{1}$ we let $x_{1}$ be an element of $R$ which maps onto ( $\pi, 1,1, \ldots, 1$ ) in

$$
R / \mathfrak{P}_{1}^{2} \mathfrak{P}_{2} \cdots \mathfrak{P}_{n} \cong R / \mathfrak{F}_{1}^{2} \oplus R / \mathfrak{P}_{2} \oplus \cdots \oplus R / \mathfrak{P}_{n}
$$

where $\pi$ is a generator of $\mathfrak{P}_{1} / \mathfrak{P}_{1}{ }^{2}$. Such an $x_{1}$ exists by CRT. Clearly it satisfies the required conditions. Similarly select $x_{i}$. Now the ideal $R x_{i}$ is contained in $\mathfrak{P}_{i}$ but not in any other prime. Moreover $R x_{i}$ is not in $\mathfrak{P}_{i}{ }^{2}$. Hence the only factorization possible is $R x_{i}=\mathfrak{P}_{i}$. Thus every prime is principal. Since each ideal $\neq 0$ is a product of primes, each ideal is also principal.

Exercise. If $\mathfrak{Y}$ is an ideal of $R$, we write $x \equiv y \bmod \mathfrak{N}$ to mean $x-y$ is in $\mathfrak{N}$. Let $\mathscr{\not}_{1}, \ldots, \mathfrak{\not}_{n}$ be distinct prime ideals $\neq(0)$ in the Dedekind ring $R$; $a_{1}, \ldots, a_{n}$ are positive integers; $y_{1}, \ldots, y_{n}$ are elements of $R$. Show there exists an element $x$ in $R$ with $x \equiv y_{i} \bmod \mathfrak{P}_{i}^{a_{i}}$ for $i=1,2, \ldots, n$.

Now that the structure of ideals is known, it will be practical to have several ways of identifying Dedekind rings. We offer two alternate characterizations of these rings.
3.16 Theorem. Let $R$ be an integral domain which is not a field. The following are equivalent statements.
(a) $R$ is a Dedekind ring.
(b) For each maximal ideal $\mathfrak{P}, R_{\mathfrak{p}}$ is a DVR and for each element $a \neq 0$ there exists only a finite number of prime ideals containing $a$.
(c) $R$ is noetherian, integrally closed and each prime ideal $\neq(0)$ is a maximal ideal.

Proof (a) $\rightarrow$ (b). If $R$ is Dedekind, then $R_{\mathfrak{p}}$ is a DVR and by the remark following Corollary 3.10, there exist only a finite number of prime ideals containing $R a=\mathfrak{q l}$.
(b) $\rightarrow(\mathrm{c})$. Let $(0) \neq \mathfrak{Q}$ be a prime ideal. If $\mathbb{Q}$ is not maximal then $\mathbb{Q} \subset \mathfrak{Q}$ with $\mathfrak{P}$ maximal. It follows that $\mathbb{Q} R_{\mathfrak{P}}$ is a nonmaximal prime ideal in $R_{\mathfrak{P}}$ so $R_{\mathfrak{F}}$ is not a DVR. Thus $\mathfrak{Q}$ is maximal. Next we show $R$ is integrally closed. We need an elementary fact before proceeding.
3.17 Lemma. Let $R$ be any integral domain. Then

$$
R=\bigcap_{\mathfrak{m}} R_{\mathfrak{P}}
$$

where the intersection taken over all maximal ideals.
Proof. The inclusion of $R$ into the intersection is immediate. Suppose $x$ is in $R_{\mathfrak{F}}$ for every maximal ideal $\mathfrak{P}$. We may write $x=a / b$ with $a, b$ in $R$. Let

$$
\mathfrak{H}=\{y \in R \mid y a \in R b\} .
$$

$\mathfrak{A}$ is an ideal of $R$. For any maximal ideal $\mathfrak{P}$ we can find $r, s$ in $R$ with $s$ not in $\mathfrak{P}$ such that $x=a / b=r / s$. In particular $s a=r b$ so $s$ is in $\mathfrak{H}$. This means $\mathfrak{H}$ is not contained in $\mathfrak{P}$. Hence $\mathfrak{H}$ is not contained in any maximal ideal and so $\mathfrak{N}=R$. Thus $a$ belongs to $R b$ and $a / b=x$ belongs to $R$.

Now we return to the proof of (c). Each $R_{ß}$ is a DVR, so $R_{\Re}$ is integrally closed. By Exercise 3 on page $7, R=\bigcap R_{\mathfrak{P}}$ is integrally closed.

The last assertion to be proved is that $R$ is noetherian. To prove this we shall need another lemma.
3.18 Lemma. Let $R$ be any domain and let $\mathfrak{N} \subseteq \mathfrak{B}$ be two ideals of $R$ such that $\mathfrak{H} R_{\mathfrak{P}}=\mathfrak{B} R_{\mathfrak{P}}$ for all maximal ideals $\mathfrak{P}$ of $R$. Then $\mathfrak{Q}=\mathfrak{B}$.

Proof. Let $b$ be an element of $\mathfrak{B}$. For each maximal ideal $\mathfrak{P}$, we have $b R_{\mathfrak{P}} \subseteq \mathfrak{U} R_{\mathfrak{P}}$. So there is some $a$ in $\mathfrak{H}$ and some $s$ in $R$ with $s$ not in $\mathfrak{P}$ such that $b=a / s$. The ideal of $R$ defined by

$$
\{y \in R \mid b y \in \mathfrak{d}\}
$$

must contain $s$ and so it does not belong to $\mathfrak{P}$. This ideal is not in any maximal ideal so it is all of $R$. Thus $b$ is in $\mathfrak{H}$ as required.

Now to complete the proof of (c) it is necessary to prove each ideal is finitely generated. We can prove even more. Namely, each ideal requires at most two generators.
3.19 Proposition. Let $R$ be a domain which satisfies Condition (b) of Theorem 3.16, and let $\mathfrak{V}$ be a nonzero ideal of $R$. For any $a$ in $\mathfrak{U l}$ with $a \neq 0$ there exists $b$ in $\mathfrak{U}$ such that $R a+R b=\mathfrak{H}$.

Proof. Let $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{n}$ be all the prime ideals of $R$ which contain $a$. Each localization $R_{\mathfrak{P}_{i}}$ is a PID, so there exists $c_{i}$ with

$$
\mathfrak{A} R_{\mathfrak{P}_{i}}=c_{i} R_{\mathfrak{P}_{i}}
$$

We can write $c_{i}=x / s$ with $x$ in $\mathfrak{A}$ and $s$ in $R$ and observe that $c_{i} R_{\mathfrak{P}_{i}}=x R_{\mathfrak{P}_{i}}$. So we shall assume that $c_{i}$ is in 91 to start with. We have enough information already to show $\mathfrak{H}$ is finitely generated. Consider the ideal $\mathbb{C}=R a+R c_{1}+\cdots$
$+R c_{n}$ which is contained in $\mathfrak{A}$. If $\mathfrak{P}$ is a prime ideal and $a$ is not in $\mathfrak{P}$ then $1 / a$ is in $R_{\mathfrak{p}}$ so $\mathbb{C} R_{\mathfrak{P}}=\mathfrak{M} R_{\mathfrak{P}}=R_{\mathfrak{p}}$. If $\mathfrak{P}$ is one of the $\mathfrak{P}_{i}$ which contain $a$, then $\mathbb{C} R_{\mathfrak{P}}$ contains $c_{i}$ so again $\mathbb{C} R_{\mathfrak{F}}=\mathfrak{U} R_{\mathfrak{P}}$. By Lemma 3.18 it follows that $\mathbb{C}=\mathfrak{A}$. To complete the proof we need to find $b$. Select $b$ in $\mathfrak{H}$ so that under the isomorphism of Theorem 3.4

$$
\mathfrak{A} / \mathfrak{P}_{1} \cdots \mathfrak{B}_{n} \mathfrak{A} \cong \mathfrak{A} / \mathfrak{P}_{1} \mathfrak{H} \oplus \cdots \oplus \mathfrak{A} / \mathfrak{P}_{n} \mathfrak{H}
$$

the coset $b+\mathfrak{P}_{1} \cdots \mathfrak{P}_{n} \mathfrak{M}$ maps onto the $n$-tuple $\left(c_{1}+\mathfrak{P}_{1} \mathfrak{N}, \ldots, c_{n}+\mathfrak{P}_{n} \mathfrak{H}\right)$. Then $b-c_{i}$ is in $\mathfrak{P}_{i} \mathfrak{A}$ and certainly $R a+R b \subseteq \mathfrak{A}$. We show equality by the same technique as above. Let $\mathfrak{D}=R a+R b$. For a prime $\mathfrak{P}$ not containing $a$, $\mathfrak{D} R_{\mathfrak{p}}=\mathfrak{H} R_{\mathfrak{P}}=R_{\mathfrak{p}}$. If $\mathfrak{P}$ is the prime $\mathfrak{P}_{i}$ then $\mathfrak{D} R_{\mathfrak{P}}+\mathfrak{P M} R_{\mathfrak{P}}$ contains $b+\left(c_{i}-b\right)=c_{i}$. Thus this sum contains $c_{i} R_{\mathfrak{p}}=\mathfrak{H} R_{\mathfrak{p}}$. On the other hand, $\mathfrak{D} \subseteq \mathfrak{V}$ so the sum is contained in $\mathfrak{U l} R_{\mathfrak{P}}$. It follows

$$
\mathfrak{D} R_{\mathfrak{Y}}+\mathfrak{P H} R_{\mathfrak{F}}=\mathfrak{H} R_{\mathfrak{P}}
$$

The hypothesis of Nakayama's Lemma (Corollary to Proposition 1.4) is satisfied: $R_{\mathfrak{P}}$ is local, $\mathfrak{V l} R_{\mathfrak{p}}$ is a finitely generated module, $\mathfrak{D} R_{\mathfrak{p}}$ is a submodule. The above equation implies $\mathfrak{D} R_{\mathfrak{P}}=\mathfrak{9} R_{\mathfrak{P}}$. By Lemma 3.18, $\mathfrak{H}=\mathfrak{D}=R a+R b$.

This completes the proof that (b) $\rightarrow$ (c) in Theorem 3.16. We begin the proof that (c) $\rightarrow$ (a).

Let $\mathfrak{P}$ be a maximal ideal of $R$. Then $R_{\mathfrak{F}}$ is a noetherian local ring with $\mathfrak{P} R_{\mathfrak{p}}$ the only nonzero prime ideal (because primes in $R$ are maximal). Moreover $R_{\text {® }}$ is integrally closed because $R$ is integrally closed. It remains to show these conditions imply $R_{\mathfrak{F}}$ is a PID.
3.20 Proposition. Let $R$ be a noetherian, local, integrally closed domain with $\mathfrak{P}$ its only nonzero prime ideal. Then $R$ is a DVR.

Proof. Select any $a \neq 0$ in $\mathfrak{P}$ and let $M=R / R a$. For each $m$ in $M$ let

$$
\operatorname{ann}(m)=\{r \in R \mid r m=0\}
$$

Since $R$ is noetherian there is a maximal element in the collection $\{\operatorname{ann}(m) \mid m \neq 0, m \in M\}$. Let $b$ be an element of $R$ such that $\mathbb{Q}=$ ann $(b+R a)$ is such a maximal element. $\mathfrak{Q}$ is nonzero because $a \neq 0$ and $a$ is in $\mathbb{Q}$. We show now $\mathbb{Q}$ is prime. If $\mathbb{Q}$ is not prime there exist elements $x, y$ not in $\mathfrak{Q}$ with $x y$ in $\mathbb{Q}$. Now $y(b+R a) \neq 0+R a$ because $y$ is not in $\mathbb{Q}$. Then ann $(y b+R a)$ contains both $\mathbb{Q}$ and $x$ which is against the maximal choice of $\mathbb{Q}$.

Thus $\mathbb{Q}$ is prime and since $R$ has only one prime $\neq 0$ it follows that the maximal ideal $\mathfrak{P}$ is the set of all elements which multiply $b$ into $R a$. That is $\mathfrak{P} b \subseteq R a$ but $b$ is not in $R a$.

We now carry through several steps which lead to the conclusion of the proof.

Step 1. $b / a$ is not in $R$.
If it were then $b$ is in $R a$ contrary to $b+R a \neq 0+R a$.
Step 2. $\mathfrak{P}=R(a / b)$.
The inclusion $\mathfrak{P} b \subseteq R a$ means $\mathfrak{P} b / a$ is an ideal in $R$. If $\mathfrak{P b} / a \subseteq \mathfrak{P}$ then by Part (4) of Proposition 2.1 it follows $b / a$ is integral over $R$. Since $R$ is integrally closed we get $b / a$ is in $R$ contrary to Step 1 . Thus $\mathfrak{P} b / a=R$ and $\mathfrak{P}=R a / b$.

We now know the maximal ideal is principal. Let us write $\mathfrak{P}=R \pi$ for short.
Step 3. Every ideal is principal.
Let $\mathfrak{A l}$ be a nonzero ideal. Consider the chain

$$
\mathfrak{A} \subseteq \mathfrak{A} \pi^{-1} \subseteq \mathfrak{M} \pi^{-2} \subseteq \cdots
$$

If $\mathfrak{9} \pi^{-k}=\mathfrak{9} \pi^{-k-1}$ then $\pi^{-1}$ sends $\mathfrak{A} \pi^{-k}$ into itself so $\pi^{-1}$ is integral over $R$. But this is impossible since $\pi^{-1}$ cannot be in $R$.

Since $R$ is a noetherian ring, the part of the chain which falls into $R$ must be finite. Let $\mathfrak{Q}\left(\pi^{-n} \subseteq R, \mathfrak{Q} \pi^{-n-1} \nsubseteq R\right.$. If $\mathfrak{M} \pi^{-n} \subseteq \mathfrak{P}=R \pi$ then $\mathfrak{G} \pi^{-n-1} \subseteq R$ so it must be $\mathfrak{9 t} \pi^{-n}=R$. Thus $\mathfrak{N}=\mathfrak{R} \pi^{n}$ which completes the proof.

## 4. FRACTIONAL IDEALS AND THE CLASS GROUP

Throughout this section $R$ denotes a Dedekind ring and $K$ its quotient field.
Definitions. (1) A fractional ideal of $R$ is a nonzero finitely generated $R$-submodule of $K$.
(2) If $\mathfrak{M}$ is a fractional ideal, $\mathfrak{M}^{-1}$ is the set $\{x \in K \mid \quad x \mathfrak{M} \subseteq R\}$.

Examples. If $y$ is a nonzero element of $K$, then $R y$ is a fractional ideal. The inverse $(R y)^{-1}$ is $R y^{-1}$.

Any nonzero ideal of $R$ is a fractional ideal.
Remark. If $\mathfrak{M}$ is a fractional ideal then so is $\mathfrak{M}^{-1}$. It is clear that $\mathbb{M}^{-1}$ is an $R$-submodule of $K$. It is necessary to show it is finitely generated. Select any $m$ in $\mathfrak{M}$ with $m \neq 0$. Then $\mathfrak{M}^{-1} m \subseteq R$ so $\mathfrak{M}^{-1} \subseteq R m^{-1}$. Certainly $R m^{-1}$ is a finitely generated $R$ module and because $R$ is noetherian, the submodule $\mathfrak{M}^{-1}$ is also finitely generated.

Suppose $\mathfrak{M}$ and $\mathfrak{N}$ are fractional ideals. The product $\mathfrak{M} \mathfrak{M}$ is the collection of all elements of the form $\sum m_{i} n_{i}$ with $m_{i}$ in $\mathfrak{M}, n_{i}$ in $\mathfrak{N}$. If $\left\{x_{j}\right\}$ and $\left\{y_{k}\right\}$ are sets of generators for $\mathfrak{M}$ and $\mathfrak{N}$, respectively, then $\mathfrak{M P}$ is generated over $R$ by the products $x_{j} y_{k}$. Hence $\mathfrak{M N}$ is also a fractional ideal.
Definition. A fractional ideal $\mathfrak{M}$ is invertible if $\mathfrak{M P}^{-1}=R$.
Example. The principal fractional ideal $R x$ is invertible for any $x$ in $K$ because $(R x)(R x)^{-1}=R x x^{-1}=R$.

Exercise. Multiplication and inversion behave properly with respect to localization. That is, if $\mathfrak{P}$ is a prime ideal of $R$ and $\mathfrak{M}$ a fractional ideal of $R$, then $\mathfrak{M} R_{\mathfrak{p}}$ is a fractional ideal of $R_{\mathfrak{P}}$ and $\left(\mathfrak{M} R_{\mathfrak{P}}\right)^{-1}=\mathfrak{M}^{-1} R_{\mathfrak{P}}$. Also $(\mathfrak{M} \mathfrak{M}) R_{\mathfrak{p}}=$ $\left(\mathfrak{M} R_{\mathfrak{F}}\right)\left(\mathfrak{N} R_{\mathfrak{p}}\right)$ for $\mathfrak{M}, \mathfrak{N}$ fractional ideals of $R$.

### 4.1 Lemma. A prime ideal of $R$ is invertible.

Proof. Let $\mathfrak{P}$ be a nonzero prime of $R$. Then $\mathfrak{P} \mathfrak{P}^{-1}=\mathfrak{H}$ is an ideal of $R$. For any maximal ideal $\mathfrak{Q}$ we know $R_{\mathbb{Q}}$ is a PID so $\mathfrak{P} R_{\mathbb{Q}}$ is principal and hence is invertible. Thus $\mathscr{H}_{\mathbb{Q}}=\left(\mathfrak{P} \mathfrak{P}^{-1}\right)_{\mathbb{Q}}=\mathfrak{P}_{Q} \cdot \mathfrak{P}_{Q}^{-1}=R_{\mathbb{R}}$. This holds for all maximal $\mathfrak{Q}$, so by Lemma $3.18, \mathfrak{A}=R$ as required. (In this proof we have written $\mathfrak{N}_{\mathrm{E}}$ for $\mathfrak{N 1} R_{\mathrm{Q}}$.)

When $\mathfrak{M}$ is a fractional ideal and $n$ a positive integer, we shall write $\mathfrak{M}^{-n}$ to mean $\left(\mathfrak{M}^{-1}\right)^{n}$.
4.2 Theorem. Any fractional ideal $\mathfrak{M}$ can be uniquely expressed as a product $\mathfrak{P}_{1}^{a_{1}} \cdots \mathfrak{P}_{n}^{a_{n}}$ with $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{n}$ distinct prime ideals of $R$ and $a_{1}, \cdots, a_{n}$ integers (positive or negative).

Proof. Let $\mathfrak{P}$ be a fractional ideal with generators $m_{1}, \ldots, m_{k}$. Each $m_{i}$ is in $K$ so there is a "common denominator" $s$ in $R$ such that $m_{i} s$ is also in $R$. It follows that $\mathfrak{M}_{s} \subseteq R$. There exist factorizations of the ideals $R s$ and $\mathfrak{M}^{\prime} s$ as

$$
R s=\prod \mathfrak{Q}_{j}^{b_{j}}, \quad \mathfrak{M} s=\prod \mathfrak{B}_{i}^{a_{i}}
$$

where the $\mathfrak{P}_{i}$ and the $\mathfrak{Q}_{j}$ are the prime ideals of $R$. It follows $\mathfrak{M} \mathfrak{Q}_{1}^{b_{1}} \cdots \mathfrak{Q}_{i}^{b_{t}}=$ $\mathfrak{P}_{1}^{a_{1}} \cdots \mathfrak{P}_{k}^{a_{k}}$. We have seen in Lemma 4.1 that prime ideals are invertible so we obtain

$$
\mathfrak{M}=\prod \mathfrak{P}_{i}^{a_{i}} \cdot \prod \mathfrak{Q}_{j}^{-b_{j}}
$$

This establishes the existence of a factorization of $\mathfrak{M}$ as a product of prime ideals with integral exponents. Now we obtain uniqueness as follows. Suppose

$$
\mathfrak{W}=\prod \mathfrak{P}_{i}^{a_{i}} \prod \mathfrak{Q}_{j}^{-b_{j}}=\prod \mathfrak{X}_{i}^{c_{i}} \prod \mathfrak{Y}_{j}^{-d_{j}}
$$

where $\mathfrak{P}, \mathfrak{Q}, \mathfrak{x}, \mathfrak{Y}$ denote prime ideals and the $a_{i}, b_{j}, c_{i}, d_{j}$ are positive integers. Then we have $\Pi \mathfrak{F}_{i}^{a_{i}} \Pi \mathfrak{V}_{j}^{\mathrm{d}_{j}}=\Pi \mathfrak{X}_{i}^{c_{i}} \Pi \mathfrak{Q}_{j}^{b_{j}}$. This is a factorization of ideals in $R$ so the uniqueness statement for ideals in $R$ can be used to get the uniqueness of the expression for $\mathfrak{M l}$.

The discussion to this point shows that the collection of all fractional ideals forms a group under the rule for multiplication of fractional ideals described at the beginning of the section. We denote this group by $I(R)$ and call it simply the ideal group of $R$. The uniqueness statement of Theorem 4.2 implies that $\mathbf{I}(R)$ is a free abelian group with the collection of nonzero prime ideals as free generators. Generally, this is an infinitely generated group.

There is a subgroup of particular interest. Namely the collection of all principal fractional ideals $R x$ with $x$ in $K$ forms a subgroup of $I(R)$ which is denoted by $\mathbf{P}(R)$. While $\mathbf{I}(R)$ and $\mathbf{P}(R)$ may be very large Abelian groups, the quotient can be very small. We let

$$
\mathbf{C}(R)=\mathbf{I}(R) / \mathbf{P}(R)
$$

and call $\mathbf{C}(R)$ the class group of $R$.
The class group is an invariant of the ring $R$. In many cases $R$ itself is canonically selected from its quotient field $K$ in which case $C(R)$ may be viewed as an invariant of $K$.

For example, let $K$ be a finite dimensional extension of the rationals and let $R$ denote the integral closure of $Z$ in $K$. Then $\mathbf{C}(R)$ is an important invariant of $K$. We shall prove later that $\mathbf{C}(R)$ is a finite group in this case. We refer to $\mathbf{C}(R)$ as the class group of $K$ and its order is the class number of $K$.

It is not generally true that $\mathbf{C}(R)$ is finite for arbitrary Dedekind rings.
Exercise 1. For a Dedekind ring $R, \mathbf{C}(R)$ has order one if and only if $R$ is a PID.

ExERCISE 2. Let $R=Z+Z \sqrt{-5}=$ integral closure of $Z$ in $Q(\sqrt{-5}) . R$ is a Dedekind ring (by Theorem 6.1). Show that $R$ is not a UFD (and so not a PID) because

$$
3 \cdot 7=(1+2 \sqrt{-5})(1-2 \sqrt{-5})
$$

gives two essentially different factorizations of 21 . Prove this fact and then find an ideal of $R$ which is not principal. (It happens in this case that $\mathbf{C}(R)$ has order 2.)

## 5. NORMS AND TRACES

Let $K$ be a field and $L$ a finite-dimensional extension of $K$. Each element $x$ in $L$ gives rise to a function

$$
r_{x}: y \rightarrow y x
$$

sending $L$ into itself. We may regard $L$ as a finite-dimensional vector space over $K$ and then $r_{x}$ is a linear transformation. If we select a basis $u_{1}, \ldots, u_{n}$ for $L$ over $K$, then $r_{x}$ has a matrix representation $\left|a_{i j}\right|$, where the $a_{i j}$ are in $K$ and satisfy

$$
u_{i} x=\sum a_{i j} u_{j}
$$

The mapping of $L$ defined by sending $x$ to $\left|a_{i j}\right|$ is called the regular representation of $L$ over $K$. This is a monomorphism of $L$ onto a subfield of the $K$-algebra of $n \times n$ matrices. The regular representation depends upon the choice of basis.

If another basis is selected and if $U$ is the change of basis matrix, then the regular representation determined by the second basis sends $x$ to $U\left|a_{i j}\right| U^{-1}$. The two functions trace $\left|a_{i j}\right|$ and det $\left|a_{i j}\right|$ are independent of the particular basis and depend only upon the linear transformation $r_{x}$, and so only upon $x$. We use this observation to see that the maps in the following definition depend only upon $L$ and $K$ and not upon the particular basis.

Definition. The trace map from $L$ to $K$ is the function $\mathrm{T}_{L / K}(x)=$ trace $\left(r_{x}\right)$. The norm map from $L$ to $K$ is the function $\mathrm{N}_{L / K}(x)=\operatorname{det}\left(r_{x}\right)$.
5.1 Properties of the Norm and Trace. Let $x, y \in L$ and $a \in K$.
(i) $\mathrm{T}_{L / K}(x+y)=\mathrm{T}_{L / K}(x)+\mathrm{T}_{L / K}(y) ;$
(ii) $\mathrm{T}_{L / K}(a x)=a \mathrm{~T}_{L / K}(x)$;
(iii) $\mathrm{N}_{L / K}(x y)=\mathrm{N}_{L / K}(x) \mathrm{N}_{L / K}(y)$;
(iv) $\mathrm{N}_{L / K}(a x)=a^{n} \mathrm{~N}_{L / K}(x)$.

These are easily verified if we simply observe $r_{x y}=r_{x} r_{y}$ and $r_{x+y}=r_{x}+r_{y}$ along with the fact that for $a$ in $K, r_{a}$ has a scalar matrix with $a$ on the diagonal.

We shall also require the following transitivity property of the trace. Let $K \subset E \subset L$ be a chain of finite-dimensional extensions.
(v) For $x$ in $L, \mathrm{~T}_{L / K}(x)=\mathrm{T}_{E / K}\left(\mathrm{~T}_{L / E}(x)\right)$.

Proof. Let $a_{1}, \ldots, a_{k}$ be a basis for $E$ over $K$ and $b_{1}, \ldots, b_{m}$ a basis for $L$ over $E$. For $x$ in $L$ and $y$ in $E$ let

$$
x b_{i}=\sum \beta_{i j}(x) b_{j}, \quad y a_{i}=\sum \alpha_{i j}(y) a_{j}
$$

Then

$$
\mathrm{T}_{E / K}(y)=\sum \alpha_{i i}(y), \quad \mathrm{T}_{L / E}(x)=\sum \beta_{i i}(x)
$$

It follows that

$$
\mathrm{T}_{E / K}\left(\mathrm{~T}_{L / E}(x)\right)=\sum \sum \alpha_{i i}\left(\beta_{j j}(x)\right) .
$$

The products $a_{i} b_{j}$ give a basis for $L$ over $K$ and

$$
\begin{aligned}
x a_{s} b_{t} & =\sum_{j} a_{s} \beta_{t j}(x) b_{j} \\
& =\sum_{j} \sum_{i} \alpha_{s i}\left(\beta_{t j}(x)\right) a_{i} b_{j}
\end{aligned}
$$

Thus $\mathrm{T}_{L / K}(x)=\sum \sum \alpha_{i i}\left(\beta_{j j}(x)\right)$ as required.
The corresponding property of the norm is more complicated to verify in this way so we shall postpone it until later when it can be proved using Galois theory.

The characteristic polynomial of the element $x$ in $L$ is defined to be

$$
f(t)=\operatorname{det}\left|t I-r_{x}\right|
$$

This is a monic polynomial and we know from matrix theory that $f\left(r_{x}\right)=0$. This implies $f(x)=0$ because $f\left(r_{x}\right)$ multiplies elements of $L$ by $f(x)$. The coefficient of $t^{n-1}$ is $-\mathrm{T}_{L / K}(x)$ and the constant term is $(-1)^{n} \mathrm{~N}_{L / K}(x)$.

The trace map is used to define a bilinear form from $L \times L$ to $K$ by the rule $(x, y)=T_{L / K}(x y)$. The bilinear properties are easily verified and also the symmetric property $(x, y)=(y, x)$.

Recall that a symmetric bilinear form is called nondegenerate if $(L, x)=0$ implies $x=0$.

This idea is important because it characterizes separable extensions.
5.2 Theorem. The finite-dimensional extension $L$ of $K$ is separable if and only if the bilinear form $(x, y)=T_{L / K}(x y)$ is nondegenerate.

Proof. Assume $L / K$ is separable. There is an element $\theta$ in $L$ such that $L=K(\theta)$. Then $1, \theta, \ldots, \theta^{n-1}$ is a basis for $L$ over $K$ and

$$
\left(x, \sum a_{i} \theta^{i}\right)=\sum a_{i}\left(x, \theta^{i}\right)
$$

So $(x, L)=0$ if and only if $\left(x, \theta^{i}\right)=0$ for $i=0,1, \ldots, n-1$. Our problem is to prove that $x=0$ under these conditions. Let $x=\sum b_{i} \theta^{i}$. Then

$$
\begin{equation*}
\left(x, \theta^{j}\right)=\sum b_{i}\left(\theta^{i}, \theta^{j}\right) \tag{*}
\end{equation*}
$$

Let $D$ denote the matrix $\left|d_{i j}\right|$ with $d_{i j}=\left(\theta^{i-1}, \theta^{j-1}\right)$. The equation $*$ and the assumption $(x, L)=0$ implies

$$
\left(b_{0}, b_{1}, \ldots, b_{n-1}\right) D=(0,0, \ldots, 0)
$$

We shall prove $D$ is nonsingular so after one multiplies by $D^{-1}$ it follows that each $b_{i}=0$. Thus $x=0$ as required.

The separability of $L$ is crucial in the proof that $D^{-1}$ exists.
Let $f(t)$ be the (monic) minimum polynomial of $\theta$ in $K$. Let $E$ be any field containing $L$ in which $f(t)$ splits. Then

$$
f(t)=\left(t-\theta_{1}\right)\left(t-\theta_{2}\right) \cdots\left(t-\theta_{n}\right)
$$

with $\theta=\theta_{1}$ and all $\theta_{i}$ in $E$. The separability of $L$ implies $\theta_{i} \neq \theta_{j}$ for $i \neq j$.
The characteristic polynomial of $\theta$ over $K$ has degree $n=[L: K]$ and is divisible by $f(t)$ because $\theta$ is a root of its characteristic polynomial. It follows that $f(t)$ is both the characteristic and minimum polynomial of $\theta$. From the product decomposition of $f(t)$ we find the coefficient of $t^{n-1}$. It follows that

$$
\mathrm{T}_{L / K}(\theta)=\theta_{1}+\theta_{2}+\cdots+\theta_{n}
$$

We want a similar formula for $\mathrm{T}_{L / K}\left(\theta^{k}\right)$. The linear transformation $r_{\theta}$ has the
distinct characteristic roots $\theta_{1}, \ldots, \theta_{n}$ in $E$. Hence the matrix for $r_{\theta}$ (with respect to some basis of $L$ over $K$ ) can be diagonalized over $E$. So there exists $U$ such that

$$
U^{-1} r_{\theta} U=\operatorname{diag}\left\{\theta_{1}, \theta_{2}, \ldots, \theta_{n}\right\}
$$

Raise this to the $k$ th power and it follows that

$$
U^{-1} r_{\theta^{k}} U=\operatorname{diag}\left\{\theta_{1}{ }^{k}, \ldots, \theta_{n}^{k}\right\}
$$

Take traces to get $T_{L / K}\left(\theta^{k}\right)=\theta_{1}{ }^{k}+\cdots+\theta_{n}{ }^{k}$. We shall return to this formula.
Now let $V=V\left(\theta_{1}, \ldots, \theta_{n}\right)$ denote the matrix

$$
\left|\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\theta_{1} & \theta_{2} & \cdots & \theta_{n} \\
\theta_{1}{ }^{2} & \theta_{2}{ }^{2} & \cdots & \theta_{n}{ }^{2} \\
\vdots & \vdots & & \vdots \\
\theta_{1}^{n-1} & \theta_{2}^{n-1} & \cdots & \theta_{n}^{n-1}
\end{array}\right|
$$

and $V^{t}$ the transposed matrix. The $i, j$ entry of $V V^{t}$ is

$$
\sum_{k} \theta_{k}^{i-1} \theta_{k}^{j-1}=\sum_{k} \theta_{k}^{i+j-2}=T_{L / K}\left(\theta^{i-1} \theta^{j-1}\right)=d_{i j}
$$

We have thus $V V^{\prime}=D$. Since $V$ and $V^{t}$ have the same determinant, it follows

$$
\operatorname{det} D=(\operatorname{det} V)^{2}
$$

The matrix $V$ is a van der Monde matrix and

$$
\operatorname{det} V=\prod_{i>j}\left(\theta_{i}-\theta_{j}\right)
$$

The $\theta_{i}$ are distinct so $\operatorname{det} V \neq 0$ and this proves $D^{-1}$ exists and consequently shows the form is nondegenerate.

For the converse we suppose $L / K$ is not a separable extension. Then the characteristic of $K$ is a prime $p \neq 0$ and there is a subfield $F$ of $L$ containing $K$ such that
(a) $(L: F)=p^{m} \neq 1$,
(b) for each $x \in L, x^{p}$ is in $F$.

We prove $(L, x)=0$ when $x$ is an element in $L$ but not in $F$. Start with any element $y$ in $L$. Suppose first $x y \notin F$. Then the minimum polynomial of $x y$ over $F$ is $t^{p}-a$ for some $a$ in $F$. The characteristic polynomial of $x y$ over $F$ must be

$$
\left(t^{p}-a\right)^{p^{m-1}}
$$

This means $\mathrm{T}_{L / F}(x y)=0$ and by transitivity of the trace, $(y, x)=\mathrm{T}_{L / K}(x y)=$ $\mathrm{T}_{F / K}\left(\mathrm{~T}_{L / F}(x y)\right)=0$.

Now suppose $x y \in F$. Then

$$
\mathrm{T}_{L / F}(x y)=x y \mathrm{~T}_{L / F}(1)=p^{m} x y=0
$$

and just as above $(y, x)=0$. In all cases $(y, x)=0$ and the form is degenerate, as we had to show.

We turn next to the situation most frequently encountered: the case where a Galois group is used to describe the norm and trace.

Assume $L / K$ is separable and $F$ is a normal, separable extension of $K$ containing $L$. Let $G$ denote the Galois group of $F / K$ and $H$ the subgroup which leaves $L$ fixed element-wise. Suppose

$$
\sigma_{1} H, \ldots, \sigma_{n} H
$$

are the distinct cosets of $H$ in $G$. Notice that $n=(L: K)$ and the $\sigma_{i}$ are the distinct imbeddings over $K$ of $L$ into a normal extension of $K$.
5.3 Theorem. For each $\theta \in L$ we have
(a) $\mathrm{T}_{L / K}(\theta)=\sigma_{1}(\theta)+\cdots+\sigma_{n}(\theta)$,
(b) $\mathrm{N}_{L / K}(\theta)=\sigma_{1}(\theta) \sigma_{2}(\theta) \cdots \sigma_{n}(\theta)$.

Proof. Let $q(t)$ be the minimum polynomial of $\theta$ over $K$. Then $q(t)$ is the characteristic polynomial of $\theta$ acting upon $K(\theta)$. Let

$$
(L: K(\theta))=d \quad \text { and } \quad(K(\theta): K)=m
$$

Then $L$ is the vector space direct sum of $d$ copies of $K(\theta)$ and the characteristic polynomial of $\theta$ acting on $L$ must be $q(t)^{d}$.

Let $\theta=\theta_{1}, \ldots, \theta_{m}$ be the distinct roots of $q(t)$ in $F$ so that

$$
q(t)=\prod\left(t-\theta_{i}\right)
$$

Since $\mathrm{T}_{L / K}(\theta)$ is the sum of the roots of the characteristic polynomial of $\theta$ on $L$, and $\mathrm{N}_{L / K}(\theta)$ is the product of these roots, we have

$$
\left\{\begin{align*}
\mathrm{T}_{L / K}(\theta) & =d\left(\theta_{1}+\cdots+\theta_{m}\right)  \tag{1}\\
\mathrm{N}_{L / K}(\theta) & =\left(\theta_{1} \theta_{2} \cdots \theta_{m}\right)^{d}
\end{align*}\right.
$$

Now let $H_{1}$ be the subgroup of $G$ fixing $\theta$. Then $H \subseteq H_{1}$ and $d=\left[H_{1}: H\right]$, $m=\left[G: H_{1}\right]$. Make a choice of coset representatives so that

$$
\begin{aligned}
\tau_{1} H_{1} \cup \cdots \cup \tau_{m} H_{1} & =G \\
\gamma_{1} H \cup \cdots \cup \gamma_{d} H & =H_{1} .
\end{aligned}
$$

Then the products $\tau_{i} \gamma_{j}$ represent the cosets of $H$ in $G$ and we may use these representatives in place of the $\sigma$ s because they differ only by elements which leave $\theta$ fixed. Notice that $\gamma_{j}(\theta)=\theta$ for all $j$ and with suitable numbering we
may assume $\tau_{i}(\theta)=\theta_{i}$. So finally

$$
\begin{aligned}
& \sum_{1}^{n} \sigma_{k}(\theta)=\sum_{1}^{m} \sum_{1}^{\mathrm{d}} \tau_{i} \gamma_{j}(\theta)=d \sum_{1}^{m} \tau_{i}(\theta)=d\left(\theta_{1}+\cdots+\theta_{m}\right), \\
& \prod \sigma_{k}(\theta)=\left(\theta_{1} \theta_{2} \cdots \theta_{m}\right)^{d} .
\end{aligned}
$$

When these are combined with Eqs. (1), Eqs. (a) and (b) are proved.
Now the transitivity of the norm is easy to prove.
5.4 Corollary. If $K \subset E \subset L$ are finite-dimensional separable extensions of $K$ then $\mathrm{N}_{L / K}(\theta)=\mathrm{N}_{E / K}\left(\mathrm{~N}_{L / E}(\theta)\right)$ for all $\theta \in L$.

Proof. Let $F$ be a normal extension of $K$ containing $L$. Let $\gamma_{1}, \ldots, \gamma_{k}$ be the distinct imbeddings of $L$ into $F$ which are the identity on $E$ and let $\tau_{1}, \ldots, \tau_{n}$ be imbeddings of $L$ into $F$ which give all the distinct imbeddings of $E$ into $F$ over $K$. Then $\mathrm{N}_{L / E}(\theta)=\gamma_{1}(\theta) \cdots \gamma_{k}(\theta)$

$$
\mathrm{N}_{L / K}(\theta)=\prod \tau_{i} \gamma_{k}(\theta)=\prod \tau_{i}\left(\mathrm{~N}_{L / E}(\theta)\right)=\mathrm{N}_{E / K}\left(\mathrm{~N}_{L / E}(\theta)\right)
$$

We record for future use one consequence of Theorem 5.2.
5.5 Theorem. Let $L$ be a separable finite-dimensional extension of $K$ and let $u_{1}, \ldots, u_{n}$ be a basis of $L$ over $K$. Then there exists a second basis $v_{1}, \ldots, v_{n}$ with the property $\mathrm{T}_{L / K}\left(u_{i} v_{j}\right)=\delta_{i j}$ where $\delta_{i j}=1$ if $i=j$ and $\delta_{i j}=0$ if $i \neq j$.

Proof. This is a standard result about vector spaces. Every $K$-linear function from $L$ to $K$ has the form $x \rightarrow(x, y)$ for some unique $y$ in $L$. We let $v_{i}$ be the element with the property $x \rightarrow\left(x, v_{i}\right)$ is the function equal to zero at $u_{j}, j \neq i$ and I at $u_{i}$. It is easy to verify the $v_{i}$ give a basis of $L$ over $K$.

## 6. EXTENSIONS OF DEDEKIND RINGS

The main theorem of this section shows the reason for concentrating on Dedekind rings instead of other kinds of integral domains.
6.1 Theorem. Let $R$ be a Dedekind ring with quotient field $K$ and let $L$ be a finite dimensional extension of $K$. Then the integral closure of $R$ in $L$ is a Dedekind ring.

Proof. The extension $L$ can be viewed as a chain of extensions $K \subset E \subset L$ with $E$ separable over $K$ and $L$ purely inseparable over $E$. Let $R^{\prime}$ be the integral closure of $R$ in $E$ and $R^{\prime \prime}$ the integral closure of $R^{\prime}$ in $L$. Then $R^{\prime \prime}$ is the integral closure of $R$ in $L$ so the proof of the theorem can be accomplished in two steps. We show $R^{\prime}$ is a Dedekind ring by using the separability of $E$ over $K$ and then
show $R^{\prime \prime}$ is a Dedekind ring by using facts about the purely inseparable extension $L$ over $E$.

We shall prove that $R^{\prime}$ satisfies Condition (c) of Theorem 3.16.
$R^{\prime}$ is integrally closed by choice and the transitivity of integral dependence.
To show $R^{\prime}$ is noetherian we begin by selecting a basis $a_{1}, \ldots, a_{n}$ of $E$ over $K$. If necessary we may multiply this basis by a suitable common denominator to insure each $a_{i}$ is in $R^{\prime}$. Let $b_{1}, \ldots, b_{n}$ be a dual basis for $E$ over $K$ which satisfies $\left(a_{i}, b_{j}\right)=\mathrm{T}_{E / K}\left(a_{i} b_{j}\right)=\delta_{i j}$ (see Section 5). Let $y$ be any element in $R^{\prime}$. There exist elements $c_{j}$ in $K$ with $y=\sum c_{j} b_{j}$. We compute the $c_{j}$ by using the inner product; that is

$$
\left(y, a_{j}\right)=\sum_{k} c_{k}\left(b_{k}, a_{j}\right)=c_{j}
$$

This element $c_{j}$ is $\mathrm{T}_{E / K}\left(y a_{j}\right)$ which in turn is a coefficient in the minimum polynomial of $y a_{j}$. It follows that $c_{j}$ is in $R$ because $y a_{j}$ is in $R^{\prime}$. This proves

$$
R^{\prime} \subset \sum_{j} R b_{j}
$$

This means $R^{\prime}$ is contained in a finitely generated $R$ module. Any ideal of the ring $R^{\prime}$ is also an $R$ submodule of this finitely generated $R$ module and so it is finitely generated over $R$. It follows then that every ideal of $R^{\prime}$ is finitely generated over $R^{\prime}$. This proves $R^{\prime}$ is noetherian.

It remains to prove that prime ideals in $R^{\prime}$ are maximal ideals or equal to zero. To do this we need the following lemma.
6.2 Lemma. Let $A \subset B$ be integral domains with $B$ integral over $A$ and $A$ integrally closed. If $\mathfrak{P}$ is a nonzero prime ideal of $B$, then $\mathfrak{P} \cap A$ is a nonzero prime ideal of $A$.

Proof. Take an element $x$ in $\nmid, x \neq 0$ and let $f(t)=\sum a_{i} t^{i}$ denote the minimum polynomial of $x$ over the quotient field of $A$. By Proposition 2.4 we know the coefficients $a_{i}$ belong to $A$. Since $f(t)$ is irreducible we find $a_{0} \neq 0$ and

$$
a_{0}=\sum_{i}^{n} a_{i} x^{i} \in \mathfrak{P} \cap A,
$$

which proves the lemma.
6.3 Corollary. If $A$ is a field and $B$ a domain which is integral over $A$, then $B$ is a field.

Proof. If $B$ were not a field, there would exist a prime ideal $\mathfrak{P}$ which is nonzero (and not equal to $B$ ). By the lemma, $\mathfrak{P} \cap A$ would be a nonzero prime ideal. Since $A$ is a field, $P \cap A=A$ so 1 is in $P$, an impossibility.

Now return to the proof of the theorem. Let $\mathfrak{P}$ denote a nonzero prime ideal in $R^{\prime}$ so by the lemma, $\mathfrak{P} \cap R=\mathfrak{p}$ is a nonzero prime ideal of $R$. Thus $R / \mathfrak{p}$ is a
field and $R^{\prime} / \mathfrak{P}$ is a domain containing (an isomorphic copy of) $R / p$. Let $\bar{x}=x+\mathfrak{P}$ be any element in $R^{\prime} / \mathfrak{P}$. There is a monic polynomial

$$
f(t)=t^{m}+r_{1} t^{m-1}+\cdots+r_{m}
$$

such that the $r_{i}$ come from $R$ and $f(x)=0$. Let $\bar{f}(t)$ denote the polynomial obtained by reducing the coefficients of $f(t)$ modulo $p=R \cap q$. Then $\bar{f}(\bar{x})=$ 0 so $\bar{x}$ is integral over $R / p$. Now the hypothesis of Corollary 6.3 hold with $A=R / \mathfrak{p}$ and $B=R^{\prime} / \mathfrak{p}$ so $R^{\prime} / \mathfrak{p}$ is a field. That is $\mathfrak{P}$ is a maximal ideal of $R^{\prime}$. This completes the proof in the separable case.

We now make a change of notation. Let $R$ be a Dedekind ring with quotient field $E$ and let $R^{\prime}$ denote the integral closure of $R$ in the purely inseparable extension $L$ of $E$.

One of the reasons why the proof is given in two steps is this time we cannot prove $R^{\prime}$ is contained in a finitely generated $R$-module. There exist examples where this fails. So the noetherian condition is more difficult to prove. We shall verify that $R^{\prime}$ satisfies Condition (b) of Theorem 3.16.

Since $L$ is purely inseparable over $E$ and finite dimensional, $L$ must have characteristic $p$ and for some power $p^{r}=q$ it happens that $x^{q}$ is in $E$ for all $x$ in $L$. If $x$ is in $R^{\prime}$ then $x^{q}$ is in $E \cap R^{\prime}=R$ (because $R$ is integrally closed). Conversely if $x$ is in $L$ and $x^{q}$ is in $R$, then $x$ is integral over $R$ so $x$ is in $R^{\prime}$.

Now let $\mathfrak{P} \neq(0)$ be a prime ideal in $R^{\prime}$. Then $\mathfrak{P} \cap R=\mathbb{Q}$ is a nonzero prime ideal in $R$ so $\mathbb{Q}$ is a maximal ideal. Now for $x \in \mathscr{P}, x^{q} \in \mathbb{Q}$ because $x^{q}$ is in both $R$ and $\mathfrak{P}$. Suppose $x$ is an element of $L$ with $x^{q}$ in $\mathfrak{Q}$. Then first of all $x$ is in $R^{\prime}$ and also $x^{q}$ is in $\mathfrak{P}$. This implies $x$ is in $\mathfrak{P}$ because $\mathfrak{P}$ is prime. Thus $x$ is in $\mathfrak{P}$ if and only if $x^{q}$ is in $\mathbb{Q}$. This sets up a one-to-one correspondence $\mathfrak{P} \leftrightarrow \mathbb{Q}$ between nonzero primes of $R^{\prime}$ and of $R$. Now for $a \neq 0$ in $R^{\prime}$ we know there exist only a finite number of primes in $R$ which contain $a^{q}$ and hence only a finite number of primes of $R^{\prime}$ which contain $a$. This is half the proof. It remains to show $R_{\mathfrak{P}}{ }^{\prime}$ is a DVR for each nonzero prime $\mathfrak{P}$ of $R^{\prime}$.

We make a simplification by reducing to the case where $R$ is itself a DVR. Let $\mathbb{Q}=R \cap \mathfrak{P}$ and $S=R-\mathbb{Q}$, so $R_{S}=R_{Q}$ is a DVR. $S$ is a multiplicative set in $R^{\prime}$ so $R_{S}{ }^{\prime}$ has meaning. We want to assert that $R_{S}{ }^{\prime}=R_{\mathfrak{p}}{ }^{\prime}$. We clearly have $R_{s}{ }^{\prime} \subset R_{\mathfrak{p}}{ }^{\prime}$. Suppose $x / y$ is in $R_{\mathfrak{p}}{ }^{\prime}$ with $y$ not in $\mathfrak{P}$. Then $y^{q}$ is in $R$ but not in $\mathfrak{P} \cap R=\mathfrak{Q}$. Thus $y^{q}$ is in $S$ so $x / y=x y^{q-1} / y^{q}$ is in $R_{S}{ }^{\prime}$ proving equality. We know also that $R_{S}{ }^{\prime}$ is the integral closure of $R_{S}$ so the proof of the theorem reduces to the following situation.
6.4 Lemma. Let $R$ be a DVR with quotient field $E$, and $R^{\prime}$ the integral closure of $R$ in an extension field $L$ which satisfies $L^{q} \subseteq E$. Then $R^{\prime}$ is a DVR.

Proof. Let $R \pi$ denote the maximal ideal of $R$ and $\mathfrak{M i}$ the maximal ideal of $R^{\prime}$. Then $\mathfrak{M}^{q}$ is an ideal of $R$ which is $\neq R$ so $\mathfrak{M}^{q}=R \pi^{n}$ for some positive
integer $n$. Let $\alpha$ be an element of $\mathfrak{M}$ such that $\alpha^{q}=\pi^{n}$. We shall prove $\mathfrak{M}=R^{\prime} \alpha$. Let $x$ be any element of $R^{\prime}$ and let $x^{q}=u \pi^{d}$ with $u=$ unit of $R$ and $d=$ integer. Write $d=n t+r$ with $0 \leqslant r<n$ and observe $\left(x \alpha^{-t}\right)^{q}=u \pi^{d} \pi^{-n t}=u \pi^{r}$. This is in $R$ so $x \alpha^{-t}$ is in $R^{\prime}$. The choice of $n$ insures that $x \alpha^{-t}$ is not in $\mathfrak{M}$ so $x \alpha^{-t}$ is a unit in $R^{\prime}$. Let $w=x \alpha^{-t}$ and observe $x=w \alpha^{t}=$ unit times a power of $\alpha$. Now let $\mathfrak{A}$ be any ideal $\neq 0$ in $R^{\prime}$ and let $m$ be the least positive integer with $\alpha^{m}$ in $\mathfrak{A}$. If $x$ is in $\mathfrak{A l}$ then $x=w \alpha^{t}$ for some $t$ and $t \geqslant m$ implies $x$ is in $R^{\prime} \alpha^{m}$. Thus $\mathfrak{A}=$ $R^{\prime} \alpha^{m}$ so $R^{\prime}$ is a PID, which proves the result.

Now we return to the more general situation of $R \subset R^{\prime}$, two Dedekind rings with quotient fields $K$ and $L$, respectively. We shall study the relation between the prime ideals in $R$ and the prime ideals in $R^{\prime}$.

Let $\mathfrak{p}$ be a nonzero prime ideal of $R$. Then the ideal $R^{\prime} \mathfrak{p}$ of $R^{\prime}$ has a factorization,

$$
\begin{equation*}
R^{\prime} \mathfrak{p}=\mathfrak{P}_{1}^{e_{1}} \cdots \mathfrak{P}_{g}^{e_{g}} \tag{*}
\end{equation*}
$$

with $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{g}$ distinct prime ideals in $R^{\prime}$ and $e_{1}, \ldots, e_{g}$ positive integers. Notice that the exponent $e_{i}$ of $\mathfrak{P}_{i}$ is completely determined by the prime ideal $\mathfrak{P}_{i}$ because $\mathfrak{P}_{i}$ determines the ideal $\mathfrak{p}$ in $R$. That is $\mathfrak{p}=R \cap \mathfrak{P}_{i}$.

Definition. The integer $e_{i}$ is called the ramification index of $\mathfrak{P}_{i}$ with respect to $R$. We shall sometimes write $e(\mathfrak{P} / R)$ or $e(\mathfrak{P} / \mathfrak{p})$ for the ramification index of $\mathfrak{P}$ over $R$ when $\mathfrak{P} \cap R=\mathfrak{p}$.

Exercise 1. Let $R \subset R^{\prime} \subset R^{\prime \prime}$ be Dedekind rings and $\mathfrak{P}$ a nonzero prime ideal in $R^{\prime \prime}$. Prove

$$
e(\mathfrak{P} / R)=e\left(\mathfrak{P} / R^{\prime}\right) e\left(\mathfrak{P} \cap R^{\prime} / R\right) .
$$

It is sometimes useful to compare various factor rings of $R$ and $R^{\prime}$. Notice that $R^{\prime} / \mathfrak{P}_{i}$ is a field which contains an isomorphic copy of $R / \mathfrak{p}$. The following result can be used to insure that $R^{\prime} / \mathfrak{P}_{i}$ is finite dimensional over $R / \mathfrak{p}$.
6.5 Lemma. Suppose ( $L: K$ ) is finite. Let $\mathfrak{A}$ be an ideal of $R^{\prime}$ such that $\mathfrak{A} \cap R=\mathfrak{p}$ is prime and $\neq(0)$. Then

$$
\left(R^{\prime} / \mathfrak{A}: R / \mathfrak{p}\right) \leqslant(L: K)
$$

Proof. The proof can be given most simply if we first reduce to the case where $\mathfrak{p}$ is a principal ideal. Let $S=$ complement of $\mathfrak{p}$ in $R$ so that $R_{S}$ is a DVR. Then $\mathfrak{\mathscr { L }} R_{S}{ }^{\prime} \cap R_{S}=\mathfrak{p} R_{S}$ and $R_{S}{ }^{\prime} / \mathfrak{H} R_{S}{ }^{\prime} \cong R^{\prime} / \mathfrak{H}$. Hence we may prove the lemma with $R_{S}, R_{S}{ }^{\prime}$, and so forth, in place of $R, R^{\prime}$, and so forth. In particular we may suppose $\mathfrak{p}=R \pi$ is principal.

Let $\left\{x_{i}\right\}$ be a finite set of elements of $R^{\prime}$ whose cosets $x_{i}+\mathfrak{A}$ are linearly independent over $R / p$. Suppose there is a relation $\sum a_{i} x_{i}=0$ with certain elements $a_{i}$ in $K$. We may multiply the $a_{i}$ by a suitable common denominator
to obtain such a relation in which the $a_{i}$ are in $R$. Suppose not all the $a_{i}$ are zero. Then there is a highest power of $\pi$ which divides all the $a_{i}$. After we cancel this highest power we obtain a relation in which not all the $a_{i}$ are in $R \pi$. It follows that

$$
\sum \bar{a}_{i} \bar{x}_{i}=\overline{0}
$$

is a relation of dependence in $R^{\prime} / \mathfrak{N}$ contrary to the assumed linear independence of the cosets $\bar{x}_{i}=x_{i}+\mathfrak{M}$. Consequently the $x_{i}$ are linearly independent over $K$ and the inequality of the lemma follows.

Definition. The dimension $f_{i}=\left(R^{\prime} / \mathfrak{P}_{i}: R / p\right)$ is called the relative degree of $\mathfrak{P}_{i}$ over $\mathfrak{p}$. We shall sometimes write $f\left(\mathfrak{P}_{i} / R\right)$ or $f(\mathfrak{P} / \mathfrak{p})$ for this relative degree.

Exercise 2. Let $R \subset R^{\prime} \subset R^{\prime \prime}$ be Dedekind rings and $\mathfrak{P}$ a prime ideal $\neq(0)$ in $R^{\prime \prime}$. Then $f(\mathfrak{P} / R)=f\left(\mathfrak{P} / R^{\prime}\right) f\left(\mathfrak{P} \cap R^{\prime} / R\right)$.

We shall now make a connection between the ramification indices, relative degrees, and the dimensions of the quotient field.
6.6 Theorem. The integer $\sum e_{i} f_{i}$ is the dimension of $R^{\prime} / p R^{\prime}$ over $R / p$. If the quotient field $L$ of $R^{\prime}$ has finite dimension over the quotient field $K$ of $R$, then $\sum e_{i} f_{i} \leqslant(L: K)$. If $S=$ the complement of $\mathfrak{p}$ in $R$ and if $R_{S}{ }^{\prime}$ is finitely generated over $R_{S}$, then $\sum e_{i} f_{i}=(L ; K)$.

Proof. We use the factorization (*) of $\mathfrak{p} R^{\prime}$ and CRT to obtain

$$
R^{\prime} / \mathfrak{p} R^{\prime} \cong \sum \oplus R^{\prime} / \mathfrak{P}_{i}^{e_{i}}
$$

The first statement will follow if $R^{\prime} / \mathfrak{P}_{i}^{e_{i}}$ has dimension $e_{i} f_{i}$ over $R / \mathfrak{p}$. This can be proved as follows. The ring $R^{\prime} / \mathfrak{P}_{i}^{e_{i}}$ is not a vector space over $R^{\prime} / \mathfrak{P}_{i}$ (unless $e_{i}=1$ ) but the quotients $\mathfrak{P}_{i}^{a} / \mathfrak{P}_{i}^{\alpha+1}$ are vector spaces over $R^{\prime} / \mathfrak{P}_{i}$. If we show this space has dimension one over $R^{\prime} / \mathscr{P}_{i}$ then it will have dimension $f_{i}$ over $R / p$ and the result will follow. To show $\mathfrak{F}_{i}{ }^{a} / \mathfrak{P}_{i}^{a+1}$ is one dimensional over $R^{\prime} / \mathfrak{P}_{i}$ it is enough to show the space has one generator. By Proposition 3.19 the ideal $\mathfrak{P}_{i}{ }^{a}$ can be generated by two elements $x$ and $y$ and $y$ may be selected as nonzero element in $\mathfrak{P}_{i}^{a+1}$. Thus $\mathfrak{P}_{i}^{a} / \mathfrak{P}_{i}^{a+1}$ requires only one generator $x$ over $R^{\prime}$ and so also over $R^{\prime} / \mathfrak{P}_{i}$. This proves the first assertion. The second follows from Lemma 6.5.

Now suppose $R_{S}{ }^{\prime}$ is a finitely generated module over $R_{S} . R_{S}$ is PID with maximal ideal $\pi R_{S}$ for some $\pi$ in $R$. Let $x_{1}, \ldots, x_{n}$ be a minimal generating set of $R_{S}{ }^{\prime}$ over $R_{S}$. Let us first show these elements are linearly independent over $K$. If there is a relation

$$
\sum a_{i} x_{i}=0
$$

with $a_{i}$ not all zero then the $a_{i}$ may be multiplied by a common denominator to obtain such a relation with all $a_{i}$ in $R$. Since not all $a_{i}$ are zero, there is a highest
power of $\pi$ which divides all the $a_{i}$. After removing this highest power we find at least one of the as, say $a_{1}$, which is not in $\pi R_{S}$. Thus $a_{1}$ has an inverse in $R_{S}$ and

$$
x_{1}=-1 / a_{1} \sum_{i \neq 1} a_{i} x_{i}
$$

This contradicts the choice of the $x_{i}$ as a minimal set of generators.
Next we prove the $x_{i}$ in fact give a basis for $L$ over $K$. If this were not so, there would exist in $L$ an element $y$ such that

$$
K y \cap \sum K x_{i}=0
$$

However there is some element $s \neq 0$ in $R$ such that $s y$ is integral over $R$. (This is so because $y$ satisfies a monic polynomial over $K$ and with the right choice of $s, s y$ satisfies a polynomial over $R$ ). Thus $s y$ belongs to $R_{S}{ }^{\prime}$ and to $K y$ which cannot be consistent with the above intersection unless $y=0$. Hence $R_{S}{ }^{\prime}$ is generated by exactly $n=(L: K)$ elements.

Now we have

$$
R_{S}^{\prime} / \mathfrak{p} R_{S}^{\prime} \cong \sum(R / \mathfrak{p}) \bar{x}_{i}
$$

and the right-hand side is a vector space direct sum. From above we know the left-hand side has dimension $\sum e_{i} f_{i}$ and the right-hand side has dimension ( $L: K$ ). This completes the proof.
6.7 Corollary. Let $L$ be a finite-dimensional, separable extension of $K$. Then $\sum e_{i} f_{i}=(L: K)$.

Proof. In case $L$ is separable over $K$ we have proved Theorem 6.1 (proof) that $R^{\prime}$ is finitely generated over $R$. In particular then $R_{S}{ }^{\prime}$ is finitely generated over $R_{S}$ so the last result applies.

Exercise 3. Let $R=Z$ and $R^{\prime}=$ integral closure of $R$ in $Q(\sqrt{d})$ with $d$ a square free integer. Let $p$ denote a prime integer. Prove that $p R^{\prime}$ can have only the following factorizations:
(a) $p R^{\prime}=\mathfrak{P}$,
(b) $p R^{\prime}=\mathfrak{P}^{2}$,
(c) $p R^{\prime}=\mathfrak{P Q}$,
where $\mathfrak{P}$ and $\mathfrak{Q}$ are distinct primes of $R^{\prime}$. In each case compute ( $R^{\prime} / \mathfrak{P}: R / p$ ).
If it happens that $L / K$ is normal as well as finite dimensional and separable, a little more precise information is available about the $e_{i}$ and $f_{i}$. Suppose $G$ is the Galois group of $L$ over $K$. For each $\sigma$ in $G, \sigma(\mathfrak{p})=\mathfrak{p}$ and $\sigma\left(R^{\prime}\right)=R^{\prime}$ so $\sigma\left(\mathfrak{p} R^{\prime}\right)=\mathfrak{p} R^{\prime}$. It follows from the factorization $\left(^{*}\right)$ of $\mathfrak{p} R^{\prime}$ that $\sigma\left(\mathfrak{P}_{i}\right)$ must be one of the $\mathfrak{P}_{j}$ for each $i=1, \ldots, g$. We shall give an argument to show that every $\mathfrak{P}_{j}$ is the image under $G$ of $\mathfrak{P}_{1}$.

Suppose this is not the case. Let $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{r}, r<g$, be all the images of $\mathfrak{P}_{1}$ under $G$. Then $G$ must also permute the set $\mathfrak{P}_{r+1}, \ldots, \mathfrak{P}_{g}$. The product
$\mathfrak{P}_{1} \cdots \mathfrak{P}_{r}$ is not contained in any $\mathfrak{P}_{j}$ with $r+1 \leqslant j \leqslant g$. There must exist an element $a$ in $\mathfrak{P}_{1} \cdots \mathfrak{P}_{r}$ which is not in $\mathfrak{P}_{g}$. Then $\sigma(a)$ is in $\mathfrak{P}_{1} \cdots \mathfrak{P}_{r}$ for each $\sigma$ in $G$ and

$$
\prod_{\sigma \in G} \sigma(a) \in R \cap \mathfrak{P}_{1} \cdots \mathfrak{P}_{r} \subseteq \mathfrak{p}
$$

It follows that $\Pi \sigma(a)$ is in $\mathfrak{P}_{g}$ since $\mathfrak{p}$ is in $\mathfrak{P}_{g}$. But $\mathfrak{P}_{g}$ is prime so some $\sigma(a)$ is in $\mathfrak{P}_{g}$ and thus $a$ belongs to $\sigma^{-1}\left(\mathfrak{P}_{g}\right)$ which means $\sigma^{-1}\left(\mathfrak{P}_{g}\right)$ is one of $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{r}$ contrary to assumption. Hence the assumption cannot stand and $G$ is transitive on the $\mathfrak{P}_{i}$.
6.8 Proposition. Let $L$ be a normal, separable, and finite dimensional extension of $K$. Then the factorization $\left(^{*}\right.$ ) of $p R^{\prime}$ has the form $\left(\mathfrak{P}_{1} \cdots \mathfrak{P}_{g}\right)^{e}$. Moreover, all the relative degrees are equal (to $f$ say) and $e f g=(L: K)$. Also the Galois group permutes the $\mathfrak{P}_{i}$ transitively.

Proof. Let $\sigma$ be the automorphism of $L$ which maps $\mathfrak{P}_{1}$ onto $\mathfrak{P}_{i}$. Then $\sigma\left(\mathfrak{p} R^{\prime}\right)=\mathfrak{p} R^{\prime}$ and the uniqueness of the factorization implies $\sigma\left(\mathfrak{P}_{1}^{e_{1}}\right)=\mathfrak{P}_{i}^{e_{1}}$ so $e_{1}=e_{i}$. It also follows that $\sigma$ induces an isomorphism of $R^{\prime} / \mathfrak{P}_{1}$ onto $R^{\prime} / \mathfrak{P}_{i}$ so that $f_{i}=f_{1}$. The statement that $e f g=(L: K)$ follows from Corollary 6.7.

Definition. The prime $\mathfrak{B}$ of $R^{\prime}$ is ramified with respect to $R$ if $\mathfrak{P}$ has ramification index $>1$ or if the field $R^{\prime} / \mathfrak{P}$ fails to be separable over $R / R \cap \mathfrak{P}$.

We say the prime $\mathfrak{p}$ of $R$ is ramified in $R^{\prime}$ if $\mathfrak{p} R^{\prime}$ is divisible by some ramified prime of $R^{\prime}$.

Our next goal is to determine which primes of $R$ ramify in $R^{\prime}$. We shall see below there are only a finite number of them.

## 7. DISCRIMINANT

In this section $R$ is a Dedekind ring with quotient field $K ; L$ is a finitedimensional, separable extension of $K ; R^{\prime}$ is the integral closure of $R$ in $L$. Let $T$ denote the trace map from $L$ to $K$ (see Section 5).

Let $x_{1}, \ldots, x_{n}$ be a basis of $L$ over $K$. The determinant $\Delta\left(x_{1}, \ldots, x_{n}\right)=$ $\operatorname{det}\left|\mathrm{T}\left(x_{i} x_{j}\right)\right|$ is called the discriminant of the basis $x_{1}, \ldots, x_{n}$. If we select the $x_{i}$ in $R^{\prime}$, then $x_{i} x_{j}$ is in $R^{\prime}$ so $\mathrm{T}\left(x_{i} x_{j}\right)$ is in $R$. As we let $x_{1}, \ldots, x_{n}$ range over all possible bases of $L / K$ which lie in $R^{\prime}$, the discriminants generate an ideal of $R$ which we shall call the discriminant ideal of $R^{\prime}$ over $R$. We denote this ideal by $\Delta$ or $\Delta\left(R^{\prime} / R\right)$.

We begin the study of the discriminant by showing it can be determined by localization.
7.1 Lemma. Let $S$ be a multiplicative set in $R$. Then $\Delta\left(R_{S}{ }^{\prime} / R_{S}\right)=\Delta\left(R^{\prime} / R\right)_{S}$.

Proof. If $x_{1}, \ldots, x_{n}$ is a basis of $L$ over $K$ contained in $R^{\prime}$ then the $x_{i}$ are also in $R_{S}{ }^{\prime}$ and of course are still a basis for $L$. Thus $\Delta\left(R^{\prime} \mid R\right)$ is contained in $\Delta\left(R_{S}{ }^{\prime} / R_{S}\right)$. It follows that

$$
\Delta\left(R^{\prime} / R\right)_{S} \subseteq \Delta\left(R_{S}^{\prime} / R_{S}\right)
$$

Now let $y_{1}, \ldots, y_{n}$ be a $K$-basis for $L$ with each $y_{i}$ in $R_{S}{ }^{\prime}$. There exists some $s$ in $S$ with $s y_{i}$ in $R^{\prime}$. Since $\mathrm{T}\left(s y_{i} s y_{j}\right)=s^{2} \mathrm{~T}\left(y_{i} y_{j}\right)$ one can compute

$$
\Delta\left(s y_{1}, \ldots, s y_{n}\right)=s^{2 n} \Delta\left(y_{1}, \ldots, y_{n}\right) .
$$

It follows that $\Delta\left(s y_{1}, \ldots, s y_{n}\right)$ is in $\Delta\left(R^{\prime} / R\right)$ and so $\Delta\left(y_{1}, \ldots, y_{n}\right)$ is in $\Delta\left(R^{\prime} / R\right)_{S}$. This proves both inclusions.

One further computation will be made before we get an application.
7.2 Lemma. If $R^{\prime}$ is a free $R$-module on the generators $x_{1}, \ldots, x_{n}$, then $\Delta\left(R^{\prime} / R\right)=R \Delta\left(x_{1}, \ldots, x_{n}\right)$.

Proof. Let $y_{1}, \ldots, y_{n}$ be a $K$-basis of $L$ in $R^{\prime}$. Let

$$
y_{i}=\sum_{j} r_{i j} x_{j}, \quad r_{i j} \in R
$$

The existence of such equations is a consequence of the freeness of $R^{\prime}$ on the $\boldsymbol{x}_{\boldsymbol{i}}$. A simple matrix calculation yields

$$
\left|\mathrm{T}\left(y_{i} y_{j}\right)\right|=\left|r_{i j}\right|\left|\mathrm{T}\left(x_{i} x_{j}\right)\right|\left|r_{i j}\right|^{\prime}
$$

and so

$$
\Delta\left(y_{1}, \ldots, y_{n}\right)=\operatorname{det}\left|r_{i j}\right|^{2} \Delta\left(x_{1}, \ldots, x_{n}\right) .
$$

Thus every discriminant of a basis is in the principal ideal generated by $\Delta\left(x_{1}, \ldots, x_{m}\right)$ which proves the lemma.

Now the connection can be made between the discriminant and the ramified primes of $R$.
7.3 Theorem. The primes of $R$ which ramify in $R^{\prime}$ are those which contain $\Delta\left(R^{\prime} / R\right)$.

Proof. Let $\mathfrak{p}$ be a nonzero prime ideal in $R$ and $S$ the complement of $p$ in $R$. Then $p$ contains $\Delta\left(R^{\prime} \mid R\right)$ if and only if $\mathfrak{p} R_{S}$ contains $\Delta\left(R^{\prime} / R\right)_{S}$. Moreover $\mathfrak{p}$ is ramified in $R^{\prime}$ if and only if $\mathfrak{p} R_{S}$ is ramified in $R_{S}{ }^{\prime}$. The proof of the theorem will follow then if we can prove it for $R_{S}$. Thus since $R_{S}$ is a DVR we may as well assume at the start that $R$ is a DVR. With this additional information it follows that $R^{\prime}$ is free over $R$. Let $x_{1}, \ldots, x_{n}$ be free generators of $R^{\prime}$ over $R$. Then this set is also a basis for $L$ over $K$. Then $\bar{x}_{1}, \ldots, \bar{x}_{n}$ is a basis for $R^{\prime} / \mathfrak{p} R^{\prime}$ over $R / p$ (by the freeness of $R^{\prime}$ over $R$ ).

It will be necessary to compare the regular representation of $R^{\prime}$ over $R$ with
that of $R^{\prime} / \mathbf{p} R^{\prime}$ over $R / \mathbf{p}$. For each $y$ in $R^{\prime}$ the linear transformation

$$
r_{y}: x \rightarrow x y
$$

sends $R^{\prime}$ into itself and $r_{y}$ has a matrix $\left|a_{i j}\right|$ with respect to the basis $x_{1}, \ldots, x_{n}$ with $a_{i j}$ in $R$. The equations which define the $a_{i j}$ are

$$
x_{i} y=\sum a_{i j} x_{j}
$$

We reduce this modulo $\mathfrak{p} R^{\prime}$ and obtain

$$
\bar{x}_{i} \bar{y}=\sum \bar{a}_{i j} \bar{x}_{j} .
$$

This means the linear transformation $r_{\bar{y}}$ of $R^{\prime} / \mathfrak{p} R^{\prime}$ over $R / \mathfrak{p}$ has matrix $\left|\bar{a}_{i j}\right|$. Let $\operatorname{tr}$ denote the linear function from $R^{\prime} / \mathfrak{p} R^{\prime}$ to $R^{\prime} / \mathfrak{p}$ defined by $\operatorname{tr}(\bar{y})=$ trace $\left(r_{\bar{y}}\right)$. The above computation proves

$$
\begin{equation*}
\text { For } y \text { in } R^{\prime}, \quad \overline{\mathrm{T}_{L / K}(y)}=\operatorname{tr}(\bar{y}) \tag{7.4}
\end{equation*}
$$

Now we proceed to the proof of the theorem. By Lemma 7.2 we know the discriminant ideal is generated by $\Delta\left(x_{1}, \ldots, x_{n}\right)$. Thus $\mathfrak{p} \supset \Delta\left(R^{\prime} / R\right)$ if and only if $\Delta\left(x_{1}, \ldots, x_{n}\right)$ is in $p$. This holds if and only if

$$
\begin{equation*}
\Delta\left(\bar{x}_{1}, \ldots, \bar{x}_{n}\right)=\operatorname{det}\left|\operatorname{tr}\left(\bar{x}_{i} \bar{x}_{j}\right)\right|=0 \tag{7.5}
\end{equation*}
$$

in $R / p$. [For this we have used (7.4) and the definition of $\Delta\left(x_{1}, \ldots, x_{n}\right)$.] It remains to examine the structure of $R^{\prime} / p R^{\prime}$ under the assumption that Equation (7.5) holds for the basis of $R^{\prime} / \mathfrak{p} R^{\prime}$ over $R / p$.

Let

$$
\mathfrak{p} R^{\prime}=\mathfrak{P}_{1}^{e_{1}} \cdots \mathfrak{P}_{g}^{e_{g}},
$$

so that by CRT it follows that

$$
R^{\prime} / \mathfrak{p} R^{\prime} \cong R^{\prime} / \mathfrak{P}_{1}^{e_{1}} \oplus \cdots \oplus R^{\prime} / \mathfrak{P}_{g}^{e_{g}}
$$

Consider first the case with $p$ not ramified in $R^{\prime}$. Then each $e_{i}=1$ and $R^{\prime} / \mathfrak{B}_{i}$ is a separable extension of $R / p$. Let $t_{i}$ denote the trace map from $R^{\prime} / \mathcal{P}_{i}$ to $R / p$ Select a new basis for $R^{\prime} / p R^{\prime}$ which is compatible with the direct sum decomposition. That is select $u_{1}, \ldots, u_{k}$ a basis for $R^{\prime} / \mathfrak{P}_{1} ; u_{k+1}, \ldots, u_{k+l}$ a basis for $R^{\prime} / \mathfrak{P}_{2}$, and so forth. Then for $\bar{y}$ in $R^{\prime} / \mathfrak{p} R^{\prime}$ we can write $\bar{y}=y_{1}+\cdots+y_{g}$ with $y_{i}$ in $R^{\prime} / \boldsymbol{P}_{i}$. The matrix for $r_{\bar{y}}$ has the block decomposition

$$
r_{\bar{y}} \rightarrow\left|\begin{array}{cccc}
A_{1} & & & 0 \\
& A_{2} & & \\
& & \ddots & \\
0 & & & A_{g}
\end{array}\right|
$$

where $A_{i}$ is the matrix for $r_{y_{i}}$ acting on $R^{\prime} / \mathfrak{P}_{i}$. It follows that

$$
\operatorname{tr}(\bar{y})=t_{1}\left(y_{1}\right)+\cdots+t_{g}\left(y_{g}\right)
$$

More importantly the discriminant matrix has the block form

$$
\left[\begin{array}{llll}
\Delta_{1} & & & \\
& \Delta_{2} & & \\
& & \ddots & \\
& & & \Delta_{g}
\end{array}\right]
$$

where $\Delta_{i}=$ discriminant matrix of the basis of $R^{\prime} / \mathfrak{P}_{i}$ over $R / p$. We know from Section 5 that $R^{\prime} / \mathscr{H}_{i}$ separable over $R / \mathfrak{p}$ implies det $\Delta_{i} \neq 0$. Thus

$$
\Delta\left(\bar{x}_{1}, \ldots, \bar{x}_{n}\right)=u^{2}\left(\operatorname{det} \Delta_{1}\right) \cdots\left(\operatorname{det} \Delta_{q}\right) \neq 0
$$

where $u$ is the determinant of the matrix which represents the change of basis.
This proves that $\mathfrak{p}$ not ramified implies $p$ does not contain $\Delta\left(x_{1}, \ldots, x_{n}\right)$, by 7.5.

To complete the proof we must show that whenever some $e_{i}>1$ or some $R^{\prime} / \mathfrak{P}_{i}$ is not separable over $R / \mathfrak{p}$, then $\Delta\left(\bar{x}_{1}, \ldots, \bar{x}_{n}\right)=0$.

Suppose $e_{i}>1$. Select a basis $u_{i}, \ldots, u_{k}$ for $R^{\prime} / \mathfrak{P}_{i}^{e_{i}}$ such that $u_{1}$ is in $\mathfrak{P}_{i} / \mathfrak{P}_{i}^{e_{i}}$. Then $\left(u_{1}\right)^{e_{i}}=0$ so that $r_{u_{1}}$ is a nilpotent linear transformation. Moreover $u_{1} u_{j}$ is also nilpotent so the characteristic polynomial of $r_{u, u_{i}}$ has only zeros for its characteristic roots. Thus

$$
\mathrm{t}_{i}\left(u_{1} u_{j}\right)=\operatorname{trace} r_{u_{i} u_{j}}=0
$$

It follows that the discriminant matrix for $R^{\prime} / \mathscr{P}_{i}$ over $R / p$ has a row of zeros and so $\operatorname{det} \Delta_{i}=0$. Since $\Delta\left(\bar{x}_{1}, \ldots, \bar{x}_{n}\right)$ is a product of the $\operatorname{det} \Delta_{i}$ we get $\Delta\left(\bar{x}_{1}, \ldots, \bar{x}_{n}\right)=0$.

Finally suppose all the $e_{i}=1$ but $R^{\prime} / भ_{i}$ is not separable over $R / p$. By Theorem 5.2 (proof) we know the discriminant of $R^{\prime} / \mathfrak{P}_{i}$ over $R / \mathfrak{p}$ is zero so again $\Delta\left(\bar{x}_{1}, \ldots, \bar{x}_{n}\right)=0$.

In both of these cases it follows $p$ must contain the discriminant ideal.
Next we consider some means by which a factorization of $\mathfrak{p} R^{\prime}$ can be computed. This procedure will not cover all possible cases but is still rather general.
7.6 Theorem. Let $R^{\prime}$ denote the integral closure of the Dedekind ring $R$ in a finite-dimensional extension $L$ of the quotient field $K$ of $R$. Let $p$ be a nonzero prime ideal of $R$. Suppose there is an element $\theta$ such that the integral closure of $R_{\mathfrak{p}}$ in $L$ is $R_{\mathfrak{p}}[\theta]$. Let $f(X)$ be the minimal polynomial of $\theta$ over $K$. Let $\bar{f}(X)$ denote the polynomial obtained by reducing the coefficients of $f(X)$ modulo $\mathfrak{p}$. Suppose

$$
\bar{f}(X)=g_{1}(X)^{a_{1}} \cdots g_{t}(X)^{a_{t}}
$$

is the factorization of $\bar{f}(X)$ as a product of the distinct irreducible polynomials
$g_{i}(X)$ over $R / p$. Then

$$
\mathfrak{p} R^{\prime}=\mathfrak{P}_{1}^{a_{1}} \cdots \mathfrak{P}_{t}^{a_{t}}
$$

for certain primes $\mathfrak{P}_{i}$ of $R^{\prime}$ and the relative degree $f_{i}$ equals the degree of $g_{i}(X)$.
Proof. The factorization of $\mathfrak{p} R^{\prime}$ is completely determined by local information so we may replace $R$ by $R_{\mathrm{p}}$ and $R^{\prime}$ by $R_{S}{ }^{\prime}, S=R-p$. In particular we assume $R$ is a DVR. Then we have $R^{\prime}=R[\theta]$ and this is isomorphic to $R[X] /(f(X))$. Hence $R^{\prime} / p R^{\prime}$ is isomorphic to $R[X]$ modulo the ideal generated by $\mathfrak{p}$ and $(f(X))$. If we first divide out by $p$ we have finally

$$
R^{\prime} / \mathfrak{p} R^{\prime} \cong \bar{R}[X] /(\bar{f}(X))
$$

where $\bar{R}=R / p$. The factorization of $\bar{f}(X)$ and CRT now yields

$$
R^{\prime} / \mathfrak{p} R^{\prime} \cong \sum \oplus \bar{R}[X] /\left(g_{i}(X)^{a_{i}}\right)
$$

The prime ideals in this ring are in one-to-one correspondence with the $g_{i}(X)$ and so it follows that

$$
\mathfrak{p} R^{\prime}=\mathfrak{P}_{1}^{a_{1}} \cdots \mathfrak{p}_{t}^{a_{t}}
$$

with $R^{\prime} / \mathcal{B}_{i} \cong \bar{R}[X] /\left(g_{i}(X)\right)$. Thus $\mathfrak{P}_{i}$ has a relative degree equal to the degree of $g_{i}(X)$ and the proof is done.

This theorem is limited by the necessity that $R^{\prime}=R[\theta]$ (locally). It need not happen that such a $\theta$ exists. We can give a criterion for this in case $R$ is a DVR.
7.7 Proposition. Let $R$ be a DVR with maximal ideal $p$ and let $\theta$ be an element of $R^{\prime}$ such that $L=K(\theta)$. If $\Delta\left(1, \theta, \ldots, \theta^{n-1}\right)$ is not in $\mathfrak{p}$ then $R^{\prime}=$ $R[\theta]$.

Proof. Since $R$ is a PID, $R^{\prime}$ has a free basis $\alpha_{0}, \ldots, \alpha_{n-1}$ over $R$. We have $R[\theta] \subseteq R^{\prime}$ so each power of $\theta$ can be expressed in terms of the basis.

$$
\theta^{i}=\sum_{j} r_{i j} \alpha_{j}, \quad r_{i j} \in R
$$

Then

$$
\begin{aligned}
\Delta\left(1, \theta, \ldots, \theta^{n-1}\right) & =\operatorname{det}\left|\mathrm{T}_{L \mid K}\left(\theta^{i} \theta^{j}\right)\right| \\
& =\operatorname{det}\left|r_{i j}\right|^{2} \operatorname{det}\left|\mathrm{~T}_{L / K}\left(\alpha_{i} \alpha_{j}\right)\right|
\end{aligned}
$$

The elements here are all in $R$ and the element on the left is not in $\mathfrak{p}$. Thus det $\left|r_{i j}\right|$ is not in $\mathfrak{p}$ and since $R$ is a DVR, det $\left|r_{i j}\right|$ has an inverse in $R$. This means each $\alpha_{j}$ can be expressed as an $R$-linear combination of the $\theta^{i}$. Hence $R^{\prime} \subseteq R[\theta]$ so equality must hold.

Example. We consider $K=Q=$ rationals and $L=Q(\theta)$ with $\theta^{3}=2$. One computes the discriminant first. We know $\mathrm{T}_{L / K}(\theta)=$ sum of the roots of
$X^{3}-2$ so $\mathrm{T}_{L / K}(\theta)=\theta+\omega \theta+\omega^{2} \theta=0$ where $\omega^{3}=1$ and $\omega \neq 1$. Also $\mathrm{T}_{L / K}\left(\theta^{2}\right)=\theta^{2}+\omega^{2} \theta^{2}+\omega \theta^{2}=0$. It follows that $\mathrm{T}\left(\theta^{3}\right)=2 \mathrm{~T}(1)=6$ and $\mathrm{T}\left(\theta^{4}\right)=0$. Then $\Delta\left(1, \theta, \theta^{2}\right)=-2^{2} \cdot 3^{3}=\operatorname{det}\left|\mathrm{T}\left(\theta^{i} \theta^{j}\right)\right|$. Let $R^{\prime}$ be the integral closure of $Z$ in $L$. The factorization of $\mathfrak{p} R^{\prime}$ is determined by the factorization of $\mathfrak{p} R_{S}{ }^{\prime}$ with $S=Z-(p)$. That is if

$$
\mathfrak{p} R^{\prime}=\prod \mathfrak{P}_{i}^{e_{i}}
$$

then

$$
\mathfrak{p} R_{S}^{\prime}=\left(\prod \mathfrak{P}_{i}^{e_{i}}\right)_{S}
$$

Let $p$ denote any prime $\neq 2$,3. By Proposition 7.7 the integral closure of $Z_{p}$ is $Z_{p}[\theta]$. By Theorem 7.6 the factorization of $p$ in $Z_{p}[\theta]$ is determined by the factorization of $X^{3}-2$ in $Z / p$. We consider a few cases.

$$
\begin{array}{ll}
p=7 & X^{3}-2 \text { is irreducible modulo } 7 \text { so } 7 R^{\prime}=\mathfrak{P}_{1} \text { is prime and we } \\
\text { find } R^{\prime} / P_{1} \cong \mathrm{GF}\left(7^{3}\right) . \\
p=29 & \begin{array}{l}
X^{3}-2=(X+3)\left(X^{2}-3 X+9\right) \text { modulo } 29 \text { and the second factor } \\
\text { is irreducible. Thus } \\
\\
\quad 29 R^{\prime}=\mathfrak{P}_{1} \mathfrak{P}_{2} \quad \text { with } \quad R^{\prime} / \mathfrak{P}_{1} \cong \mathrm{GF}(29) \\
\\
\text { and } R^{\prime} / \mathfrak{P}_{2} \cong \mathrm{GF}\left(29^{2}\right) . \\
\\
\\
\\
X^{3}-2=(X-4)(X-7)(X+11) \text { modulo } 31 \text { and } 31 R^{\prime}=\mathfrak{P}_{1} \mathfrak{P}_{2} \mathfrak{P}_{3} \\
\text { with } R^{\prime} / \mathfrak{P}_{i} \cong \operatorname{GF}(31) .
\end{array}
\end{array}
$$

Notice that these computations are possible without actually knowing $R^{\prime}$ explicitly. After a rather lengthy computation, it does follow that $R^{\prime}=Z[\theta]$. Hence Theorem 7.6 can be applied also to the cases $p=2,3$.

$$
\begin{array}{ll}
p=2 & X^{3}-2=X^{3} \text { modulo } 2 \text { so } 2 R^{\prime}=\mathfrak{P}^{3} \text { and } R^{\prime} / \mathfrak{P} \cong \mathrm{GF}(2) \\
p=3 & X^{3}-2=(X+1)^{3} \text { modulo } 3 \text { so } 3 R^{\prime}=\mathfrak{P}^{3} \text { and } R^{\prime} / \mathfrak{P} \cong \mathrm{GF}(3)
\end{array}
$$

We will be able to do these calculations in Section 8 without first proving $R^{\prime}=Z[\theta]$.

Exercise. Let $d$ be a square free integer and $R^{\prime}$ the integral closure of $Z$ in $Q(\sqrt{d})$. As a continuation of Exercise 3 in Section 6 determine which of the three possible factorizations of $p R^{\prime}$ actually occurs. Prove the following.
(a) Suppose $p$ divides $\Delta\left(R^{\prime} / Z\right)$. Then $\mathfrak{p} R^{\prime}=\mathfrak{P}^{2}$.
(b) Suppose $p$ is odd and does not divide $\Delta\left(R^{\prime} / Z\right)$. Then $p R^{\prime}=\mathfrak{P Q}$ with $\mathfrak{F} \neq \mathbb{Q}$ if and only if $d$ is a quadratic residue modulo $p$. That is $X^{2}-d$ has a root in $Z / p$.
(c) Suppose $p=2$ and does not divide $\Delta\left(R^{\prime} \mid Z\right)$. Then necessarily $d \equiv 1$ $\bmod 4$. Show $2 R^{\prime}=\mathfrak{P Q}$ if $d \equiv 1 \bmod 8$ and $2 R=\mathfrak{P}$ is prime if $d \equiv 5$ $\bmod 8$.

## 8. NORMS OF IDEALS

In this section $R$ is a Dedekind ring with quotient field $K ; L$ is a finitedimensional, separable extension field of $K$, and $R^{\prime}$ is the integral closure of $R$ in $L$.

Let $N$ denote the norm function, $N(x)=\operatorname{det}\left(r_{x}\right)$ where $r_{x}$ is the $K$-linear transformation on $L$ given by $r_{x}(y)=y x$ (see Section 5).

For any element $x$ of $L$, the characteristic polynomial of $x$ is a power of its minimum polynomial. When $x$ is in $R^{\prime}$, the coefficients of the minimum polynomial are in $R$ (by Proposition 2.4) and so also the coefficients of the characteristic polynomial are also in $R$. In particular $N(x)$ belongs to $R$.

Let $\mathfrak{A}$ be an ideal in $R^{\prime}$.
Definition. The norm of $\mathfrak{Y I}, N(\mathfrak{H})$, is the ideal in $R$ generated by all $N(a)$ with $a$ in $\mathfrak{Y}$.

### 8.1 Properties of the Norm:

(i) $\mathrm{N}(a b)=\mathrm{N}(a) \mathrm{N}(b)$.
(ii) $\mathrm{N}\left(R^{\prime} a\right)=R \mathrm{~N}(a)$.
(iii) If $S$ is a multiplicative set in $R$, then $\mathrm{N}(\mathfrak{A})_{S}=\mathrm{N}\left(\mathscr{A H}_{S}\right)$ for any ideal $\mathfrak{A}$ in $R^{\prime}$.
(iv) $\mathrm{N}(\mathfrak{A} \mathfrak{B})=\mathrm{N}(\mathfrak{O l}) \mathrm{N}(\mathfrak{B})$ for ideals $\mathfrak{U}, \mathfrak{B}$ in $R^{\prime}$.

Proof. (i) is just a statement about determinants.
(ii) Since 1 is in $R^{\prime}$ and $\mathrm{N}(1)=1$ it follows that $\mathrm{N}\left(R^{\prime}\right)=R$ and $\mathrm{N}\left(R^{\prime} a\right)=$ $R \mathrm{~N}(a)$.
(iii) Any element in $\mathfrak{H}_{S}$ has the form $a / s$ with $a$ in $\mathfrak{A}$ and $s$ in $S$. Thus $\mathrm{N}(a / s)=\mathrm{N}(a) / s^{n}$ if $n=(L: K)$. Thus $\mathrm{N}\left(\mathfrak{H}_{s}\right) \subseteq \mathrm{N}(\mathfrak{H})_{s}$.

Conversely the ideal $\mathrm{N}\left(\mathfrak{Q l}_{S}\right.$ is generated over $R_{S}$ by elements $\mathrm{N}(a)$ with $a$ in $\mathfrak{H}$. All such elements are in $\mathrm{N}\left(\mathfrak{M}_{s}\right)$ so the other inclusion follows also.
(iv) We shall use Lemma 3.18 to get the equality. It is necessary to prove equality at the localizations at each maximal ideal. For any maximal ideal $\mathfrak{p}$ of $R$, let $S=R-p$. By Part (3) we know

$$
\mathrm{N}(\mathfrak{H})_{s}=\mathrm{N}\left(\mathfrak{Q}_{s}\right), \quad \mathrm{N}(\mathfrak{B})_{s}=\mathrm{N}\left(\mathfrak{B}_{s}\right), \quad \mathrm{N}(\mathfrak{H} \mathfrak{B})_{S}=\mathrm{N}\left(\mathfrak{H}_{s} \mathfrak{B}_{s}\right)
$$

The ring $R_{S}$ is a DVR and $R_{S}{ }^{\prime}$ has only a finite number of prime ideals. By Theorem 3.15 we obtain $R_{S}{ }^{\prime}$ is a PID. Thus $\mathfrak{9 I}_{s}=a R_{S}{ }^{\prime}, \mathfrak{B}_{s}=b R_{S}{ }^{\prime}$ for some $a, b$ in $R^{\prime}$. Then

$$
\begin{aligned}
\mathrm{N}\left(\mathfrak{Q l}_{s} \mathfrak{B}_{S}\right) & =\mathrm{N}\left(a b R_{S}^{\prime}\right)=\mathrm{N}(a b) R_{S}=\mathrm{N}(a) R_{S} \cdot \mathrm{~N}(b) R_{S} \\
& =\mathrm{N}\left(\mathfrak{Q}_{S}\right) \mathrm{N}\left(\mathfrak{B}_{S}\right)
\end{aligned}
$$

This Property (iv) shows that we can determine $N(\mathscr{H})$ if we can determine $N(\mathfrak{P})$ for each prime ideal $\mathfrak{P}$ of $R^{\prime}$. That is when

$$
\mathfrak{A}=\prod \mathfrak{P}_{j}^{a_{j}} \quad \text { then } \quad \mathrm{N}(\mathfrak{A})=\prod \mathrm{N}\left(\mathfrak{P}_{j}\right)^{a_{j}}
$$

The computation of $\mathrm{N}(\mathfrak{P})$ is simplified if we first work in the situation where $L$ is normal over $K$ with Galois group $G$. We assume this is the case.

Now let $\mathfrak{P}$ denote a prime ideal of $R^{\prime}$ and let $\mathfrak{p}=\mathfrak{P} \cap R$. For an element $a$ in $\mathfrak{P}$ the product of all $\sigma(a)$ must also fall in $\mathfrak{P}$ (because $\mathfrak{P}$ is an ideal) so $\mathrm{N}(a) \in \mathfrak{P} \cap R=\mathfrak{p}$. We argue that $\mathrm{N}(\mathfrak{P})$ must be a power of $\mathfrak{p}$. It is enough to show that no other prime of $R$ can enter into the factorization of $N(\mathfrak{P})$. Clearly $\mathfrak{P} \supset \mathfrak{p} R^{\prime}$ so $\mathfrak{P}$ divides $\mathfrak{p} R^{\prime}$. Thus $\mathrm{N}(\mathfrak{P})$ divides $\mathrm{N}\left(\mathfrak{p} R^{\prime}\right)=\mathrm{N}(\mathfrak{p}) R=\mathfrak{p}^{n}, n=$ ( $L: K$ ). So it follows that $N(\mathfrak{P}$ ) is a power of $\mathfrak{p}$. We shall now determine the exact power. This power will not be changed if we localize at $S=R-p$. Thus we may work with $R_{S}, R_{S}{ }^{\prime}$ in place of $R, R^{\prime}$. Both of these rings are now PIDs so let $\mathfrak{P} R_{S}{ }^{\prime}=\pi R_{S}{ }^{\prime}$ and $\mathfrak{p} R_{S}=\tau R_{S}$.

The ramification numbers for the primes of $R_{S}{ }^{\prime}$ which divide $\tau$ are all the same by Proposition 6.8. We may assume

$$
\begin{equation*}
\mathfrak{p} R_{S}^{\prime}=\tau R_{S}^{\prime}=\left(\mathfrak{P}_{1} \cdots \mathfrak{P}_{g}\right)^{e} \tag{8.2}
\end{equation*}
$$

for certain primes $\mathfrak{P}_{i}$ of $R_{S}{ }^{\prime}$. We may assume $\mathfrak{P}_{1}=\pi R_{S}{ }^{\prime}=\mathfrak{P} R_{S}{ }^{\prime}$. Now we know the Galois group permutes the primes $\mathfrak{P}_{i}$ transitively and $|G|=e f g$ with $f=$ relative degree of $\mathfrak{P}$. Thus as $\sigma$ ranges over $G, \sigma\left(\mathfrak{P}_{1}\right)$ ranges over $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{g}$ with each $\mathfrak{P}_{i}$ counted ef times. It follows that

$$
\mathrm{N}(\pi) R_{S}{ }^{\prime}=\prod_{\sigma \in G} \sigma(\pi) R_{S}{ }^{\prime}=\prod \sigma\left(\mathfrak{P}_{1}\right)=\left(\mathfrak{P}_{1} \cdots \mathfrak{P}_{g}\right)^{e f}
$$

But also $\mathrm{N}\left(\pi R_{S}{ }^{\prime}\right)=\mathfrak{p}_{\boldsymbol{S}}{ }^{m}$ for some $m$ so $\mathrm{N}(\pi) R_{S}{ }^{\prime}=\mathfrak{p}^{m} R_{S}{ }^{\prime}=\left(\mathfrak{P}_{1} \cdots \mathfrak{P}_{g}\right)^{e m}$ in view of the factorization Eq.(8.2). It follows that $m=f=$ relative degree of $\mathfrak{P}$ over $R$ and

$$
\begin{equation*}
\mathrm{N}(\mathfrak{P})=\mathfrak{p}^{\delta}, \quad f=\text { relative degree of } \mathfrak{P} \text { over } R . \tag{8.3}
\end{equation*}
$$

Now we drop the assumption that $L / K$ is normal. Let $E$ be a field containing $L$ which is normal, separable, and finite dimensional over $K$. Let $R^{\prime \prime}$ be the integral closure of $R$ in $E$ and let $Q$ be some prime of $R^{\prime \prime}$ which appears in the factorization of $\mathfrak{P} R^{\prime \prime}$. Then $E$ is normal over $L$, so by Eq. (8.3) we find

$$
\mathbf{N}_{E / L}(\mathfrak{Q})=\mathfrak{P}^{f_{1}}, \quad f_{1}=f\left(\mathfrak{Q} / R^{\prime}\right)
$$

Also

$$
\mathbf{N}_{E / K}(\mathbb{Q})=\mathfrak{p}^{\delta_{2}}, \quad f_{2}=f(\mathbb{Q} / R)
$$

By the transitivity of the norm (Corcllary 5.4$), \mathrm{N}_{E / K}(x)=\mathrm{N}_{L / K}\left(\mathrm{~N}_{E / L}(x)\right)$, and so

$$
\mathfrak{p}^{f_{2}}=\mathrm{N}_{L / K}\left(\mathrm{~N}_{E / L}(\mathfrak{Q})\right)=\mathrm{N}_{L / K}(\mathfrak{P})^{f_{1}}
$$

Exercise 2 of Section 6 states in this context that $f_{2}=f_{1} f(\mathfrak{P} / R)$. Hence Eq, (8.3) holds again.
8.4 Proposition. For any nonzero prime $\mathfrak{P}$ of $R^{\prime}$, the norm $N(\mathfrak{P})$ equals $p^{f}$ with $\mathfrak{p}=R \cap \mathfrak{P}$ and $f$ the relative degree of $\mathfrak{P}$ over $R$.
8.5 Corollary. Let $\mathfrak{A}=\Pi \mathfrak{P}_{i}^{a_{i}}$ be an ideal of $R^{\prime}$ and $f_{i}$ the relative degree of $\mathfrak{P}_{i}$ over $R$. Let $\mathfrak{p}_{i}=\mathfrak{p}_{i} \cap R$. Then $\mathrm{N}(\mathscr{H})=\prod p_{i}^{a_{i} f_{i}}$.

Consider now the case with $K=Q=$ rational field and $R=Z=$ rationa! integers. $L$ and $R^{\prime}$ have the same meanings as above. For any ideal $\mathfrak{H}$ of $R^{\prime}$, $\mathrm{N}(\mathfrak{H})$ is an ideal in $Z$ which is necessarily a principal ideal, say $\mathrm{N}(\mathfrak{H l})=Z m=$ $(m)$ for some integer $m$. If we require that $m \geqslant 0$ then $m$ is uniquely determined. Let us denote the integer $m$ by $\mathscr{N}(\mathfrak{H})$ so that the norm of an ideal $\mathfrak{Q l} \neq 0$ is now a positive integer. We call $\mathscr{N}(\mathfrak{H})$ the absolute norm of $\mathfrak{A}$.
8.6 Proposition. For any nonzero ideal $\mathfrak{H}$ in $R^{\prime}$ the integer $\mathfrak{N}(\mathfrak{H})$ is equal to the number of elements in the ring $R^{\prime} / \mathfrak{H}$.

Proof. Let $\mathfrak{\mathscr { V }}=\Pi \mathscr{P}_{i}^{a_{i}}$ and $p_{i}$ the prime number such that $\left(p_{i}\right)=\mathfrak{P}_{i} \cap Z$. Let $f_{i}$ denote the relative degree of $\mathfrak{p}_{i}$ over $Z$. By CRT we know

$$
R^{\prime} / \mathfrak{M} \cong R^{\prime} / \mathfrak{P}_{1}^{a_{1}} \oplus \cdots \oplus R^{\prime} / \mathfrak{P}_{r}^{a_{r}} .
$$

We shall first compute the number of elements in each of these summands.
In the proof of Theorem 6.6 we observed that each quotient $\mathfrak{P}_{i}^{b} / \mathfrak{P}_{i}^{b+1}$ is a one-dimensional vector space over $R^{\prime} / \mathscr{P}_{i}$. Thus $R^{\prime} / \mathscr{P}_{i}^{a_{i}}$ has $\left|R^{\prime} / \mathscr{P}_{i}\right|^{a_{i}}$ elements. Since $R^{\prime} / \mathcal{P}_{i}$ has dimension $f_{i}$ over $Z /\left(p_{i}\right)$ it follows that $\left|R^{\prime} / \mathfrak{P}_{i}\right|=p_{i}^{f_{i}}$. Thus the order of $R^{\prime} / \Re_{i}^{a_{i}}$ is $p_{i}^{a_{i} f_{i}}$. Consequently

$$
\left|R^{\prime} / \mathfrak{A}\right|=\prod p_{i}^{a_{i} f_{i}}
$$

By Corollary 8.5 this number is $\mathscr{N}(\mathfrak{P l})$.
In this same context we shall make a few remarks about computations.
Suppose $\mathfrak{A}$ is an ideal with $\mathscr{N}(\mathfrak{N})=p=$ prime integer. It follows that $R^{\prime} / \mathfrak{Q t}$ has $p$ elements so $\mathfrak{Y l}$ is a prime ideal of relative degree $f=1$. In particular, if $x$ is an element of $R$ and $\mathrm{N}(x)=p$ is prime, then $R x$ is a prime ideal with relative degree equal to one.

Example. In the last section we considered factorization of primes in the ring of integers in $Q(\theta)$ where $\theta^{3}=2$. The factorization of $p$ could be easily obtained by Theorem 7.6 when $p \neq 2,3$. For $p=2,3$ it was necessary to know that $R=Z[\theta]$. We can avoid that last computation. Clearly $N(\theta)=2$ because $X^{3}-2$ is the minimum polynomial of $\theta$. Thus $\theta R$ is a prime with relative degree equal to one. Moreover, 2 is in $(\theta R)^{3}$ so $(\theta R)^{3} \supseteq 2 R$. The sum of the $e_{i} f_{i}$ must equal three so $2 R=(\theta R)^{3}=\vdash^{3}$ gives the factorization of $2 R$.

For the prime $p=3$ we proceed in a similar way. $f(X)=X^{3}-2$ is the
minimum polynomial for $\theta$ so $f(X-1)=(X-1)^{3}-2$ is the minimum polynomial for $\theta+1$. It follows that $N(\theta+1)=3$ so $(\theta+1) R$ is prime. It is slightly more difficult this time to show 3 is in $(\theta+1)^{3} R$.

Let $\alpha=\theta+1$ and observe that the minimum equation for $\alpha$ is $\alpha^{3}-3 \alpha^{2}+$ $3 \alpha-3=0$.

Suppose $3 R=(\alpha R) \mathfrak{B}$. Then $3=\alpha \beta$ and $\beta=3 / \alpha=\alpha^{2}-3 \alpha+3$. This belongs to $\alpha R$ so 3 is in $\alpha^{2} R$. Now suppose $3=\alpha^{2} \beta^{\prime}$. Then

$$
\beta^{\prime}=3 / \alpha^{2}=\alpha-3+3 / \alpha=\alpha-3+\alpha^{2}-3 \alpha+3
$$

which also belongs to $\alpha R$. Hence 3 is in $\alpha^{3} R$ so $3 R=(\alpha R)^{3}$ by the same reasoning as before for $p=2$.

Application of Preceding Results. We shall use the information obtained about norms to prove the following theorem which tells precisely which integers can be expressed as the sum of two squares.

Theorem. The positive integer $n$ can be expressed in the form $n=a^{2}+b^{2}$ with $a, b$ integers if and only if no prime of the form $4 k+3$ appears in the factorization of $n$ with an odd exponent.

Proof. Let $i$ be a root of $x^{2}+1=0$. The integral closure of $Z$ in $Q(i)$ is just $Z[i]=R$. If $a+i b$ is in $R$ then $\mathrm{N}(a+i b)=a^{2}+b^{2}$.

Conversely if $n=a^{2}+b^{2}$ then $n=\mathrm{N}(a+i b)$ and $a+i b$ is in $R$. So the integers we are trying to characterize are precisely the norms of elements in $R$. Consider an element $x$ in $R$ and let

$$
x R=\prod \mathfrak{P}_{i}^{c_{i}} \prod \mathfrak{Q}_{j}^{d_{j}}
$$

be the factorization of $x R$ as a product of primes in $R$. We select the notation so that

$$
\begin{array}{ll}
\mathfrak{P}_{i} \cap Z=\left(p_{i}\right), & f\left(\mathfrak{P}_{i} / Z\right)=2 \\
\mathfrak{Q}_{j} \cap Z=\left(q_{j}\right), & f\left(\mathfrak{Q}_{j} / Z\right)=1
\end{array}
$$

By Proposition 8.4 we see $\mathscr{N}\left(\mathfrak{P}_{i}\right)=p_{i}{ }^{2}$ and $\mathscr{N}\left(\mathfrak{Q}_{j}\right)=q_{j}$ and so

$$
\mathrm{N}(x)=\prod p_{i}^{2 c_{i}} \Pi q_{j}^{d_{j}}
$$

We see from this that if a prime factor of $\mathrm{N}(x)$ has an odd exponent in the factorization, then the prime must be one of the $q_{j}$. The integral primes $q$ which are divisible in $R$ by some prime with relative degree 1 are precisely those primes $q$ for which $X^{2}+1$ is reducible modulo $q$. These in turn are the primes of the form $4 k+1$ or $q=2$. This proves half the result. Namely the norm of an element of $R$ cannot have a prime of the type $4 k+3$ appear with an odd exponent in the factorization.

For the converse suppose $n$ is a positive integer and

$$
n=m^{2} p_{1} \cdots p_{s}
$$

with $p_{1}, \ldots, p_{s}$ distinct primes equal to 2 or numbers $4 k+1$. Then $p_{i} R$ is divisible by a prime $\mathfrak{P}_{i}$ with $\mathrm{N}\left(\mathfrak{P}_{i}\right)=\left(p_{i}\right)$. We shall leave as an exercise the fact that $R$ is a PID. Thus $\mathfrak{P}_{i}=w_{i} R$ for some $w_{i}$ in $\mathfrak{P}_{i}$. It follows that $N\left(w_{i}\right)$ generates $\left(p_{i}\right)$ so $\mathrm{N}\left(w_{i}\right)= \pm p_{i}$. However, for any $w$ in $R$ we have $\mathrm{N}(w) \geqslant 0$ so $\mathrm{N}\left(w_{i}\right)=p_{i}$. Now then

$$
\mathrm{N}\left(m w_{1} \cdots w_{s}\right)=m^{2} p_{1} \cdots p_{s}=n
$$

which proves $n$ is a sum of two squares.
Exercise. Let $R=Z[\sqrt{-1}]$. Let $a, b$ be nonzero elements in $R$. Show that there exist $q, r$ in $R$ such that

$$
a=b q+r \quad \text { and } \quad 0 \leqslant \mathrm{~N}(r)<\mathrm{N}(b)
$$

Conclude that $R$ is a PID.

## 9. CYCLOTOMIC FIELDS

For a positive integer $m$, the splitting field of the polynomial $X^{m}-1$ over the rationals is called the cyclotomic field of $m$ th roots of unity. If $\theta$ is a root of $X^{m}-1$ but not a root of $X^{n}-1$ for any $n<m$, then $\theta$ is a primitive $m$ th root of unity. If $\theta$ is one primitive $m$ th root of unity, then any other has the form $\theta^{k}$ with $k$ and $m$ relatively prime. From this it follows that $Q(\theta)$ is the splitting field of $X^{m}-1$. We shall study this field in some special cases first.

We first fix some notation for later use.
Notation. Let $p$ be a prime and $q=p^{a}$. The number $p^{a-1}(p-1)$ will be denoted by $\phi(q)$, the Euler function at $q$.
$f(X)=\frac{X^{p^{a}}-1}{X^{p^{a-1}}-1}=t^{p-1}+t^{p-2}+\cdots+t+1, \quad t=X^{p^{a-1}}$.
$\theta=$ primitive $q$ th root of unity.
$R=$ algebraic integers in $Q(\theta)$.
9.1 Theorem. (a) $(Q(\theta): Q)=p^{a-1}(p-1)$.
(b) The polynomial $f(X)$ is irreducible over $Q$ and it is the minimum polynomial of $\theta$.
(c) The element $\alpha=1-\theta$ is a prime element, $\alpha R$ is a prime ideal and $p R=(\alpha R)^{\phi(q)}$.
(d) The prime $p$ is the only ramified prime.
(e) $R=Z[\theta]$.

Proof. The element $\theta$ is a root of $X^{p^{a}}-1$ and not a root of $X^{p^{a-1}}-1$ so it follows that $f(\theta)=0$. The other roots of $f(X)$ are the other primitive $q$ th roots of unity, namely $\theta^{k}$ for $(p, k)=1$. We see that $\theta^{k}$ is an algebraic integer for all $k$. Notice also that

$$
\frac{1-\theta^{k}}{1-\theta}=1+\theta+\cdots+\theta^{k-1}=u_{k}
$$

belongs to $R$. If $(p, k)=1$, then $\theta$ is a power of $\theta^{k}$ so the same method implies

$$
\frac{1-\theta}{1-\theta^{k}}=u_{k}^{-1} \quad \text { is in } \quad R
$$

This $u_{k}$ is a unit in $R$ and $1-\theta^{k}=(1-\theta) u_{k}$. Since there are $\phi(q)$ distinct $\theta^{k}$ with $(p, k)=1$ and $f(X)$ has degree $\phi(q)$ it follows that

$$
f(X)=\prod_{(k, p)=1}\left(X-\theta^{k}\right)
$$

From the definition of $f(X)$ it follows that $f(1)=p$ so we find

$$
\begin{equation*}
p=\prod_{(k, p)=1}\left(1-\theta^{k}\right)=(1-\theta)^{\phi(q)}(\text { unit of } R) \tag{1}
\end{equation*}
$$

Next we compute the norm $\mathrm{N}(1-\theta)$. The field $Q(\theta)$ equals $Q(1-\theta)$ so the minimum polynomial and the characteristic polynomial of $1-\theta$ are the same. Thus $N(1-\theta)$ is the product of the distinct roots of the minimum polynomial. These roots are among the elements $1-\theta^{k},(k, p)=1$ so $\mathrm{N}(1-\theta)$ divides the product of the $1-\theta^{k}$. So $\mathrm{N}(1-\theta)= \pm 1$ or $\pm p$. If $\mathrm{N}(1-\theta)= \pm 1$ then $1-\theta$ has an inverse in $R$ and so by (1) $p$ has an inverse in $R$-impossible. Thus $\mathrm{N}(1-\theta)= \pm p$. This proves $1-\theta$ is a prime element and $(1-\theta) R$ is a prime ideal with relative degree equal to one. Let $\alpha=1-\theta$. Equation (1) implies $p R \subseteq(\alpha R)^{\phi(q)}$. By the general equality $\sum e_{i} f_{i}=(Q(\theta): Q)$ we find

$$
\phi(q) f=\phi(q) \leqslant(Q(\theta): Q)
$$

(We have just seen the relative degree $f=1$.) On the other hand, since $\theta$ is a root of $f(X)$ we obtain

$$
(Q(\theta): Q) \leqslant \text { degree } f(X)=\phi(q)
$$

It follows that $(Q(\theta): Q)=\phi(q)$ and this implies that $f(X)$ is irreducible over $Q$ [otherwise the dimension of $Q(\theta)$ would have to be smaller].

This completes the proof of (a), (b), and (c). The remaining parts require more calculation. It will be convenient to number the roots of $f(X)$ as $\theta=$ $\theta_{1}, \theta_{2}, \ldots, \theta_{\phi(q)}$ so that

$$
f(X)=\prod\left(X-\theta_{i}\right)
$$

Differentiate this by the product rule to obtain

$$
\begin{equation*}
f^{\prime}\left(\theta_{i}\right)=\prod_{j \neq i}\left(\theta_{i}-\theta_{j}\right) \tag{2}
\end{equation*}
$$

We shall make use of this formula to compute the discriminant

$$
\Delta\left(1, \theta, \ldots, \theta^{\Phi(q)-1}\right)=\Delta
$$

By the results in Section 5 we know

$$
\Delta=\prod_{i>j}\left(\theta_{i}-\theta_{j}\right)^{2}
$$

This is an integer which divides

$$
\begin{equation*}
\prod_{\substack{i \neq j \\ \text { all } i, j}}\left(\theta_{i}-\theta_{j}\right)^{2}=\prod_{i} f^{\prime}\left(\theta_{i}\right)^{2} \tag{3}
\end{equation*}
$$

Now compute $f^{\prime}(X)$ from the quotient rule using the definition of $f(X)$ given at the beginning of this section. One obtains

$$
f^{\prime}\left(\theta_{i}\right)=p^{a} \theta_{i}^{-1} /\left(\theta_{i}^{p^{a-1}}-1\right)
$$

Use this to evaluate the expansion (3). Observe that $\theta_{i}^{p^{\alpha-1}}$ is a primitive $p$ th root of unity and as $\theta_{i}$ ranges over the $p^{a-1}(p-1) p^{a}$ th roots of unity, each $p$ th root of unity will arise $p^{a-1}$ times. If $\zeta$ is a primitive $p$ th root of 1 then $\mathrm{N}(1-\zeta)=p$ by the results already obtained. This means that the denominators of the fractions for $f^{\prime}\left(\theta_{i}\right)^{2}$ will contribute $p^{2 p^{a-1}}$ to the product (3). Also $\mathrm{N}(\theta)=1$ so it turns out that

$$
\prod_{a \| i \neq j}\left(\theta_{i}-\theta_{j}\right)=p^{2\left(a \phi(q)-p^{a-1}\right)}
$$

We knew this expression was divisible by $\Delta$ so we finally obtain

$$
\begin{equation*}
\Delta=p^{s} \quad \text { for some positive } s \tag{4}
\end{equation*}
$$

Because $Z$ is a PID, we know $R$ has a free $Z$-basis $x_{1}, \ldots, x_{\phi(q)}$. Let $U=\left|u_{i j}\right|$ be the matrix with integral entries such that

$$
\theta^{i}=\sum_{j} u_{i j} x_{j}
$$

By a (now familiar) matrix calculation one finds

$$
\begin{equation*}
\Delta\left(1, \theta, \ldots, \theta^{d-1}\right)=(\operatorname{det} U)^{2} \Delta\left(x_{1}, \ldots, x_{\phi(q)}\right) \tag{5}
\end{equation*}
$$

The three quantities here are integers and the one on the left is a power of $p$. It follows that $\Delta\left(x_{1}, \ldots, x_{\phi(q)}\right)$ is also a power of $p$. By Lemma 7.2 one finds

$$
\Delta(R / Z)=Z \Delta\left(x_{1}, \ldots, x_{\phi(q)}\right)=(p)^{1}
$$

So the only ramified prime is $p$ since no other primes divide the discriminant ideal. This proves (d).

Equations (5) and (4) also yield the fact that $\operatorname{det} U$ is a power of $p$ so that $U^{-1}$ is a rational matrix with only powers of $p$ appearing in the denominators. We can express the elements $x_{j}$ as rational combinations of the $\theta^{l}$ using coefficients with only powers of $p$ in the denominators. Since all the $\theta^{i}$ belong to $Z[\theta]$, there is some positive integer $r$ such that $p^{r} x_{i}$ is in $Z[\theta]$ for all $i$. This implies

$$
\begin{equation*}
p^{r} R \subseteq Z[\theta] \subseteq R \tag{6}
\end{equation*}
$$

Our goal is to prove $Z[\theta]=R$. The crucial part of the argument is the observation that $R / \alpha R$ is isomorphic to the field $Z /(p)$ of $p$ elements. This follows because we have seen above that $\alpha R$ is prime with relative degree one. Now $Z[\theta] / Z[\theta] \cap \alpha R$ must be isomorphic to a nonzero subring of $R / \alpha R$. The only possibility is that $Z[\theta] / Z[\theta] \cap \alpha R$ also has $p$ elements. Thus every coset of $\alpha R$ in $R$ contains an element in $Z[\theta]$. This means

$$
\begin{equation*}
Z[\theta]+\alpha R=R \tag{7}
\end{equation*}
$$

Multiply by $\alpha$ to get

$$
Z[\theta] \alpha+\alpha^{2} R=\alpha R
$$

Since $\alpha=1-\theta$ is in $Z[\theta]$ we may substitute this expression for $\alpha R$ into Eq. (7) to get

$$
Z[\theta]+\alpha^{2} R=R
$$

Continue this way and by induction one obtains

$$
\begin{equation*}
Z[\theta]+\alpha^{t} R=R, \quad \text { for all } \quad t \geqslant 1 \tag{8}
\end{equation*}
$$

By Eq. (1) we see $p R=(\alpha R)^{\phi(q)}$ and by expression (6)

$$
(p R)^{r}=(\alpha R)^{r \phi(q)} \subseteq Z[\theta]
$$

So in Eq. (8) use $t=r \phi(q)$ to get $\alpha^{t} R \subseteq Z[\theta]$ and finally $Z[\theta]=R$. This completes the proof of Theorem 9.1.

Exercise. If $\theta$ is a primitive $p^{m}$ th root of unity, then the discriminant $\Delta\left(1, \theta, \ldots, \theta^{\phi\left(p^{m}\right)-1}\right)$ is $\pm p^{c}$ with $c=p^{m-1}(m p-m-1)$.

Now we consider the cyclotomic field $Q(\theta)$ with $\theta$ a primitive $m$ th root of unity and $m$ not necessarily a prime power.
9.2 Theorem. (a) $(Q(\theta): Q)=\phi(m)$,
(b) If $p$ is a prime integer which ramifies in $Q(\theta)$ then $p$ divides $m$,
(c) If $m=p^{a} m_{0}$ with $p$ a prime not dividing $m_{0}$, then $p$ has ramification number $\phi\left(p^{a}\right)$ in $Q(\theta)$.
Proof. Use induction on $m$-the theorem being true when $m$ is a prime power. Assume $m=p^{a} n$ with $p$ a prime not dividing $n$. Let $L_{n}$ and $L_{p^{a}}$ denote,
respectively, the fields obtained by adjoining to $Q$ a primitive $n$th root and a primitive $p^{a}$ th root of unity. Then $Q(\theta)=L_{n} L_{p^{a}}$. We argue next that

$$
L_{n} \cap L_{p^{a}}=Q
$$

For any subfield $K$ of $L_{p^{a}}$, the ramification number of $p$ in $K$ equals ( $K: Q$ ) because this holds in $L_{p^{a}}$. In any subfield of $L_{n}, p$ has ramification number one because $p$ does not divide $n$ and the induction hypothesis can be applied. Thus $Q$ is the only common subfield of $L_{n}$ and $L_{p^{a}}$. From Galois theory it follows that

$$
\begin{aligned}
\operatorname{Gal}(Q(\theta) / Q) & =\operatorname{Gal}\left(Q(\theta) / L_{n}\right) \times \operatorname{Gal}\left(Q(\theta) / L_{\boldsymbol{p}^{a}}\right) \\
& \cong \operatorname{Gal}\left(L_{\boldsymbol{p}^{a}} / Q\right) \times \operatorname{Gal}\left(L_{n} / Q\right)
\end{aligned}
$$

By induction, the order of $\operatorname{Gal}(Q(\theta) / Q)$ is $\phi\left(p^{a}\right) \phi(n)=\phi\left(p^{a} n\right)=\phi(m)$, which proves (a).

Now let $R$ denote the ring of algebraic integers in $L_{n}, S$ the algebraic integers in $Q(\theta)$ and $\varepsilon$ a primitive $p^{a}$ th root of unity. Then

$$
R[\varepsilon] \subseteq S
$$

and the discriminant ideal $\Delta(S / R)$ contains the discriminant $\Delta\left(1, \varepsilon, \ldots, \varepsilon^{\Phi\left(p^{a}\right)-1}\right)$.
Observe that for $x \in L_{p^{a}}$ we have

$$
\begin{aligned}
\mathrm{T}_{Q(\theta) / L_{n}}(x) & =\sum_{\sigma \in \operatorname{Gat}\left(\mathbb{Q}(\theta) / L_{n}\right)} \sigma(x)=\sum_{\sigma \in \operatorname{Gal}\left(L_{p} a / Q\right)} \sigma(x) \\
& =\mathrm{T}_{L_{p} a / Q}(x) .
\end{aligned}
$$

From the computations in the proof of Theorem 9.1 we see

$$
\Delta\left(1, \varepsilon, \ldots, \varepsilon^{\phi\left(p^{a}\right)-1}\right)=\text { power of }(p)
$$

Hence $\Delta(S / R) \supseteq$ power of $p R$. The only primes of $R$ which can ramify in $S$ are the divisors of $p R$. The transitivity of the Galois group implies every prime divisor of $p R$ ramifies in $S$ if any one of them does. Since $p$ has ramification number $\phi\left(p^{a}\right)$ in $L_{p^{a}}$, a prime $\mathfrak{P}$ dividing $p R$ ramifies in $S$ with ramification number of $\mathfrak{q}$ cannot exceed the dimension $\left(Q(\theta): L_{n}\right)=\phi\left(p^{a}\right)$. Hence the ramification number of $\mathfrak{P}$ and $p$ in $S$ is exactly $\phi\left(p^{a}\right)$. This proves both (b) and (c).

Exercise 1. If $m$ is an odd integer then $Q\left(\varepsilon_{2 m}\right)=Q\left(\varepsilon_{m}\right)$ so 2 does not ramify in $Q\left(\varepsilon_{2 m}\right)$ even though 2 divides $2 m$. Show this is the only exception to the assertion " $p$ ramifies in $Q\left(\varepsilon_{n}\right)$ whenever $p$ is a prime dividing $n$."

The following exercises are given to show how Theorem 7.6 can be used to obtain the factorization of prime ideals of $Z$ when extended to the ring of algebraic integers in a cyclotomic field. Let $m$ be a fixed positive integer and $\theta$ a primitive $m$ th root of unity.

Exercise 2. Show $Z[\theta]$ is the full ring of algebraic integers in $Q(\theta)$. \{Using the notation of the proof of Theorem 9.2 it is only necessary to show $R[\varepsilon]=S$. This can be done by slightly modifying the proof of Theorem 9.1 (e).\}

Exercise 3. Let $q$ be a prime integer not dividing $m$ and let $\mathfrak{q}$ be a prime ideal in $Z[\theta]$ containing $q$. If $\theta^{k}-1$ is in $q$ then $\theta^{k}-1=0$. Conclude that $\bar{\theta}$ in $Z[\theta] / q$ is still a primitive $m$ th root of unity.

EXERCISE 4. Let $\Phi_{m}(x)$ be the minimum (monic) polynomial of $\theta$ over $Q$. Then $\Phi_{m}(x)$ has integer coefficients and we let $\bar{\Phi}_{m}(x)$ denote the polynomial after reduction $\bmod q, q$ as in Exercise 3. Show the splitting field of $\bar{\Phi}_{m}$ over $\mathrm{GF}(q)=Z / q$ is the field $\operatorname{GF}\left(q^{r}\right)$ where $r$ is the least positive integer for which GF $\left(q^{r}\right)$ contains a primitive $m$ th root of unity. This is the least $r$ such that $m$ divides $q^{r}-1$. Conclude every prime factor of $\bar{\Phi}_{m}$ has degree $r$.

Exercise 5. If $q$ is an integral prime not dividing $m$ then the ideal generated by $q$ in the ring of algebraic integers in $Q(\theta)$ has the factorization $(q)=$ $\mathfrak{P}_{1} \cdots \mathfrak{P}_{g}$, where the $\mathfrak{P}_{i}$ are distinct primes, $g r=\phi(m)$ and $r$ is the least positive integer such that $m$ divides $q^{r}-1$.

EXERCISE 6. If $m=p^{a} n$ with $p$ a prime not dividing $n$ then the factorization of $p$ in $Z[\theta]$ has the form

$$
(p)=\left(\mathfrak{P}_{1} \cdots \mathfrak{P}_{q}\right)^{\phi\left(p^{a}\right)}
$$

where $g r=\phi(n)$ and $r$ is the least positive integer such that $n$ divides $p^{r}-1$.
Exercise 7. (Galois groups of cyclotomic fields). Let $G_{m}$ denote the Galois group of $Q(\theta) / Q$.
(a) If $m$ has the factorization $m=p_{1}^{a_{1}} \cdots p_{t}^{a_{t}}$, then

$$
G_{m}=G_{p 1_{1} a_{1}} \times \cdots \times G_{p_{t} t_{1}}
$$

(b) For $p$ an odd prime $G_{p^{a}}$ is cyclic of order $(p-1) p^{a-1}$.

Procedure. $\quad G_{p^{a}}$ is isomorphic to the multiplicative group of units in $Z / p^{a}$ and is also (by Sylow decomposition) isomorphic to a direct product of a group of order $(p-1)$ with a group of order $p^{a-1}$. The group of order $p-1$ is isomorphic to the multiplicative group in $Z / p$ so it is cyclic. The element corresponding to $1+p$ in $Z / p^{a}$ has multiplicative order $p^{a-1}$ so $G_{p^{a}}$ is the direct product of two cyclic groups of relatively prime orders.
(c) The group $G_{2^{a}}$ (for $2^{a} \geqslant 8$ ) is the direct product of a group of order 2 and a cyclic group of order $2^{a-2}$.

Procedure. Show the group of units in $Z / 2^{a}$ is generated as a direct product by the images of -1 and 5 .
The groups, $G_{2}$ and $G_{2^{2}}$ have orders 1 and 2, respectively.

## Quadratic Reciprocity

Now we turn to some special questions. Assume $p$ is an odd prime and $\theta$ a primitive $p$ th root of unity. The Galois group of $Q(\theta)$ over $Q$ is cyclic of order $p-1$. This number is even so there is precisely one subgroup of index two. Accordingly there is a unique quadratic extension of $Q$ contained in $Q(\theta)$. We can describe this quadratic subfield by studying the ramification of primes.
9.3 Theorem. When $p$ is an odd prime, the cyclotomic field of $p$ th roots of unity contains exactly one quadratic subfield over $Q$ and it is $Q\left([\varepsilon(p) p]^{1 / 2}\right)$ where $\varepsilon(p)=(-1)^{(p-1) / 2}$.

Proof. We have indicated above why the quadratic subfield is unique. Suppose $Q(\sqrt{d}) \subseteq Q(\theta), d$ square free. Any prime integer $q$ which ramifies in $Q(\sqrt{d})$ also ramifies in $Q(\theta)$. Since $p$ is the only prime which ramifies in $Q(\theta)$ it follows that $p$ is the only prime divisor of the discriminant of $Q(\sqrt{d})$. This discriminant is either $d$ or $4 d$ depending upon $d \equiv 1 \bmod 4$ or not. Since $p$ is odd the discriminant is not $4 d$ and so $d \equiv 1 \bmod 4$ and $p$ is the only prime divisor of $d$. Thus $d= \pm p$ and the sign is uniquely determined by the congruence modulo 4. An examination of the cases shows $d=\varepsilon(p) p$ as required.

This computation can be made the basis of one of the many proofs of the law of quadratic reciprocity. We shall present the details.

For an odd prime $p$, let $U_{p}$ denote the multiplicative group of the field $Z /(p)$. Then $U_{p}$ is a cyclic group of order $p-1$. The collection of all squares of elements in $U_{p}$ forms a subgroup, $U_{p}{ }^{2}$, of index two. Let $\{ \pm 1\}=T$ denote the multiplicative group of order two. There is a unique homomorphism of the group $U_{p}$ onto $T$ which has kernel $U_{p}{ }^{2}$. This homomorphism will be denoted by $(\cdot / p)$ and its value at $u$ is written $(u / p)$. We call $(u / p)$ the Legendre symbol. It is usually convenient to define $(a / p)$ for $a$ in $Z$ to mean the value of $(\cdot / p)$ at the image of $a$ in $U_{p}$ when $(p, a)=1$. If $p$ divides $a$, then $(a / p)$ is not defined.
9.4 Elementary Properties. Let $a, b$ be integers relatively prime to $p$.
(1) $(a b / p)=(a / p)(b / p)$.
(2) $(a / p)=1$ if and only if $a \equiv x^{2} \bmod p$ for some $x$ in $Z$.
(3) $(a / p)=1$ if and only if $X^{2}-a$ is reducible modulo $p$.

Proofs. (1) Immediate because ( $\cdot / p$ ) is a homomorphism.
(2) $(a / p)=1$ if and only if the image of $a$ in $U_{p}$ falls into $U_{p}{ }^{2}$.
(3) $X^{2}-a$ is reducible if and only if $a \equiv x^{2} \bmod p$ for some $x$ in $Z$.

In view of Property (3) and the exercise at the end of Section 7, one easily proves the following.
9.5 Lemma. Let $a$ be a square free integer. The odd prime $p$ splits as a
product of two distinct primes in $Q(\sqrt{a})$ if and only if $p$ and $a$ are relatively prime and $(a / p)=1$.

The law of quadratic reciprocity gives a relation between $(p / q)$ and ( $q / p$ ) for distinct odd primes $p$ and $q$. We shall obtain this law by examining the decomposition of $q$ in the cyclotomic field of $p$ th roots of unity.

Fix the odd prime $p$; let $\theta=$ primitive $p$ th root of unity; $E=Q\left([\varepsilon(p) p]^{1 / 2}\right)$ is the unique quadratic subfield over $Q$ contained in $Q(\theta)$ as in Theorem 9.3. Let $R=$ algebraic integers in $E, R^{\prime}=$ algebraic integers in $Q(\theta)$.
9.6 Lemma. The prime $q$ splits as a product of two distinct primes in $R$ if and only if $q$ splits as a product of an even number of primes in $R^{\prime}$.

Proof. Let $q R=\mathfrak{P}_{1} \mathfrak{p}_{2}$ for distinct primes in $R$. These prime ideals must be conjugate within the Galois group of $E$ over $Q$ (by Proposition 6.8) and so there is an automorphism $\sigma$ in the Galois group of $Q(\theta)$ over $Q$ such that $\sigma\left(\mathfrak{P}_{1}\right)=\mathfrak{P}_{2}$. Now let $\mathfrak{P}_{1} R^{\prime}=\mathcal{S}_{1} \cdots \mathcal{S}_{k}$ with $\mathcal{S}_{i}$ primes in $R^{\prime}$. It follows that

$$
q R^{\prime}=\mathfrak{P}_{1} \mathfrak{P}_{2} R^{\prime}=\Theta_{1} \cdots \mathbb{S}_{k} \sigma\left(\Im_{1}\right) \cdots \sigma\left(\mathbb{S}_{k}\right)
$$

and these must be distinct primes because $q$ is not ramified. Thus $q$ has an even number of factors in $R^{\prime}$.

Conversely suppose $q R^{\prime}=\Theta_{1} \ldots \Theta_{2 k}, \Theta_{i}$ distinct primes in $R^{\prime}$. Let $G$ denote the Galois group of $Q(\theta)$ over $Q$ and $H$ the subgroup of elements $\sigma$ for which $\sigma\left(\Theta_{1}\right)=\Im_{1}$. Then $|G: H|=2 k$. Let $G_{1}$ be the subgroup of $G$ fixing $E$ elementwise so that $\left|G: G_{1}\right|=(E: Q)=2$. Since $G$ is cyclic, there can be only one subgroup with index 2 . Since $|G: H|$ is even, it follows that $H \subseteq G_{1}$ and $\left|G_{1}: H\right|=k$. Let $\mathfrak{\beta}=\mathcal{S}_{1} \cap R$. Then $\mathfrak{P} R^{\prime}$ is divisible by $\mathcal{S}_{1}$ and moreover for $\sigma$ in $G_{1}$ we see $\sigma\left(\mathfrak{P} R^{\prime}\right)=\mathfrak{P} R^{\prime}$ so $\sigma\left(\Theta_{1}\right)$ also divides $\mathfrak{P} R^{\prime}$. This accounts for exactly $k$ distinct primes of $R^{\prime}$ in the factorization of $\mathfrak{P} R^{\prime}$. Since $G_{1}=$ Galois group of $Q(\theta)$ over $E, G_{1}$ is transitive on the primes of $R^{\prime}$ which divide $\mathfrak{P} R^{\prime}$. Thus $\mathfrak{P} R^{\prime}$ has exactly $k$ prime divisors. Now $q R^{\prime}$ has $2 k$ prime divisors so $q R=\mathfrak{P}$ is impossible. The only alternative is $q R=\mathfrak{P}_{1} \mathfrak{F}_{2}$ for some pair of primes in $R$.

In the proof of the next lemma it is necessary to know the relative degree of a prime divisor of $q$ in $R^{\prime}$ over $q$. This has been computed in the exercises just above. An alternate method based on the Frobenius automorphism is described in the exercises following Section 3 of Chapter III. The relative degree of a prime $\mathcal{S}$ in $R^{\prime}$ dividing $q$ is the least integer $f$ such that $q^{f} \equiv 1 \bmod p$.
9.7 Lemma. The prime $q \neq p$ splits as a product of two primes in $Q\left([\varepsilon(p) p]^{1 / 2}\right)$ if and only if $(q / p)=1$.

Proof. Let $q R^{\prime}=\Theta_{1} \cdots \Theta_{g}$ be the factorization of $q$ in $R^{\prime}$. Then $q R$ has two prime factors in $R$ if and only if $g$ is even (Lemma 9.6). By Proposition
6.8 we have efg $=f g=p-1=(Q(\theta): Q)$. Thus $g$ is even if and only if $f$ divides $(p-1) / 2$. Because of the characterization of the relative degree mentioned just above, this holds if and only if

$$
q^{(p-1) / 2} \equiv 1 \bmod p
$$

Now in the cyclic group $U_{p}$, an element has order dividing $(p-1) / 2$ if and only if that element lies in $U_{p}{ }^{2}$. Then $q$ has two prime factors in $R$ if and only if $(q / p)=1$.

One last computation before we reach our goal.
9.8 Lemms. $(-1 / p)=(-1)^{(p-1) / 2}$ for any odd prime $p$.

Proof. $(-1 / p)=1$ if and only if $-1=u^{2}$ for some $u$ in $U_{p}$. Necessarily this element $u$ has order 4 so 4 divides $p-1$. Conversely if 4 divides $p-1$ then there is an element $u$ of order 4 and $u^{2}=-1$ because -1 is the only element in $U_{p}$ with order 2 . Thus $(-1 / p)=1$ if and only if 4 divides $(p-1)$ which is equivalent to $(-1)^{(p-1) / 2}=1$.
9.9 Proposition. Let $p$ and $q$ be distinct odd primes. Then

$$
(p / q)(q / p)=(-1)^{\frac{p-1}{2} \frac{q-1}{2}} .
$$

Proof. $\quad(q / p)=1$ if and only if $q$ splits into two factors in $Q\left([\varepsilon(p) p]^{1 / 2}\right)$ by (9.7) and this holds if and only if

$$
(\varepsilon(p) p / q)=1
$$

by Lemma 9.5. It follows that

$$
\begin{aligned}
(q / p)=(\varepsilon(p) p / q)=(\varepsilon(p) / q)(p / q) & =(-1 / q)^{\frac{p-1}{2}}(p / q) \\
& =(p / q)(-1)^{\frac{p-1}{2} \frac{q-1}{2}}
\end{aligned}
$$

For completeness in this matter we shall also evaluate ( $2 / p$ ). The preceding arguments still apply to obtain the following.
9.10 Lemma. $(2 / p)=1$ if and only if $2 R^{\prime}$ has an even number of prime divisors in $R^{\prime}$. This holds if and only if $2 R$ has two distinct prime divisors in $Q\left([\varepsilon(p) p]^{1 / 2}\right)$.

Now we are unable to proceed as in the odd case because the factorization of $2 R$ in $E$ is not determined by the polynomial $X^{2}-\varepsilon(p) p$. Instead we have $R=Z[w]$ with $2 w=1+(\varepsilon(p) p)^{1 / 2}$. (For odd $q$ we see $R_{(q)}=Z_{(q)}[\varepsilon(p) p]^{1 / 2}$ so the factorization of $q$ was determined by $X^{2}-\varepsilon(p) p$.) The minimum polynomial of $w$ is

$$
g(X)=X^{2}-X+\frac{1-\varepsilon(p) p}{4}
$$

and so by Theorem $7.6,2 R$ has two prime divisors if and only if $g(X)$ is reducible modulo 2. This occurs if and only if $(1-\varepsilon(p) p) / 4$ is even. This is equivalent to $\varepsilon(p) p=8 m+1$ for some $m$. By an examination of the cases it follows that this is equivalent to the assertion $\left(p^{2}-1\right) / 8$ is even. Thus $(2 / p)=1$ if and only if $\left(p^{2}-1\right) / 8$ is even. It follows then

$$
(2 / p)=(-1)^{\left(p^{2}-1\right) / 8}
$$

Summary. Let $p$ and $q$ be distinct odd primes:
$(-1 / p)=(-1)^{(p-1) / 2}$
(2) $(2 / p)=(-1)^{\left(p^{2}-1\right) / 8}$
(3) $\quad(q / p)=(p / q)(-1)^{\frac{p-1}{2} \frac{q-1}{2}}$

EXERCISE 1. Let $m$ be an odd positive integer and $\theta_{m}$ a primitive $m$ th root of unity. Describe the quadratic subfields of $Q\left(\theta_{m}\right)$.

ExERCISE 2. Let $m=2^{a} \geqslant 8$. Show $Q\left(\theta_{m}\right)$ has exactly three quadratic subfields, $Q(\sqrt{-1}), Q(\sqrt{2})$ and $Q(\sqrt{-2})$.

Exercise 3. Let $d$ be a square free integer. Show $Q(\sqrt{d})$ is contained in $Q\left(\theta_{m}\right)$ for some primitive $m$ th root of unity. Also determine the least $m$ that will do for a given $d$. (This is a special case of the theorem of Kronecker-Weber which is proved in Chapter V.)

## 10. LATTICES IN REAL VECTOR SPACES

In this section $\mathscr{R}$ denotes the real field and $Z$ the ring of integers. Let $V$ denote an $n$-dimensional $\mathscr{R}$ vector space.

Definition. If $v_{1}, \ldots, v_{r}$ are linearly independent vectors in $V$, the abelian group $Z v_{1}+\cdots+Z v_{r}=\mathscr{L}$ is called an $r$-dimensional lattice in $V$.

In case $r=n$, we then say $\mathscr{L}$ is a full lattice in $V$.
We shall refer to $v_{1}, \ldots, v_{n}$ as a basis of the (full) lattice $\mathscr{L}$. Of course a lattice may have many different bases but any two of them compare in a nice way. That is, a second basis can be carried into the first by a matrix with integer coefficients and determinant equal to $\pm 1$.

Let $\mathscr{L}$ be a full lattice with basis $v_{1}, \ldots, v_{n}$. The set

$$
T=\left\{r_{1} v_{1}+\cdots+r_{n} v_{n} \mid r_{i} \in \mathscr{R}, 0 \leqslant r_{i}<1\right\}
$$

is called a fundamental parallelopiped of $\mathscr{L}$. Of course $T$ depends upon the choice of basis for $\mathscr{L}$.
10.1 Lemma. The translates $\lambda+T, \lambda \in \mathscr{L}$, cover all of $V$ and they are pairwise disjoint.

Proof. For any $v=\sum s_{i} v_{i}$ with $s_{i} \in \mathscr{R}$ we write $s_{i}=n_{i}+r_{i}$ with $n_{i}$ an integer and $0 \leqslant r_{i}<1$. Then

$$
v=\sum n_{i} v_{i}+\sum r_{i} v_{i}
$$

expresses $v$ as an element in $\lambda+T$ with $\lambda \in \mathscr{L}$.
Now suppose $\lambda_{1}+T$ and $\lambda_{2}+T$ have a common point for $\lambda_{1}, \lambda_{2} \in \mathscr{L}$. Then $T$ and $\left(\lambda_{2}-\lambda_{1}\right)+T$ have a common point. Examine the coefficients of the $v_{i}$ in $\lambda_{2}-\lambda_{1}$ to get $\lambda_{2}=\lambda_{1}$.

Definition. A sphere of radius $m$ in $V$ is a set

$$
U(m)=\left\{r_{1} v_{1}+\cdots+r_{n} v_{n} \mid r_{1}^{2}+\cdots+r_{n}^{2} \leqslant m^{2}\right\}
$$

This depends upon the particular basis.
We can now describe a criterion that applies to subgroups of $V$ to determine whether or not the subgroup is a lattice.
10.2 Theorem. An additive subgroup $\mathscr{L}$ of $V$ is a lattice if and only if every sphere contains only a finite number of points of $\mathscr{L}$.

Proof. Suppose $\mathscr{L}$ is a lattice with basis $v_{1}, \ldots, v_{r}$. Extend this set (if $r \neq n$ ) to a basis $v_{1}, \ldots, v_{n}$ of $V$. Any sphere of radius $m^{\prime}$ with respect to some basis is contained in a sphere of radius $m$ with respect to $v_{1}, \ldots, v_{n}$, for some $m$. Now if $\sum n_{i} v_{i}$ is in $\mathscr{L}$ and in $U(m)$ then $\left|n_{i}\right| \leqslant m$ so there exist at most a finite number of points in $\mathscr{L}$ and $U(m)$.

Now suppose $\mathscr{L}$ is an additive subgroup of $V$ with only finitely many points in any sphere. Use induction on $n$. Suppose $V=\mathscr{R} v_{1}$ has dimension one. Let $r v_{1}$ be an element of $\mathscr{L}$ with $r$ positive but as small as possible. Such an $r$ exists because there are only a finite number of points in $\left\{s v_{1} \mid s^{2} \leqslant m^{2}\right\}$ for any $m$. Let $v=r v_{1}$. Then $\mathscr{L}$ contains $Z v$ and in fact $\mathscr{L}=Z v$. For we may select any $s v$ in $\mathscr{L}$ and write $s v=n v+r v$ with $n$ in $Z$ and $0 \leqslant r<1$. By choice of $v$ we see $r=0$.

Now suppose $n>1$. Because of the induction, we may suppose $\mathscr{L}$ is not contained in any proper subspace of $V$. Select a basis $v_{1}, \ldots, v_{n}$ of $V$ in $\mathscr{L}$ and let $V_{0}$ be the subspace of $V$ with basis $v_{1}, \ldots, v_{n-1}$. By induction, $\mathscr{L}_{0}=\mathscr{L} \cap V_{0}$ is a lattice of rank $n-1$. Let $u_{1}, \ldots, u_{n-1}$ be a basis of $\mathscr{L}_{0}$. Now any element of $\mathscr{L}$ can be expressed as

$$
\lambda=\sum_{1}^{n-1} r_{i} u_{i}+r_{n} v_{n}
$$

If $r_{n}=0$ then the $r_{i}$ are integers. There are only a finite number of $\lambda$ having the $r_{i}$ bounded so it is possible to select some $\lambda$, having $r_{n}>0$ and minimal subject
to $\left|r_{i}\right|<1$, for $i \neq n$. Let $u_{n}$ denote this particular $\lambda$. Since $r_{n} \neq 0, u_{1}, \ldots, u_{n}$ is a basis for $V$. Now for any element $\lambda^{\prime}$ in $\mathscr{L}$ we may write

$$
\lambda^{\prime}=\sum a_{j} u_{j}, \quad a_{j} \in \mathscr{R}
$$

From this subtract an integer multiple of $u_{n}$ to insure either $a_{n}=0$ (in which case $\lambda^{\prime} \in \mathscr{L}_{0}$ ) or $0<\left|a_{n}\right|<1$. Then subtract a suitable element of $\mathscr{L}_{0}$ to insure $\left|a_{i}\right|<1$ for all $i \neq n$. Now in this case return to the expression involving $v_{n}$ to see that the coefficient of $v_{n}$ in $\lambda^{\prime}$ is $a_{n} r_{n}$ which is smaller in absolute value than $r_{n}$. This is against the choice of $u_{n}$ (and $r_{n}$ ) so in fact this case does not occur. In the expression for $\lambda^{\prime}$, then, $a_{n}$ must be an integer. It follows that

$$
\mathscr{L} \subseteq \mathscr{L}_{0}+Z u_{n} \subseteq \mathscr{L}
$$

This completes the proof.
It will be necessary to consider volumes of certain sets in $V$. We shall consider only "nice" sets for which there will be no question about the existence of volume.

The next theorem gives a means of testing whether or not certain sets $X$ will contain a nonzero point of some given lattice.
10.3 Theorem. (Minkowski). Let $\mathscr{L}$ be a full lattice in $V$ and let $\Delta$ denote the volume of a fundamental parallelopiped of $\mathscr{L}$. Let $X$ be a set in $V$ which contains the point $\left(x_{1}-x_{2}\right) / 2$ whenever $x_{1}, x_{2}$ are in $X$. If $\operatorname{vol}(X)>2^{n} \Delta$, then $X$ contains a nonzero point in $\mathscr{L}$.

Proof. Let $T$ denote a fundamental parallelopiped of $\mathscr{L}$. We begin by proving the following assertion:
10.4 Assertion. If $Y$ is a bounded subset of $V$ such that the translates $\lambda+Y$, $\lambda \in \mathscr{L}$ are pairwise disjoint, then $\operatorname{vol}(T) \geqslant \operatorname{vol}(Y)$.

To prove this first observe that there can be only a finite number of $\lambda$ in $\mathscr{L}$ such that $(\lambda+T) \cap Y$ is nonempty. This follows from Theorem 10.2 and the fact that $Y$ is contained in some sphere. By Lemma 10.1 the intersections $(\lambda+T) \cap Y$ are pairwise disjoint and cover $Y$. Thus

$$
\operatorname{vol}(Y)=\sum_{\lambda \in \mathscr{Q}} \operatorname{vol}((\lambda+T) \cap Y)
$$

It is easy to check that

$$
(\lambda+T) \cap Y=[T \cap(Y-\lambda)]+\lambda
$$

and since volume is not changed by translation we find

$$
\operatorname{vol}((\lambda+T) \cap Y)=\operatorname{vol}(T \cap(Y-\lambda))
$$

The translates of $Y$ are disjoint so the sets $T \cap(Y-\lambda)$ are disjoint for $\lambda \in \mathscr{L}$.

These sets may not cover $T$ so we obtain

$$
\operatorname{vol}(T) \geqslant \sum_{\lambda} \operatorname{vol}(T \cap(Y-\lambda))=\operatorname{vol}(Y)
$$

as required for Assertion 10.4.
Now return to the set $X$. Consider the set

$$
\frac{1}{2} X=\left\{\left.\frac{1}{2} x \right\rvert\, x \in X\right\} .
$$

We have $\operatorname{vol}\left(\frac{1}{2} X\right)=2^{-n} \operatorname{vol}(X)>\operatorname{vol}(T)=\Delta$. Thus the translates of $\frac{1}{2} X$ by elements in $\mathscr{L}$ must not be pairwise disjoint in view of Assertion 10.4. There exists $\lambda_{1} \neq \lambda_{2}$ in $\mathscr{L}$ such that

$$
\frac{1}{2} x+\lambda_{1}=\frac{1}{2} y+\lambda_{2}, \quad x, y \in X .
$$

Then $\frac{1}{2}(x-y)=\lambda_{2}-\lambda_{1}$ is in $X$ and in $\mathscr{L}$ and is nonzero.
The Minkowski theorem will be applied to prove that certain lattices must contain points satisfying various conditions. We will select various sets $X$ having sufficiently large volume to force these conditions. We shall describe now two types of sets of $X$ that will appear later.

Let us fix a coordinate system in $V$ so that points are represented by the usual $n$-tuple of real numbers. Write $n=r+2 s$ for some nonnegative integers $r, s$ and let $c_{1}, \ldots, c_{r+s}$ be positive real numbers. Consider the set

$$
\begin{align*}
X= & \left\{( x _ { 1 } , \ldots , x _ { r } , y _ { 1 } , z _ { 1 } , \ldots , y _ { s } , z _ { s } ) \left|\left|x_{i}\right|<c_{i}\right.\right.  \tag{10.5}\\
& \left.1 \leqslant i \leqslant r, y_{j}^{2}+z_{j}^{2}<c_{r+j}, 1 \leqslant j \leqslant s\right\} .
\end{align*}
$$

This set $X$ satisfies the condition, $\frac{1}{2}(x-y)$ is in $X$ whenever $x, y$ are in $X$. The volume is easily computed since $X$ is just a product of intervals of length $2 c_{i}$ with two-dimensional spheres of radius $\left(c_{r+j}\right)^{1 / 2}$. It turns out that

$$
\begin{equation*}
\operatorname{vol}(X)=2^{r} \pi^{s}\left(c_{1} c_{2} \cdots c_{r+s}\right) \tag{10.6}
\end{equation*}
$$

Another set that will be useful is the set

$$
\begin{align*}
X_{t}= & \left\{\left(x_{1}, \ldots, x_{r}, y_{1}, z_{1}, \ldots, y_{s}, z_{s}\right):\right.  \tag{10.7}\\
& \left.\sum\left|x_{i}\right|+2 \sum\left(y_{j}^{2}+z_{j}^{2}\right)^{1 / 2}<t\right\} .
\end{align*}
$$

Here $t$ can be any positive real number.
It follows (by the triangle inequality) that $\frac{1}{2}(x-y)$ is in $X$ whenever $x, y$ are in $X$. The volume of $X$ is somewhat more difficult to compute in this case. The reader may see the calculation in Artin [1] or Lang [7]. We shall simply state the result.

$$
\begin{equation*}
\operatorname{vol}\left(X_{t}\right)=2^{r}(\pi / 2)^{s} t^{n} / n! \tag{10.8}
\end{equation*}
$$

The sets described here will play a role in the next section.

## 11. THE UNIT THEOREM AND FINITENESS OF THE CLASS NUMBER

In this section let $K$ denote an algebraic number field, that is, a finitedimensional extension of the rational field $Q$, and $R$ the ring of algebraic integers in $K$. Our object is to determine the group of units in $R$ and prove the class group of $R, \mathbf{C}(R)$ defined in Section 4, is a finite group. The proofs of the two results are similar in spirit and so they are both discussed here.

We must fix the notation very carefully. Let $E$ be a normal extension of $Q$ which contains $K, G$ is the Galois group of $E$ over $Q$, and $H$ the subgroup of $G$ which leaves $K$ fixed elementwise. We shall regard $E$ as a subfield of the field of complex numbers which we denote by $\mathscr{C}$.

Select representatives $\sigma_{1}, \ldots, \sigma_{n}$ of the distinct cosets of $H$ in $G$. Then $n=(K: Q)$ and the $\sigma_{i}$ are all of the possible imbeddings of $K$ into $\mathscr{C}$. Some of the fields $\sigma_{i}(K)$ may actually lie in the field of reals $\mathscr{R}$. Select the numbering so that $\sigma_{1}, \ldots, \sigma_{r}$ map $K$ into $\mathscr{R}$. (We allow $r=0$ in case there are no imbeddings of $K$ into $\mathscr{R}$.) Of the remaining $\sigma$ s we can assert that no one of them is equal to its complex conjugate. [The conjugate of $\sigma$ is the map $\bar{\sigma}$ which sends $x$ to $\overline{\sigma(x)}=$ complex conjugate of $\sigma(x)$.] Hence there must be an even number of $\sigma$ s remaining. Number them so that

$$
\sigma_{r+1}, \ldots, \sigma_{r+s}, \bar{\sigma}_{r+1}, \ldots, \bar{\sigma}_{r+s}
$$

are all of the remaining imbeddings of $K$ into $\mathscr{C}$. Then we have $n=r+2 s=$ ( $K: Q$ ).

Consider the function $v$ defined on $K$ by

$$
\begin{equation*}
v(x)=\left(\sigma_{1}(x), \ldots, \sigma_{r}(x), \ldots, \sigma_{r+s}(x)\right) \tag{11.1}
\end{equation*}
$$

The values of $v$ lie in the space of $(r+s)$-tuples having the first $r$ coordinates real and the last $s$ coordinate complex. There is a natural identification of $\mathscr{C}$ as a two-dimensional vector space over $\mathscr{R}$ and so we may regard $v(x)$ as an element of an $(r+2 s)$-dimensional space over $\mathscr{R}$. Let $V=\mathscr{R}^{r} \times \mathscr{C}^{s}$ denote this space.
11.2 Lemma. The map $v$ of $K$ into $V$ is an additive monomorphism.

Proof. Obvious.
The importance of this procedure can now be illustrated.
11.3 Theorem. Let $\mathfrak{A}$ be a nonzero ideal in $R=$ algebraic integers of $K$. Then $v(\mathscr{A})$ is a full lattice in $V$.

Proof. Since $Z$ is a PID there exists a free basis $a_{1}, \ldots, a_{n}$ of $\mathfrak{A l}$ over $Z$. Necessarily these give a $Q$-basis for $K$. The image $v(\mathfrak{H})$ has the elements $v\left(a_{i}\right)$ as a free basis over $Z$ so the result will be proved if the elements $v\left(a_{1}\right), \ldots, v\left(a_{n}\right)$
are linearly independent over $\mathscr{R}$. This in turn will be the case if and only if the matrix with row $i$ equal to $v\left(a_{i}\right)$ has a nonzero determinant. Let $M$ denote this matrix with $i, j$ entry equal to the $j$ entry of $v\left(a_{i}\right)$. We shall evaluate $\operatorname{det}(M)$ by relating to a matrix that has appeared previously.

Let $D$ denote the matrix whose $i$ th row is

$$
\begin{aligned}
& \left(\sigma_{1}\left(a_{i}\right), \ldots, \sigma_{r}\left(a_{i}\right), \sigma_{r+1}\left(a_{i}\right), \bar{\sigma}_{r+1}\left(a_{i}\right)\right. \\
& \left.\quad \ldots, \sigma_{r+s}\left(a_{i}\right), \bar{\sigma}_{r+s}\left(a_{i}\right)\right)
\end{aligned}
$$

Compute the product $D D^{t}$ by using Corollary 5.3 to obtain

$$
D D^{t}=\left|\mathrm{T}\left(a_{i} a_{j}\right)\right|
$$

where T is the trace map from $K$ to $Q$. Thus we know

$$
\begin{equation*}
\Delta\left(a_{1}, \ldots, a_{n}\right)=(\operatorname{det} D)^{2} \neq 0 \tag{1}
\end{equation*}
$$

because the discriminant of any basis of a separable extension is nonzero (see Section 5).

Now relate $M$ and $D$. Column $r+1$ of row $i$ in $M$ has entry $\operatorname{Re}\left(\sigma_{r+1}\left(a_{i}\right)\right)=$ real part of $\sigma_{r+1}\left(a_{i}\right)$. Column $r+2$ of row $i$ in $M$ has entry $\operatorname{Im}\left(\sigma_{r+1}\left(a_{i}\right)\right)=$ imaginary part of $\sigma_{r+1}\left(a_{i}\right)$.

In matrix $D$ add column $r+2$ to column $r+1$ to obtain in row $i$ the entry $2 \operatorname{Re}\left(\sigma_{r+1}\left(a_{i}\right)\right)$. Now subtract one-half of column $r+1$ from column $r+2$ to obtain in row $i$ the entry $-i \operatorname{Im}\left(\sigma_{r+1}\left(a_{i}\right)\right)$. Repeat this procedure in each pair of conjugate columns of $D$ and one transforms $D$ into a matrix "almost" equal to $M$. The only difference being a factor of 2 in $s$ of the columns and a factor $-i$ in $s$ of the columns. Hence

$$
\begin{equation*}
\operatorname{det} M=(-2 i)^{-s} \operatorname{det} D \neq 0 \tag{2}
\end{equation*}
$$

This proves the result.
We can draw a few corollaries from this computation.
11.4 Corollary. The discriminant $\Delta\left(a_{1}, \ldots, a_{n}\right)$ of the basis $a_{1}, \ldots, a_{n}$ for $K$ over $Q$ is positive if and only if $s$ is even.

Proof. $\quad \Delta=\Delta\left(a_{1}, \ldots, a_{n}\right)=(\operatorname{det} D)^{2}=(\operatorname{det} M)^{2}(-2 i)^{2 s}$. Since $M$ has only real entries we see $(\operatorname{det} M)^{2}>0$. Thus $\Delta$ has the same sign as $(i)^{2 s}=(-1)^{s}$. The result follows at once.

It is also possible to compute the volume of the fundamental parallelopiped of $v(A)$. Since the vectors $v\left(a_{1}\right), \ldots, v\left(a_{n}\right)$ give a basis of the lattice $v(A)$, the fundamental parallelopiped is the set

$$
T=\left\{\sum r_{i} v\left(a_{i}\right) \mid 0 \leqslant r_{i}<1\right\} .
$$

Recall how the volume of a parallelopiped in $n$-dimensional space is computed. We form the matrix whose $i$ th row is the vector $v\left(a_{i}\right)$ expressed in terms of the canonical basis. Then the absolute value of the determinant of this matrix is the volume. Hence we have

$$
\operatorname{vol}(T)= \pm \operatorname{det}(M)
$$

Of course, $T$ depends upon the choice of basis for $\mathscr{L}$. If $a_{1}{ }^{\prime}, \ldots, a_{n}{ }^{\prime}$ is another basis then there is a matrix with integer entries $n_{i j}$ such that

$$
a_{i}=\sum n_{i j} a_{j}^{\prime}
$$

Necessarily this transformation is invertible and maps $\mathscr{L}$ onto $\mathscr{L}$. It follows that det $\left|n_{i j}\right|= \pm 1$. This means $\operatorname{vol}(T)$ is not dependent upon the choice of basis for $\mathscr{L}$.

Now combine Eqs. (1) and (2) of the proof of Theorem 11.3 and obtain

$$
\operatorname{vol}(T)=2^{-s}|\Delta|^{1 / 2}
$$

where $\Delta$ is the discriminant of (any) $Z$-basis for $\mathfrak{A l}$.
11.5 Corollary. Let $\mathfrak{A}$ be a nonzero ideal of $R$ and $\Delta$ the discriminant of some $Z$-basis for $\mathfrak{N I}$. Then the fundamental parallelopiped of $v(\mathfrak{H})$ has volume $2^{-s}|\Delta|^{1 / 2}$.

It will be useful to have an expression for $\operatorname{vol}(T)$ that depends only upon the discriminant of $R$ rather than the discriminant of $\mathfrak{A}$. To obtain this we do the following.

### 11.6 Lemma. Let $\mathfrak{H}$ be a nonzero ideal of $R$. Then

$$
\Delta(\mathfrak{U} / Z)=\mathscr{N}(\mathfrak{H})^{2} \Delta(R / Z)
$$

Proof. It is sufficient to prove this equality holds after localization at every prime in $Z$. Let $p$ be a prime, $S=Z-(p)$ and let $\mathfrak{H}_{S}=a R_{S}$ with $a$ in $\mathfrak{N}$. Since $R_{S}$ is a PID (by Theorem 3.15) such an element $a$ exists. Then select a basis $x_{1}, \ldots, x_{n}$ of $R$ over $Z$ and it follows that $a x_{1}, \ldots, a x_{n}$ is a $Z_{s}$ basis of $\mathfrak{A}_{s}$. Thus $\Delta\left(\mathfrak{Q r}_{s} / Z_{S}\right)$ is the principal ideal generated by

$$
\Delta\left(a x_{1}, \ldots, a x_{n}\right)=\operatorname{det}\left|\mathrm{T}_{L / Q}\left(a x_{i} a x_{j}\right)\right|
$$

Let $r_{a}$ denote the matrix of the map $y \rightarrow y a$ with respect to the basis $x_{1}, \ldots, x_{n}$. Then

$$
\left|\mathrm{T}_{L / Q}\left(a x_{i} a x_{j}\right)\right|=r_{a}\left|\mathrm{~T}\left(x_{i} x_{j}\right)\right| r_{a}{ }^{\mathrm{t}}
$$

But now $N(a)=\operatorname{det}\left(r_{a}\right)$ so we have

$$
\Delta\left(a x_{1}, \ldots, a x_{n}\right)=\mathrm{N}(a)^{2} \Delta\left(x_{1}, \ldots, x_{n}\right)
$$

$\mathrm{N}\left(\mathfrak{H}_{S}\right)=Z_{S} \mathrm{~N}(a)$ so we obtain

$$
\Delta\left(\mathfrak{H}_{S} / Z_{S}\right)=\mathscr{N}\left(\mathfrak{H}_{S}\right)^{2} \Delta\left(R_{S} / Z_{S}\right)
$$

After applying Lemma 7.1 the result follows.
11.7 Corollary. If $\mathfrak{Y}$ is a nonzero ideal of $R$ and $\Delta_{R}$ the discriminant of $R$ over $Z$, then the volume of the fundamental parallelopiped of $v(\mathscr{H})$ is $2^{-s} \mathscr{N}(\mathscr{H})\left|\Delta_{R}\right|^{1 / 2}$.

We are now in a position to prove the main step along the way to proving the finiteness of the class group.
11.8 Theorem. Let $\mathfrak{2 l}$ be a nonzero ideal in $R$. There exists an element $a \neq 0$ in $\mathfrak{A}$ such that

$$
|\mathrm{N}(a)| \leqslant \frac{n!}{n^{n}}\left(\frac{4}{\pi}\right)^{s} \mathcal{N}(\mathscr{A})\left|\Delta_{R}\right|^{1 / 2}
$$

Proof. Consider the set $X_{t}=\left\{\left(x_{1}, \ldots, x_{r+s}\right)\right\}$ in which $x_{1}, \ldots, x_{r}$ are real, $x_{r+1}, \ldots, x_{r+s}$ are complex and

$$
\begin{equation*}
\left|x_{1}\right|+\cdots+\left|x_{r}\right|+2\left|x_{r+1}\right|+\cdots+2\left|x_{r+s}\right|<t . \tag{3}
\end{equation*}
$$

This is a subset of $V$ whose volume is given by Eq. 10.8. We want to apply Theorem 10.3 (Minkowski's) to obtain a nonzero point in $X_{t}$ and in $v(A)$. We require $\operatorname{vol}\left(X_{t}\right)>2^{n} \operatorname{vol}(T), T=$ fundamental parallelopiped of $v(A)$. This inequality holds if

$$
\begin{equation*}
t^{n}=\varepsilon+n!\left(2^{n-r} / \pi^{s}\right) \mathscr{N}(\mathfrak{U})\left|\Delta_{R}\right|^{1 / 2} \tag{4}
\end{equation*}
$$

and $\varepsilon$ is any positive real number. Assume that $t$ is this number and then by Theorem 10.3 there exists $a$ in $\mathfrak{H}$ with $a \neq 0$ such that

$$
v(a)=\left(\sigma_{1}(a), \ldots, \sigma_{r+s}(a)\right)=\left(x_{1}, \ldots, x_{r+s}\right)
$$

is in $X_{t}$. We can assume in fact that $\varepsilon=0$ in (4) because there exist only a finite number of points in $v(\mathfrak{P})$ in any sphere, and hence in any $X_{t}$. If we consider the sets $X_{t}$ with $t$ given by Eq. (4) and with $\varepsilon$ decreasing to zero, there must be some point $v(a)$ in all of them.

Now with this value of $t$ we estimate $\mathrm{N}(a)$. By the results in Section 5 we have

$$
\begin{aligned}
|\mathrm{N}(a)| & =\prod_{1}^{r+s}\left|\sigma_{i}(a)\right| \prod_{1}^{s}\left|\bar{\sigma}_{r+j}(a)\right| \\
& =\left|\sigma_{1}(a)\right| \cdots\left|\sigma_{r}(a)\right|\left|\sigma_{r+1}(a)\right|^{2} \cdots\left|\sigma_{r+s}(a)\right|^{2} \\
& =\left|x_{1}\right| \cdots\left|x_{r}\right|\left|x_{r+1}\right|^{2} \cdots\left|x_{r+s}\right|^{2} .
\end{aligned}
$$

Now use the arithmetic-geometric mean inequality. It yields

$$
\begin{aligned}
n^{n}\left|x_{1}\right| \cdots\left|x_{r}\right| \cdot\left|x_{r+1}\right|^{2} \cdots\left|x_{r+s}\right|^{2} \leqslant & \left\{\left|x_{1}\right|+\cdots+\left|x_{r}\right|+2\left|x_{r+1}\right|\right. \\
& \left.+\cdots+2\left|x_{r+s}\right|\right\}^{n} .
\end{aligned}
$$

Use this equation along with Eqs. (3) and (4) where $\varepsilon=0$ to get $|\mathbf{N}(a)| \leqslant n^{-n} t^{n}$. Since $n=r+2 s$ the theorem now follows.

Recall that the class group $\mathbf{C}(R)$ is the collection of equivalence classes [B] of fractional ideals $\mathfrak{B}$ of $R$. Two fractional ideals $\mathfrak{B}_{1}$ and $\mathfrak{B}_{2}$ are in the same class if and only if there is some $x \neq 0$ in $K$ for which $\mathfrak{B}_{1}=x \mathfrak{B}_{2}$.
11.9 Theorem (The Minkowski bound). Let [ $\mathfrak{B}$ ] denote a class in $\mathrm{C}(R)$. There exists an ideal $\mathfrak{B}_{1}$ in [B] with $\mathfrak{B}_{1} \subseteq R$ and

$$
\left|\mathscr{N}\left(\mathfrak{B}_{1}\right)\right| \leqslant \frac{n!}{n^{n}}\left(\frac{4}{\pi}\right)^{s}\left|\Delta_{R}\right|^{1 / 2} .
$$

Proof. Let $\left[\mathfrak{B}^{-1}\right]=[\mathfrak{H}]$. If $\mathfrak{H}$ is not in $R$, select an element $y$ in $\mathfrak{H}^{-1}$, $y \neq 0$, and replace $\mathfrak{H}$ by $\mathfrak{H} y$. Then $[\mathfrak{H}]=[\mathfrak{H} y]$ and $\mathfrak{H} y \subseteq R$. So assume $\mathfrak{A} \subseteq R$ to start with. Let $M$ denote the constant on the right of the inequality. According to Theorem 11.8 there is an element $a \neq 0$ in $\mathfrak{H}$ such that

$$
\left|\mathbf{N}(a) \mathbf{N}(\mathfrak{H})^{-1}\right| \leqslant M
$$

Set $\mathfrak{B}_{1}=a \mathfrak{H}^{-1}$ and observe $\mathfrak{B}_{1}$ is in $[\mathfrak{B}]$ and $\mathfrak{B}_{1} \subseteq R$. Then

$$
\left|\mathscr{N}\left(\mathfrak{B}_{1}\right)\right|=\left|\mathscr{N}\left(a \mathfrak{A}^{-1}\right)\right|=\left|\mathbf{N}(a) \mathscr{N}(\mathfrak{R})^{-1}\right| \leqslant M
$$

as required.
The importance of this theorem lies in the fact that the bound depends only upon the field $K$ and not upon the ideal class. This result makes it easy to prove the next result.
11.10 Theorem. The class group $C(R)$ is finite.

Proof. Every class [ $\mathfrak{B}$ ] in $\mathbf{C}(R)$ contains an integral ideal $\mathfrak{B}_{1}$ with $\left|\mathscr{N}\left(\mathfrak{B}_{1}\right)\right| \leqslant M$ with $M$ the bound given above. It is sufficient to prove there exist only a finite number of ideals in $R$ having norms bounded by $M$.

Let $\mathfrak{B}=\mathfrak{P}_{1}^{a_{1}} \ldots \mathfrak{P}_{i}^{a_{t}}$ be a nonzero ideal, $\mathfrak{P}_{i}$ are distinct primes and the $a_{i}$ are positive integers. Let ( $p_{i}$ ) = $\mathfrak{P}_{i} \cap Z, p_{i}=$ prime integer. Then suppose

$$
\mathcal{N}(\mathfrak{B})=\prod p_{i}^{a_{i} f_{i}} \leqslant M
$$

with $f_{i}=$ relative degree of $\mathfrak{p}_{i}$ (see Corollary 8.5 ). First, each prime $p_{i}$ must be less than or equal to $M$. Thus only a finite number of $p_{i}$ can arise this way. Next the exponent $a_{i} f_{i}$ is bounded and the number of $\mathfrak{P}_{j}$ that can appear is
finite since there exist only a finite number of $\mathfrak{p}_{j}$ which contain a given $p_{i}$. These facts taken together imply there exist only a finite number of ideals $\mathfrak{B}_{1}$ in $R$ with $\mathscr{N}\left(\mathfrak{B}_{1}\right) \leqslant M$.

This proof that $\mathrm{C}(R)$ is finite is not the shortest proof possible but it is very useful because the bound is good enough to be practical for computation.

Example. We return to the example $K=Q(\theta)$ with $\theta^{3}=2$ which was considered at the end of Section 7. There is one real root of $X^{3}-2$ and two complex roots. Hence in this case $r=1$ and $s=1$. The discriminant $\Delta=$ $\Delta(R / Z)=-2^{2} \cdot 3^{3}$ and $n=3$. If one computes the bound in Theorem 11.9 we see that every ideal class [B] in $\mathbf{C}(R)$ contains an ideal $\mathfrak{B}_{1}$ with $\mathscr{N}\left(\mathfrak{B}_{1}\right)<4$. Thus $\mathscr{N}\left(\mathfrak{B}_{1}\right)=2$ or 3 and in either case $\mathfrak{B}_{1}$ must be a prime ideal dividing $2 R$ or $3 R$. We have already determined the structure of these last two ideals. Namely $2 R$ and $3 R$ are each the cube of a prime ideal which is principal; $2 R=\theta^{3} R$ and $3 R=(1+\theta)^{3} R$. It follows that any ideal $\mathfrak{B}_{1}$ with $N\left(\mathfrak{B}_{1}\right)<4$ is a principal ideal. Hence $\mathbf{C}(R)$ is the group of order one and $R$ is a PID.

We can obtain more information from Theorem 11.9. For any ideal $\mathfrak{B} \neq 0$, the norm $\mathscr{N}(\mathfrak{B})$ is an integer no smaller than one. It follows that

$$
\left|\Delta_{R}\right|^{1 / 2} \geqslant \frac{n^{n}}{n!}\left(\frac{\pi}{4}\right)^{s} \geqslant \frac{n^{n}}{n!}\left(\frac{\pi}{4}\right)^{n / 2}
$$

Let $a_{n}$ denote the right-most expression. We find

$$
a_{n+1} / a_{n}=(\pi / 4)^{1 / 2}(1+1 / n)^{n}
$$

This number is always $>1$ so $a_{n+1}>a_{n}$. Since $a_{2}>1$ we see $\left|\Delta_{R}\right|>1$. This proves the following statement.
11.11 Corollary (Minkowski). Let $R$ be the ring of algebraic integers in an algebraic number field $\neq Q$. Then $\Delta(R / Z) \neq Z$. In particular some prime in $Z$ must ramify in $R$.

Next we apply the ideas above to solve another problem. Let $\mathbf{U}$ denote the multiplicative group of units in the ring $R$ of algebraic integers in $K$. ( $K$ is still an algebraic number field.) We shall apply the Minkowski lemma to determine the structure of $\mathbf{U}$.

Let $a$ be a nonzero element of $K$. Define the function $\ell(a)$ by

$$
\begin{aligned}
\ell(a)= & \left(\ln \left|\sigma_{1}(a)\right|, \ldots, \ln \left|\sigma_{r}(a)\right|, 2 \ln \left|\sigma_{r+s}(a)\right|\right. \\
& \left.\ldots, 2 \ln \left|\sigma_{r+s}(a)\right|\right)
\end{aligned}
$$

For convenience let $\ell_{i}(a)=\ln \left|\sigma_{i}(a)\right|$ if $1 \leqslant i \leqslant r$ and $\ell_{i}(a)=2 \ln \left|\sigma_{i}(a)\right|$ if $r<i \leqslant r+s$.

Then in view of Theorem 5.3 we find

$$
\begin{equation*}
\ln |\mathrm{N}(a)|=\sum \ell_{i}(a) \tag{11.12}
\end{equation*}
$$

Furthermore $\ell(a b)=\ell(a)+\ell(b)$.
11.13 Proposition. The function $\ell$ maps the units $\mathbf{U}$ into an $(r+s-1)$ dimensional lattice in the vector space $V_{0}$ of dimension $r+s$ over $\mathscr{R}$.

Proof. Let $V_{0}$ denote the space of $(r+s)$-tuples over the reals so $\ell(\mathbf{U}) \subseteq V_{0}$ Any element $u \in \mathrm{U}$ must have norm $\mathrm{N}(u)= \pm 1$ since $\mathrm{N}(u) \mathrm{N}(u)^{-1}=1$. Thus (11.12) implies $\sum \ell_{i}(u)=0$. This means $\ell(\mathbf{U})$ lies in the hyperplane

$$
\left\{\left(x_{1}, \ldots, x_{r+s}\right) \in V \mid \sum x_{i}=0\right\} .
$$

The image $\ell(\mathrm{U})$ is an abelian group (in fact $\ell$ is a group homomorphism) so $\ell(\mathrm{U})$ will be a lattice if every sphere in $V$ contains only a finite number of points in $\ell(\mathrm{U})$. It is certainly sufficient to show that any "cube" contains only a finite number of points in $\ell(\mathbf{U})$. Let $m$ be a positive constant and consider the set $\mathbf{U}_{m}$ of all elements $u \in \mathbf{U}$ for which $\left|\ell_{i}(u)\right| \leqslant m$. That is $\ell(u)$ is in the cube with side $m$ and center at the origin. Then $\delta_{i} \ln \left|\sigma_{i}(u)\right| \leqslant m$ implies

$$
\left|\sigma_{i}(u)\right| \leqslant e^{m / \delta_{i}}, \quad \delta_{i}=1 \quad \text { or } \quad 2
$$

It follows that the set $\mathbf{U}_{m}$ is mapped by the function $v$, defined in Eq. 11.1, to a bounded subset of $v(R)$ in $m$-dimensional space. This means there can be only a finite number of points in $v\left(\mathbf{U}_{m}\right)$. But $v$ is a one-to-one function, so $\mathbf{U}_{m}$ is a finite set and that proves the proposition.

The main goal is to prove that $\ell(\mathrm{U})$ is actually $r+s-1$ dimensional (rather than just contained in a lattice of this dimension).

We first work with the lattice $v(R)$ in the $n$-dimensional real space $V=$ $\mathscr{R}^{r} \times \mathscr{C}^{s}$. Let $y=\left(y_{1}, \ldots, y_{r+s}\right)$ denote a vector in $V$ and $Y$ the linear transformation

$$
Y\left(x_{1}, \ldots, x_{r+s}\right)=\left(x_{1} y_{1}, \ldots, x_{r+s} y_{r+s}\right)
$$

The matrix for $Y$ is almost diagonal, namely,

$$
Y=\operatorname{diag}\left\{y_{1}, \ldots, y_{r}, y_{r+1}^{*}, \ldots, y_{r+s}^{*}\right\}
$$

where $y_{r+j}^{*}$ is a $2 \times 2$ matrix which represents the linear transformation on the complex field determined by multiplication with $y_{r+j}$. If $y_{r+j}=a+i b$, with $a, b$ real, then

$$
y_{r+j}^{*}=\left|\begin{array}{rr}
a & b \\
-b & a
\end{array}\right| \text {. }
$$

It follows easily that

$$
|\operatorname{det} Y|=\left|y_{1}\right| \cdots\left|y_{r}\right|\left|y_{r+1}\right|^{2} \cdots\left|y_{r+s}\right|^{2} .
$$

Select $Y$ so that

$$
\begin{equation*}
\operatorname{det} Y=1 \tag{11.14}
\end{equation*}
$$

Then $Y$ is a volume preserving linear transformation on $V$. In particular the lattices $v(R)$ and $Y v(R)$ have fundamental parallelopipeds with the same volume. This volume is

$$
\operatorname{vol}(Y v(R))=2^{-s}|\Delta|^{1 / 2}
$$

where $\Delta=$ discriminant of $R$ over $Z$.
Let $c_{1}, \ldots, c_{r+s}$ be positive constants. Let $X=\left\{\left(x_{1}, \ldots, x_{r+s}\right) \in V\right\}$ which satisfy $\left|x_{i}\right|<c_{i}$ when $1 \leqslant i \leqslant r$ and $\left|x_{r+j}\right|^{2}<c_{r+j}$ when $1 \leqslant j \leqslant s$.

This is a set such as that described in Eq. 10.5. We have

$$
\operatorname{vol}(X)=2^{r} \pi^{s} c_{1} \cdots c_{r+s}
$$

The object is to apply Minkowski's Theorem 10.3 to obtain certain points in $Y v(R)$. For this it is necessary that $\operatorname{vol}(X)$ is large enough. We require

$$
\operatorname{vol}(X)>2^{n} 2^{-s}|\Delta|^{1 / 2}
$$

Since $Y v(R)$ has only a finite number of points in any such $X$ it follows that $Y v(R)$ and $X$ have a common nonzero point even if

$$
\operatorname{vol}(X)=2^{n} 2^{-s}|\Delta|^{1 / 2}
$$

So we assume this holds for the choice of constants $c_{1}, \ldots, c_{r+s}$. Suppose $0 \neq a \in R$ and $Y v(a) \in X$. Then

$$
Y v(a)=\left(\sigma_{1}(a) y_{1}, \ldots, \sigma_{r+s}(a) y_{r+s}\right)
$$

and

$$
\begin{gather*}
\left|\sigma_{i}(a) y_{i}\right|<c_{i}, \quad i \leqslant r  \tag{11.15}\\
\left|\sigma_{r+j}(a) y_{r+j}\right|^{2}<c_{r+j}
\end{gather*}
$$

In view of Eq. 11.14 we obtain

$$
|\mathrm{N}(a)|=\left|\sigma_{1}(a)\right| \ldots\left|\sigma_{r}(a)\right|\left|\sigma_{r+1}(a)\right|^{2} \cdots\left|\sigma_{r+s}(a)\right|^{2}<c_{1} \cdots c_{r+s}
$$

Notice the element $a$ depends upon $Y$ but the bound for $|\mathbf{N}(a)|$ does not. It has been seen earlier that only a finite number of ideals of $R$ have norms which lie below some bound. Let $R a_{1}, \ldots, R a_{N}$ be all the distinct principal ideals with norm $<c_{1} \cdots c_{r+s}$. Then $R a$ must coincide with one of these so there exists a unit $u$ in $R$ and some index $k$ such that $a=u a_{k}$. It will be necessary to estimate the size of $\sigma_{i}(u)$ in terms of $Y$. Note that $u$ depends upon $Y$ since $a$ does. From (11.15) one sees

$$
\begin{aligned}
\left|\sigma_{i}(a) y_{i}\right| & =\left|\sigma_{i}(u) y_{i} \sigma_{i}\left(a_{k}\right)\right|<c_{i} \\
\left|\sigma_{r+j}(a) y_{r+j}\right|^{2} & =\left|\sigma_{r+j}(u) y_{r+j} \sigma_{r+j}\left(a_{k}\right)\right|^{2}<c_{r+j}
\end{aligned}
$$

Let $b_{i}=\min \left\{\left|\sigma_{i}\left(a_{k}\right)\right|, k=1,2, \ldots, N\right\}$. Then

$$
\begin{align*}
\left|\sigma_{i}(u)\right|\left|y_{i}\right| & <c_{i} / b_{i}, \quad 1 \leqslant i \leqslant r  \tag{11.16}\\
\left|\sigma_{r+j}(u)\right|\left|y_{r+j}\right| & <\left(c_{r+j}\right)^{1 / 2} / b_{r+j}
\end{align*}
$$

So far $Y$ is arbitrary except for the restriction (11.14). Now let $W$ be a constant and select the $y_{i}$ so that

$$
\left|y_{2}\right|=\cdots=\left|y_{r+s}\right|=W, \quad\left|y_{1}\right|=1 / W^{r+s-1}
$$

The condition (11.14) still holds. Let $u_{1}$ denote the unit corresponding to this choice of $Y$. The condition (11.16) now reads

$$
\begin{aligned}
\left|\sigma_{i}\left(u_{1}\right)\right| & <c_{i} / W b_{i}, \quad i \neq 1, \quad i \leqslant r \\
\left|\sigma_{r+j}\left(u_{1}\right)\right| & <\left(c_{j+r}\right)^{1 / 2} / W b_{r+j} \\
\left|\sigma_{1}\left(u_{1}\right)\right| & <W^{r+s-1} c_{1} / b_{1} .
\end{aligned}
$$

We may select $W$ so large that $\left|\sigma_{t}\left(u_{1}\right)\right|<1$ for all $t \neq 1$. Having done this we observe $\ell_{i}\left(u_{1}\right)<0$ for $i \neq 1$. Moreover $N\left(u_{1}\right)= \pm 1$ because $u_{1}$ is a unit in $R$ so by Eq. (11.12) we obtain

$$
\ell_{1}\left(u_{1}\right)=-\sum_{i>1} \ell_{i}\left(u_{1}\right)>0
$$

In a similar way one produces units $u_{2}, \ldots, u_{r+s-1}$ in $R$ which satisfy the following conditions:
(a) $\ell_{i}\left(u_{j}\right)<0 \quad$ if $\quad i \neq j$,
(b) $\sum_{i=1}^{r+s-1} \ell_{i}\left(u_{j}\right)>0$ for all $i$.

The crucial point to notice is that

$$
\sum_{i=1}^{r+s} \ell_{i}\left(u_{j}\right)=0 \quad \text { by }(11.12)
$$

so by dropping the last term $\ell_{r+s}\left(u_{j}\right)$ (which is negative) we obtain (b).
This last statement produces units in $R$ which are very "large" at the $i$ th conjugate, $\sigma_{i}\left(u_{i}\right)$, but "small" at all the other conjugates, $\sigma_{j}\left(u_{i}\right)$. They will be the important units needed to show that the lattice $\ell(\mathbf{U})$ has dimension $r+s-1$.

We first cut down the dimension of the space. Let pr denote the projection map from the $(r+s)$-dimensional space $V_{0}$ to an $(r+s-1)$-dimensional space $V_{1}$ defined by

$$
\operatorname{pr}\left(x_{1}, \ldots, x_{r+s-1}, x_{r+s}\right)=\left(x_{1}, \ldots, x_{r+s-1}\right)
$$

Then $\ell(\mathbf{U})$ in $V_{0}$ is projected onto a lattice $\mathrm{pr} \ell(\mathbf{U})=\mathscr{L}$.
We shall prove $\mathscr{L}$ has dimension $r+s-1$.
11.18 Proposition. Let $u_{1}, \ldots, u_{r+s-1}$ be units of $R$ which satisfy (11.17). Then the vectors pr $\ell\left(u_{i}\right)$ are linearly independent over $\mathscr{R}$.

Proof. To prove this we form the matrix $M$ whose $i$ th row is the vector $\operatorname{pr} \ell\left(u_{i}\right)$. The proposition will be proved if we show $M$ is nonsingular. We simplify the notation. $M=\left|m_{i j}\right|$ is $(r+s-1) \times(r+s-1)$ and

$$
\begin{aligned}
& \text { (a) } m_{i j}<0 \quad \text { if } \quad i \neq j, \\
& \text { (b) } \sum_{j} m_{i j}>0 \quad \text { for each } i
\end{aligned}
$$

If $M$ is singular there exist real numbers $x_{j}$ not all zero such that

$$
\sum_{j} m_{i j} x_{j}=0 \quad \text { for each } i
$$

Select the index $k$ so that $\left|x_{k}\right| \geqslant\left|x_{i}\right|$ all $i$ and assume $x_{k}>0$. (Just multiply all the $x$ s by -1 if $x_{k}<0$.) Now we have

$$
0=x_{k} m_{k k}+\sum_{j \neq k} m_{k j} x_{j}>x_{k} m_{k k}+\left(\sum m_{k j}\right) x_{k}>0
$$

because of (b). This contradiction proves Proposition 11.18.
11.19 Theorem (Dirichlet). The group of units in $R$ is the direct product of a finite cyclic group and a free abelian group of rank $r+s-1$. Equivalently there exists units $u_{1}, \ldots, u_{r+s-1}$ in $R$ such that every unit $u$ in $R$ can be uniquely expressed as

$$
u=w u_{1}^{a_{1}} \cdots u_{r+s-1}^{a_{r+s}}
$$

for some root of unity $w$ and integers $a_{i}$.
Proof. By Proposition 11.13 we know $\ell(\mathbf{U})$ has dimension at most $r+s-1$ and by Proposition 11.18 it has dimension at least $r+s-1$ so there must exist units $u_{1}, \ldots, u_{r+s-1}$ such that $\ell(\mathrm{U})$ has $Z$-basis $\ell\left(u_{i}\right)$. For any unit $u$ in $\mathbf{U}$ there exist unique integers such that

$$
f(u)=\sum a_{i} f\left(u_{i}\right)
$$

and so $\ell\left(u \Pi u_{i}^{-a_{i}}\right)=0$.
The proof will be complete if we prove that any unit $w$ for which $\ell(w)=0$ is a root of unity.

We have $/(w)=0$ if and only if $\left|\sigma_{i}(w)\right|=1$ for all $i$. Thus

$$
v(w)=\left(\sigma_{1}(w), \ldots, \sigma_{r+s}(w)\right)
$$

lies in a bounded subset of the lattice $v(R)$. This means only finitely many $w$
can arise by Theorem 10.2 and the fact that $v$ is one to one. This means that the kernel of $\ell$ is a finite subgroup of $\mathbf{U}$ and hence is cyclic. (Every finite subgroup of the multiplicative group of a field is cyclic.)

Examples. Let $D>0$ be a square free integer and $K=Q(\sqrt{D})$. Then $2=n$ and $r=2, s=0$ so the group of units in the ring of integers of $K$ is the direct product of a finite cyclic group and an infinite cyclic group.

In case $D=2$, the infinite cyclic group is generated by $1+\sqrt{2}$.
If $K=Q(\sqrt{-D})$ then $s=1$ and $r=0$ so the group of units in the ring of integers is a finite cyclic group.

Exercise 1. Let $D$ be a positive, square free integer and $R$ the ring of integers in $Q(\sqrt{-D})$. Let $U$ denote the group of units in $R$. Show $U$ has order two except in the two cases $D=1, D=3$, where $U$ has order four or six, respectively. (Hint: Use information about cyclotomic fields and their dimensions.)

Remark. If $R$ is the ring of integers in $Q(\sqrt{D})$ with $D$ a positive integer, then the unit group has the form $\left\langle \pm \varepsilon^{k}\right\rangle$ where $\varepsilon$ is a generator of the infinite cyclic part of the unit group. Notice that $\varepsilon,-\varepsilon, 1 / \varepsilon, 1 /-\varepsilon$ are also generators of this subgroup. We are dealing here with real numbers and exactly one of the four generators is $>1$. Suppose $\varepsilon>1$. Then $\varepsilon$ is called the fundamental unit of $Q(\sqrt{D})$. For any given $D$ the fundamental unit can be calculated by methods using continued fractions. For more information see Chapter II, Section 7.3 of Number Theory by Borevich and Shafarevich. Also see the exercise following this section. We shall close this section with an example showing a field with class number two.

Example. Let $K=Q(\theta)$ with $\theta^{3}=11, R=$ ring of integers in $K$. Then $Z[\theta] \subseteq R$. In fact equality holds here but we shall not prove this here. One computes directly that $\Delta\left(1, \theta, \theta^{2}\right)=\Delta=-3^{3} 11^{2}$. Then $\Delta(R / Z)$ must divide $\Delta$ so we use $\Delta$ in the Minkowski bound. We find every ideal class [9I] in $\mathbf{C}(R)$ contains an ideal $\mathfrak{B}$ with $\mathcal{N}(\mathfrak{B})<17$. This means we can generate $\mathbf{C}(R)$ by classes [ $\mathfrak{P}$ ] with $\mathfrak{P}$ a prime ideal having norm $\mathscr{N}(\mathfrak{P})<17$. So to find these primes, it is necessary to describe $p R$ when $p$ is an integral prime $<17$. For the primes $p=2,5,7,13$ we use Theorem 7.6 and Proposition 7.7.

$$
\begin{array}{ll}
p=2 & X^{3}-11=(X-1)\left(X^{2}+X+1\right) \bmod 2 \\
& 2 R=\mathfrak{P}_{2} \mathfrak{P}_{2}{ }^{\prime}, \mathcal{N}\left(\mathfrak{P}_{2}\right)=2, \quad \mathcal{N}\left(\mathfrak{P}_{2}{ }^{\prime}\right)=4 \\
p=5 & X^{2}-11=(X-1)\left(X^{2}+X+1\right) \bmod 5 \\
& 5 R=\mathfrak{P}_{5} \mathfrak{P}_{5}{ }^{\prime}, \mathcal{N}\left(\mathfrak{P}_{5}\right)=5, \quad \mathscr{N}\left(\mathfrak{P}_{5}{ }^{\prime}\right)=5^{2} \\
p=7 & X^{3}-11 \text { is irreducible, } \bmod 7 ; 7 R=\mathfrak{P}_{7}, \quad \mathscr{N}\left(\mathfrak{P}_{7}\right)=7^{3} \\
p=13 & X^{3}-11 \text { is irreducible, } \bmod 13 ; \quad 13 R=\mathfrak{P}_{13}, \\
& \mathcal{N}\left(\mathfrak{P}_{13}\right)=13^{3} .
\end{array}
$$

The remaining primes 3,11 are ramified. Since $N(\theta)=11$ (look at the minimum polynomial) we have $11 R=\mathfrak{P}_{11}^{3}, \mathfrak{P}_{11}=\theta R, \mathcal{N}\left(\mathfrak{P}_{11}\right)=11$.

For the last case we make a general observation. For any integer $k, \theta+k$ has minimum polynomial $(X-k)^{3}-11$ and so

$$
\begin{equation*}
\mathrm{N}(\theta+k)=k^{3}+11 \tag{*}
\end{equation*}
$$

In particular $\mathrm{N}(\theta-2)=3$ so $(\theta-2) R=\mathfrak{P}_{3}$ is a prime with $\mathcal{N}\left(\mathfrak{P}_{3}\right)=3$. It is not difficult to show (as in the example on page 37) that $3 R=\mathfrak{P}_{3}{ }^{3}$.

It follows now that $\mathbf{C}(R)$ is generated by the classes $\left[\mathfrak{P}_{2}\right],\left[\mathfrak{P}_{2}{ }^{\prime}\right],\left[\mathfrak{P}_{3}\right],\left[\mathfrak{P}_{5}\right]$, [ $\mathfrak{P}_{11}$ ], since these represent all the primes with norm $<17$. The class of a principal ideal is the trivial class in $\mathbf{C}(R)$ so at once we have $\left[\mathfrak{P}_{3}\right]=\left[\mathfrak{P}_{11}\right]=1$, since these are principal ideals. [We write 1 for the identity in $\mathbf{C}(R)$.] Furthermore, $\left[\mathfrak{P}_{2}\right]\left[\mathfrak{P}_{2}{ }^{\prime}\right]=1$ since $2 R$ is principal. Thus, $\mathbf{C}(R)$ is generated by $\left[\mathfrak{P}_{2}\right]$ and $\left[\mathfrak{P}_{5}\right]$.

Now we must look for further relations. By (*) one finds $\mathrm{N}(\theta-1)=10=$ 2.5. Thus (by Corollary 8.5 ) $(\theta-1) R$ is the product of a prime with norm 2 and a prime with norm 5. In each case the prime is unique. Hence

$$
(\theta-1) R=\mathfrak{P}_{2} \mathfrak{P}_{5}
$$

This means $\left[\mathfrak{P}_{2}\right]=\left[\mathfrak{P}_{5}\right]^{-1}$ in $\mathbf{C}(R)$ so $\mathbf{C}(R)$ is generated by [ $\mathfrak{P}_{2}$ ].
To get additional relations it would be helpful to find an element with norm a power of two. The minimum polynomial of $\theta^{2}$ is $X^{3}-121$ and by the method above one finds

$$
\mathrm{N}\left(\theta^{2}+k\right)=k^{3}+121
$$

In particular $\mathrm{N}\left(\theta^{2}-5\right)=-4$ so $\left(\theta^{2}-5\right) R$ is an ideal with norm 4. There are two possible ideals with norm 4; namely, $\mathfrak{P}_{2}{ }^{2}$ or $\mathfrak{P}_{2}{ }^{\prime}$.

First Case. $\quad\left(\theta^{2}-5\right) R=\mathfrak{P}_{2}{ }^{\prime}$. Then $2 R=\mathfrak{P}_{2} \mathfrak{P}_{2}^{\prime}=\left(\theta^{2}-5\right) \mathfrak{P}_{2}$. This means $\mathfrak{P}_{2}$ is the principal ideal generated by $2 /\left(\theta^{2}-5\right)$. However, we can prove this element is not in $R$. We describe a general method for deciding such a question.

Suppose $\alpha$ is any element of $R$ and

$$
f(X)=X^{3}+a_{1} X^{2}+a_{2} X+a_{3}=0
$$

is the minimum equation for $\alpha$. Then the minimum equation (over $Q$ ) for $1 / \alpha$ is

$$
X^{3} f(1 / X)=1+a_{1} X+a_{2} X^{2}+a_{3} X^{3}
$$

The monic equation for $1 / \alpha$ is $\left(1 / a_{3}\right) X^{3} f(1 / X)$. The monic equation for $2 / \alpha$ is

$$
8 / a_{3}+\left(4 a_{1} / a_{3}\right) X+\left(2 a_{2} / a_{3}\right) X^{2}+X^{3}
$$

So $2 / \alpha$ is in $R$ if and only if these coefficients are integers (Proposition 2.4).
In the case $\alpha=\theta^{2}-5$ it turns out that $2 / \alpha$ has minimum monic equation with $75 / 2$ as the coefficient of $X^{2}$ so $2 /\left(\theta^{2}-5\right)$ is not in $R$.

Second Case. $\quad \mathfrak{P}_{2}{ }^{2}=\left(\theta^{2}-5\right) R$. It now follows that $\left[\mathfrak{P}_{2}\right]^{2}=1$ in $\mathbf{C}(R)$ so $\mathrm{C}(R)$ has order 1 or order 2 depending upon whether $\mathfrak{P}_{2}$ is a principal ideal or not.

The task of proving $\mathfrak{P}_{2}$ is not principal is not at all an easy one. We shall use a method suggested by Artin [1] p. 170 (used in a different example.)

This method requires that we know the units in $R$. By the unit Theorem 11.19, the unit group is the direct product of a finite group and an infinite cyclic group. Since $R$, and $Q(\theta)$, can be imbedded into the reals by taking $\theta$ to be the real cube root of 11 , it follows that the finite group of units is $\langle \pm 1\rangle$ and so all units in $R$ have the form $\pm u^{k}$ for some fundamental unit $u$.

We shall not describe how the unit $u$ can be found although there exists an algorithm by which this can be done. It turns out that

$$
u=89+40 \theta+18 \theta^{2}
$$

It is straightforward to verify that $\mathrm{N}(u)=1$ so indeed $u$ is a unit. Moreover, there are techniques for estimating the fundamental unit (Artin [1], p. 169). This enables one to verify that $u$ is indeed a fundamental unit.

Now suppose $\mathfrak{P}_{2}=\alpha R$ is a principal ideal. Then

$$
\mathfrak{P}_{2}{ }^{2}=\alpha^{2} R=\left(\theta^{2}-5\right) R
$$

It follows that $\alpha^{2}=\left(\theta^{2}-5\right) w$ for some unit $w$ in $R$. Necessarily $\left(\theta^{2}-5\right) w$ is a square in $R$ and so certainly must be a square modulo any prime ideal in $R$. After we multiply $\left(\theta^{2}-5\right) w$ by a suitable square of a unit we obtain

$$
x= \pm u^{d}\left(\theta^{2}-5\right) \equiv(\text { square }) \bmod \mathfrak{F}
$$

where one of the signs is fixed and $d=0$ or 1 . We are able to make this assertion because $w= \pm u^{k}$ for some $k$.

We first take $\mathfrak{P}=\mathfrak{P}_{3}=(\theta-2) R$. In $R / \mathfrak{P}_{3}$ we map $\theta$ onto 2 since $\theta-2 \in \mathfrak{P}_{3}$. Thus using the form of $u$ yields

$$
x \equiv \pm\left(89+40(2)+18(2)^{2}\right)^{d}(4-5) \equiv \pm(1)^{d}(-1)
$$

We know $x$ is congruent to a square in $R / \mathfrak{P}_{3}$ but $R / \mathfrak{P}_{3}$ has order three. Since -1 is not a square mod 3 , the negative sign must be the one. That is

$$
x=-u^{d}\left(\theta^{2}-5\right), \quad d=0 \text { or } 1
$$

Next use a calculation above to find

$$
\mathrm{N}(\theta+9)=740=2^{2} \cdot 5 \cdot 37
$$

This means $(\theta+9) R$ is divisible by a prime $\mathfrak{P}_{37}$ which has norm 37 and relative degree 1 . In $R / \mathfrak{P}_{37}$ we must have $x$ map onto a square. Now compute with $\theta$
mapping onto -9 :

$$
\begin{aligned}
x & \equiv-\left(89-40 \cdot 9+18 \cdot 9^{2}\right)^{d}\left(9^{2}-5\right) \\
& \equiv-(3)^{d}(2) \bmod 37
\end{aligned}
$$

We know this is a square mod 37.
However we shall see this is not the case by evaluating the Legendre symbol,

$$
\left((3)^{d}(-2) / 37\right)=(3 / 37)^{d}(-1 / 37)(2 / 37)=-1
$$

This follows because

$$
\begin{aligned}
&(3 / 37)=(37 / 3)=(1 / 3) \\
&=+1, \\
&(-1 / 37)=+1, \quad(2 / 37)
\end{aligned}=-1 .
$$

This shows $x$ is not a square modulo $\mathfrak{P}_{37}$ and so is not a square in $R$. This final contradiction proves $\mathfrak{P}_{2}$ is not a principal ideal. Thus $\mathbf{C}(R)$ has order two.

Exercise 1. Let $d>0$ be a square free integer and $m$ the smallest positive integer such that one of the numbers $d m^{2}-4, d m^{2}+4$ is a square. Let $a$ be the least positive integer for which $a^{2}=d m^{2}+4 \varepsilon, \varepsilon= \pm 1$. Then the fundamental unit in the field $Q(\sqrt{d})$ is $u=(a+m \sqrt{d}) / 2$ and $\mathrm{N}(u)=\varepsilon$.
\{Hint. For any unit $u$ in the ring of integers of $Q(\sqrt{d})$ the minimum polynomial of $u$ over $Q$ has the form $X^{2}-a X+\varepsilon, \varepsilon=\mathrm{N}(u)= \pm 1$. Solve for $u$ and use $\left(a^{2}-4 \varepsilon\right)^{1 / 2}=m \sqrt{d}$ for some $m$. Now verify the least possible $m$ does give the fundamental unit.\}

Exercise 2. Verify the following table, which gives the fundamental unit in $Q(\sqrt{d})$.

| $d$ | 2 | 3 | 5 | 6 | 7 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $u$ | $1+\sqrt{2}$ | $2+\sqrt{3}$ | $(1+\sqrt{5}) / 2$ | $5+2 \sqrt{6}$ | $8+3 \sqrt{7}$ | $3+\sqrt{10}$ |

EXERCISE 3. Imitate the procedure in the example above to show $Q(\sqrt{10})$ has class number 2 . In fact the unique prime divisor of (2) is nonprincipal.

## Chapter II

## COMPLETE FIELDS

## 1. VALUATIONS

Let $K$ be any field and $x \rightarrow|x|$ a function from $K$ to the reals.
Definition. The function $|x|$ is called a valuation if
(i) $|x|>0$ except that $|0|=0$,
(ii) $|x||y|=|x y|$,
(iii) $|x+y| \leqslant|x|+|y|$.

If the valuation satisfies the stronger condition
(iii)* $|x+y| \leqslant \max \{|x|,|y|\}$
then it is called nonarchimedean valuation. All others are called archimedean valuations. The valuation is nontrivial if $|x| \neq 1$ for some $x \neq 0$.

Example 1. Suppose $K$ is any subfield of the real field. Then the usual absolute value $|x|$ is an archimedean valuation of $K$.

Example 2. Let $R$ be a Dedekind ring with quotient field $K$ and let $\mathfrak{P}$ be a nonzero prime ideal in $R$. For any nonzero $x$ in $R$ let $v_{\mathfrak{P}}(x)$ denote the power to which $\mathfrak{P}$ appears in the factorization of $R x$. We may then write

$$
R x=\prod \mathfrak{P}^{v_{\varphi}(x)}, \quad \mathfrak{P} \quad \text { runs through the primes. }
$$

We abuse the notation slightly and also let $\mathfrak{P}$ denote the maximal ideal in the DVR $R_{\mathfrak{\Re}}$. We extend the definition of $v_{\boldsymbol{p}}$ to all of $R_{\mathfrak{F}}$ using the same
defining property．If $y$ is in $K$ but not in $R_{\mathfrak{F}}$ ，then $y^{-1}$ is in $R_{\mathfrak{B}}$ ．We define $v_{\mathfrak{p}}(y)$ to be $-v_{\mathfrak{p}}\left(y^{-1}\right)$ ．If we interpret $y R_{\mathfrak{刃}}$ as a fractional ideal then $v_{\mathfrak{p}}(y)$ is still the power of $\mathfrak{P}$ appearing in the factorization．In fact for all $y \neq 0$ in $K$ ，

$$
y R_{\mathfrak{P}}=\mathfrak{P}^{\nu \mathfrak{q}(y)}
$$

Let $\mathfrak{P}=(\pi)$ in $R_{\mathfrak{P}}$ so every nonzero element in $K$ can be expressed as $y=$ $u \pi^{n}$ for a unit $u$ in $R_{刃}$ and some integer $n$ ．Clearly $v_{\mathfrak{p}}(y)=n$ ．

Observe that $v_{\mathfrak{p}}$ satisfies the following：
1．$v_{\mathfrak{P}}(y)$ is an integer for each $y \neq 0$ in $K$ ，
2．$v_{\mathfrak{p}}(x y)=v_{\mathfrak{p}}(x)+v_{\mathfrak{p}}(y)$ ，
3．$v_{\mathfrak{刃}}(x+y) \geqslant \min \left\{v_{\mathfrak{刃}}(x), v_{\mathfrak{p}}(y)\right\}$ ．
The first two follow at once．We shall prove 3 ．Let $x=u_{1} \pi^{m}, y=u_{2} \pi^{n}$ ，with $u_{1}, u_{2}$ units in $R_{\text {q }}$ ．Suppose $m \geqslant n$ ．Then

$$
x+y=\left(u_{2}^{-1} u_{1} \pi^{m-n}+1\right) u_{2} \pi^{n}
$$

The element in parenthesis belongs to $R_{\mathfrak{p}}$ so

$$
v_{\mathfrak{p}}(x+y) \geqslant n=\min \left\{v_{\mathfrak{p}}(x), v_{\mathfrak{p}}(y)\right\} .
$$

Definition．A function $v(x)$ which satisfies（1）－（3）is called an exponential valuation on $K$ ．

Remark．For convenience let us set $v_{\boldsymbol{\Re}}(0)=+\infty$ so that Statement 3 is meaningful even if $x+y=0$ ．

One easily obtains a valuation of $K$ from the exponential valuation $v_{\mathfrak{P}}$ ． Select a real number $c$ such that $0<c<1$ ．Now define

$$
|x|=c^{v œ(x)}
$$

That $|x|$ is a nonarchimedean valuation follows from Statements $1-3$ ．This valuation will be called the $\mathfrak{P}$ adic valuation on $K$ ．

There is much freedom here due to the choice of the constant $c$ from the interval $(0,1)$ ．If a second constant $d$ were used to define a valuation $|x|_{1}$ ，we would have $|x|$ and $|x|_{1}$ equivalent in the following sense：

Definition．Two valuations $|x|,|x|_{1}$ on $K$ are equivalent if whenever $|x|<1$ then also $|x|_{1}<1$ for $x$ in $K$ ．

There is a very precise relation that holds between equivalent valuations on any field $K$ ．

1．1 Proposition．Let $|x|$ and $|x|_{1}$ be nontrivial but equivalent valuations on $K$ ．Then there is a real number $a$ such that $|x|^{a}=|x|_{1}$ for all $x$ in $K$ ．

Proof. Since the valuations are nontrivial, there exists an element $y$ in $K$ with $|y|>1$. Let $a$ denote the real number

$$
a=\log |y|_{\mathrm{i}} / \log |y|
$$

Now let $x$ be any nonzero element in $K$. There is a real number $b$ such that

$$
|x|=|y|^{b} .
$$

Now let $m_{i} / n_{i}$ be a sequence of rational numbers (with $n_{i}>0$ ) converging to $b$ from above. Then

$$
|x|=|y|^{b}<|y|^{m_{i} / n_{i}}
$$

and so

$$
\left|x^{n_{i}} / y^{m_{i}}\right|<1 .
$$

It follows that

$$
\left|x^{n_{i}} / y^{m_{i}}\right|_{1}<1
$$

and so

$$
|x|_{1} \leqslant|y|_{1}^{m_{i} / n_{i}} .
$$

This means $|x|_{1} \leqslant|y|_{1}{ }^{b}$.
If we repeat this procedure with a sequence of rationals converging to $b$ from below we can obtain the reverse inequality. Thus

$$
|x|=|y|^{b} \quad \text { implies } \quad|x|_{1}=|y|_{1}{ }^{b}
$$

for all $x \neq 0$.
This implies

$$
\log |x| / \log |x|_{1}=1 / a
$$

and so $|x|^{a}=|x|_{1}$ as required.
When we consider various questions about valuations, it is often necessary to consider archimedean and nonarchimedean valuations separately. We consider next one of the important features of nonarchimedean valuations.
1.2 Proposition. Let $|x|$ be a nonarchimedean valuation on $K$. Let $R=$ $\{x \in K||x| \leqslant 1\}, \mathfrak{P}=\{x| | x \mid<1\}$. Then $R$ is a local ring with $\mathfrak{P}$ as its maximal ideal and $K$ as its quotient field.
$R$ is a DVR if and only if the set of nonzero values $\left|K^{*}\right|$ is a multiplicative subgroup of the reals isomorphic to the additive group of integers.

Proof. We first show that $R$ is a ring. Whenever $x, y \in R$ then (ii) and (iii)* insure that $x y$ and $x+y$ are in $R$. Furthermore $|-1|^{2}=|1|=|1|^{2}$ by (ii) so $|1|=|-1|=1$. Thus $|y|=|-y|$ and so $x-y \in R$ which shows $R$ is a ring containing 1. For any $z \in K, z \neq 0$ we have $|z|\left|z^{-1}\right|=1$ so either $z$ or $z^{-1}$ belongs to $R$. Thus $K=$ quotient field of $R$.

Certainly $\mathfrak{P} \subseteq R$ and by (iii)* $\mathfrak{P}$ is an ideal of $R$. To see that $\mathfrak{P}$ is the unique maximal ideal of $R$ let $y$ be any element of $R$ not in $\mathfrak{P}$. Then $|y|=1$. Also it follows $\left|y^{-1}\right|=1$ so $y^{-1}$ is in $R$. Thus every element in $R$ outside $\mathfrak{P}$ is a unit. Hence $\mathfrak{P}$ is a maximal ideal and is the only one.

Now suppose $R$ is a DVR so then $\mathfrak{P}=R \pi$. Every element of $K$ (nonzero) can be expressed as $x=u \pi^{n}$ for some unit $u$ in $R$ and an integer $n$. If $c=|\pi|$ then $|x|=c^{n}$. The function $|x| \rightarrow n$ now establishes an isomorphism of the group of nonzero values with the additive group of integers.

Conversely let $\phi$ denote the isomorphism of $\left|K^{*}\right|$ with $Z$. From the equation $\phi\left(|x|^{-1}\right)=-\phi(|x|)$ we conclude that $\phi(|R|)$ or $-\phi(|R|)$ contains all the positive integers. Replace $\phi$ by $-\phi$ if necessary to assume 1 is in $\phi(|R|)$. Let $\pi$ be an element of $R$ such that $\phi(|\pi|)=1$. For any $x$ in $R, \phi(|x|)=n$ is a positive integer and

$$
\phi\left(\left|x \pi^{-n}\right|\right)=0
$$

Since $\phi$ is an isomorphism it must be that

$$
\left|x \pi^{-n}\right|=1
$$

Thus $x \pi^{-n}=u$ is a unit in $R$ so that $x=u \pi^{n}$. Every nonzero element of $R$ is a unit times a power of $\pi$. It follows at once that the only ideals in $R$ are powers of $R \pi$ so $R$ is a DVR as required.

Remark. The ring $R$ obtained from a nonarchimedean valuation ring as in Proposition 1.2 is called a valuation ring. In the case where the value group is an infinite cyclic subgroup of the reals, the value group is necessarily a discrete subgroup and so the valuation ring is called a discrete valuation ring (DVR).

Next we describe a useful test to determine if a valuation is archimedean or not.
1.3 Proposition. A valuation $|x|$ of $K$ is nonarchimedean if and only if the values $|n 1|$ are bounded as $n$ runs through the rational integers $Z$.

Proof. If $|x|$ satisfies (iii)* then

$$
|n 1|=|1+\cdots+1| \leqslant|1|
$$

so $|1|$ is a bound on the values $|n| \mid$.
Conversely suppose $|n 1| \leqslant N$ for all integers $n$. For any $x, y$ in $K$ we have for any positive integer $n$,

$$
|x+y|^{n}=\left|\sum_{r}\binom{n}{r} x^{r} y^{n-r}\right| \leqslant \sum_{r}\left|\binom{n}{r}\right||x|^{r}|y|^{n-r}
$$

Now if $|x| \geqslant|y|$ then $|x|^{r}|y|^{n-r} \leqslant|x|^{n}$. Since $\binom{n}{r}$ is an integer and $|x|=$
$\max \{|x|,|y|\}$, it follows that

$$
|x+y|^{n} \leqslant N(n+1) \max \{|x|,|y|\}^{n} .
$$

Now then

$$
|x+y| \leqslant N^{1 / n}(n+1)^{1 / n} \max \{|x|,|y|\} .
$$

Since this is true for all positive $n$ it must be that the nonarchimedean axiom (iii)* holds.

It follows from this result that a field of characteristic $p$ has only nonarchimedean valuations.

We shall now determine all the (nonequivalent) valuations of $Q$.
Let $|x|$ be a nontrivial valuation of $Q$. Let $m$ and $n$ be integers $>1$. We may write

$$
m=a_{0}+a_{1} n+\cdots+a_{r} n^{r}
$$

with $a_{i}$ an integer, $0 \leqslant a_{i}<n$ and $n^{r} \leqslant m$. Let $N=\max \{1,|n|\}$. By the triangle inequality,

$$
|m| \leqslant \sum\left|a_{i}\right||n|^{i} \leqslant \sum\left|a_{i}\right| N^{r} .
$$

The number $r$ satisfies $r \leqslant \log m / \log n$ and the numbers $a_{i}$ are less than $n$, so

$$
\left|a_{i}\right|=|1+\cdots+1| \leqslant a_{i}|1|<n .
$$

Substitute this information into the previous inequality to get

* $\quad|m| \leqslant(1+\log m / \log n) n N^{\log m / \log n}$

In this inequality replace $m$ by $m^{s}$ and take $s$ roots on both sides ( $s$ an integer).

$$
|m| \leqslant(1+s \log m / \log n)^{1 / s} n^{1 / s} N^{\log m / \log n}
$$

Now let $s$ increase without bound. The terms in the inequality involving $s$ converge to 1 . It follows

$$
|m| \leqslant N^{\log m / \log n}
$$

We now consider two cases.
Case 1. $n>1$ implies $|n|>1$.
In this case we always have $N=|n|$ and the condition (**) now yields

$$
|m|^{1 / \log m} \leqslant|n|^{1 / \log n} .
$$

We may reverse the roles of $m$ and $n$ to obtain the inequality in the reverse direction also. Thus

$$
c=|m|^{1 / \log m}=|n|^{1 / \log n}
$$

and we have $|n|=c^{\log n}$ for all integers $n>1$. Since $|-n|=|n|$ and $|a| b \mid=$ $|a| /|b|$ we find that

$$
|x|=c^{\log x}
$$

for all positive rational $x$. When $c=e$ the valuation is the usual absolute value on $Q$. Any constant $c$ has the form $e^{a}$ for some $a$ so the valuation is just the usual absolute value raised to the power $a$.

In Case 1 only the usual absolute value arises (up to equivalence).
Case 2. For some $n>1$ we have $|n| \leqslant 1$. In this case $N=1$ and by (**) we have $|m| \leqslant 1$, for all integers $m>1$. It follows from Proposition 1.3 that the valuation is nonarchimedean. Let $R=\{x \in Q| | x \mid \leqslant 1\}$ denote the valuation ring and $\mathfrak{P}$ is maximal ideal as in Proposition 1.2. Then $Z \subset R$ and $\mathfrak{P} \neq(0)$ because the valuation is not trivial. In fact $\mathfrak{P} \cap Z$ is nonzero because $|m|=1$ for all $m$ in $Z, m \neq 0$ would imply the valuation is trivial. Thus $\mathfrak{P} \cap Z=(p)$ is a prime ideal. If $m$ is in $Z$ but not in $(p)$ then $m$ is a unit in $R$ and $|m|=1$. Thus $\left|m p^{r}\right|=|p|^{r}$ and this valuation on $Q$ is equivalent to the padic valuation.

We have proved the next statement.
1.4 Proposition. A nonarchimedean valuation of $Q$ is equivalent to a padic valuation for some prime $p$. An archimedean valuation of $Q$ is equivalent to the usual absolute value.

We shall introduce somennew terminology.
Definition. An equivalence class of valuations on a field $K$ will be called a prime of $K$. We shall use letters $\mathfrak{P}, \mathfrak{p}$ to denote primes of $K$. If we want to select a particular valuation from $\mathfrak{P}$ we may denote it by a symbol such as $|\boldsymbol{x}|_{\mathfrak{P}}$.

For the rational field $Q$ the primes are in one-to-one correspondence with the prime integers except that the class of archimedean valuations is not obtained this way. In order to have a consistent terminology we shall call the equivalence class of archimedean valuations on $Q$ the infinite prime of $Q$. All others will be called finite primes.

We shall now make some normalizations. From each prime of $Q$ we shall select a particular valuation.

Let $p$ be a prime integer and $\mathfrak{P}$ the prime of $Q$ corresponding to the padic valuation. Let $|\boldsymbol{x}|_{p}$ be the valuation in $\mathfrak{P}$ which satisfies

$$
|p|_{p}=1 / p
$$

Let $\mathfrak{P}_{\infty}$ denote the infinite prime of $Q$ and let $|x|_{\infty}$ denote the usual absolute value.

The collections of valuations defined here will be called the normalized valuations of $Q$.

The reason for making these choices can be seen (in part) from the following.

Product Formula. If $\left|\left.\right|_{\mathfrak{P}}\right.$ denotes the normalized valuation in the prime of $\mathfrak{F}$ on $Q$ then for each nonzero $x$ in $Q$ we have

$$
\prod_{B}|x|_{\mathfrak{F}}=1
$$

where the product is taken over all primes of $Q$.
Proof. The function

$$
\pi(x)=\prod_{\mathfrak{P}}|x|_{\mathfrak{B}}
$$

is well defined because there exist only a finite number of primes $\mathfrak{P}$ such that $|x|_{\mathfrak{W}} \neq 1$ for any given $x$. To prove the formula, it is first useful to observe that $\pi(x y)=\pi(x) \pi(y)$ because each valuation is multiplicative. Thus it is sufficient to prove $\pi(p)_{\mathfrak{P}}=1$ for each prime integer $p$. But this is trivial because $|p|_{\mathfrak{P}}=1$ unless $\mathfrak{P}$ is the infinite prime or the padic prime. But then

$$
|p|_{p}|p|_{\infty}=1
$$

by definition of the normalized valuations.
One of our goals will be to prove a product formula theorem for finite extensions of $Q$. This will require detailed information about extending a valuation from $Q$ to some finite extension field. It will turn out that the extensions of nonarchimedean valuations can be described by using the information in Chapter I. However some new ideas are required to discuss the extensions of archimedean valuations. We shall return to this after some preliminary work.

## 2. COMPLETIONS

Let $K$ be a field with a valuation $|x|$. A sequence of elements $\left\{a_{n}\right\}$ in $K$ is called a Cauchy sequence if

$$
\lim _{m, n \rightarrow \infty}\left|a_{n}-a_{m}\right|=0
$$

Notice that the limit makes sense because the values $\left|a_{n}-a_{m}\right|$ are real numbers.

A sequence $\left\{a_{n}\right\}$ converges to $a$ if

$$
\lim _{n \rightarrow \infty}\left|a-a_{n}\right|=0
$$

It may or may not happen that a Cauchy sequence in $K$ converges to an element of $K$. For example a Cauchy sequence of rationals with respect to the usual absolute value need not converge to a rational number.

Definition. The field $K$ is complete with respect to the valuation if every Cauchy sequence converges to an element of $K$.

Our object is to start with a field $K$ and valuation and imbed $K$ into a complete field having a valuation which extends the one on $K$. The process is a generalization of the familiar procedure of obtaining the reals from the rationals.

We begin by defining an equivalence relation on the collection of all Cauchy sequences in $K$. Say $\left\{a_{n}\right\} \sim\left\{b_{n}\right\}$ if

$$
\lim \left|a_{n}-b_{n}\right|=0
$$

By using the properties of valuations and the fact that we are dealing with Cauchy sequences, one proves this is indeed an equivalence relation. Let $\left\{a_{n}\right\}^{*}$ denote the equivalence class of the $\operatorname{CS}\left\{a_{n}\right\}$ and let $\widehat{K}$ denote the collection of all such equivalence classes.

We leave for the reader the verification of the following statements.
(2.1) Let $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ be Cauchy sequences in $K$.
(1) $\left\{a_{n}+b_{n}\right\}$ and $\left\{a_{n} b_{n}\right\}$ are CS in $K$.
(2) If $\lim \left|a_{n}\right| \neq 0$ then $a_{n} \neq 0$ for all $n \geqslant n_{0}$ for some $n_{0}$. In this case $\left\{a_{n}^{-1}\right\} n \geqslant n_{0}$ is a CS in $K$.
We use these facts to define addition and multiplication in $\widehat{K}$.
Define

$$
\begin{aligned}
\left\{a_{n}\right\}^{*}+\left\{b_{n}\right\}^{*} & =\left\{a_{n}+b_{n}\right\}^{*} \\
\left\{a_{n}\right\}^{*}\left\{b_{n}\right\}^{*} & =\left\{a_{n} b_{n}\right\}^{*} \\
\left\{a_{n}\right\}^{*-1} & =\left\{a_{n}^{-1}\right\}^{*} \text { when } a_{n}^{-1} \quad \text { defined. }
\end{aligned}
$$

One checks that these operations are well defined and that $\hat{K}$ becomes a field. The original field $K$ is imbedded in $\hat{K}$ by identifying an element $x$ in $K$ with the constant sequence $\{x\}$. The valuation $|x|$ on $K$ is extended to $\hat{K}$ by defining

$$
\left|\left\{a_{n}\right\}^{*}\right|=\lim \left|a_{n}\right| .
$$

One easily verifies this function is actually a valuation on $\hat{K}$ which agrees with the original valuation on $K$.

The heart of the matter is to prove $\hat{K}$ is complete with respect to this valuation. Let $\left[\alpha_{n}\right]$ denote a CS in $\hat{K}$. This means each $\alpha_{n}$ is a CS, say $\alpha_{n}=\left\{a_{m}^{(n)}\right\}^{*}$, in $K$. Let $\alpha$ be the sequence $\left\{a_{m}^{(m)}\right\}^{*}$.

In order for this to make sense, $\left\{a_{m}^{(m)}\right\}$ must be a CS in $K$. This follows because

$$
\left|a_{r}^{(r)}-a_{s}^{(s)}\right| \leqslant\left|a_{r}^{(r)}-a_{r}^{(s)}\right|+\left|a_{r}^{(s)}-a_{s}^{(s)}\right| .
$$

For fixed $s,\left\{a_{n}^{(s)}\right\}$ is CS so the second term on the right converges to zero. The sequence $\left[\alpha_{n}\right]$ is Cauchy so $\left|a_{t}^{(n)}-a_{f}^{(m)}\right|$ converges to zero as $n, m, t$ get large. Thus the first term on the right also goes to zero. Thus $\alpha=\left\{a_{n}^{(n)}\right\}^{*}$ is in $\hat{R}$. Moreover we claim $\left[\alpha_{n}\right]$ converges to $\alpha$. This follows from

$$
\lim \left|\alpha_{n}-\alpha\right|=\lim \lim \left|a_{m}^{(n)}-a_{m}^{(m)}\right|=0
$$

Thus $\left\{\alpha_{n}\right\}$ has a limit in $\hat{K}$ and $\hat{R}$ is complete.
We shall now establish the uniqueness of this construction. In fact a slightly more general result is useful.

The phrase " $\left(K_{0},|\quad|_{0}\right)$ is a completion of $(K,| |)$ " will mean $K$ is a field with valuation | and $K_{0}$ is a field which is complete with respect to a valuation | $\left.\right|_{0}$ and $K$ is a subfield of $K_{0}$ such that | $\left.\right|_{0}$ agrees with $\mid$ on $K$. Moreover we require that every element in $K_{0}$ be a limit of a sequence of elements in $K$.
2.2 Theorem. Let $K$ be a field with a valuation | |, and $L$ a field with a valuation $\left|\left.\right|_{1}\right.$. Suppose there is an imbedding $\sigma$ of $K$ into $L$ such that $| x \mid=$ $|\sigma(x)|_{1}$ for all $x$ in $K$. Let $(\hat{R},|\quad|)$ and $\left(\hat{L},| |_{1}\right)$ be completions of $(K,| |)$ and ( $L,| |_{1}$ ), respectively.

Then there exists a unique imbedding $\hat{\sigma}$ of $\hat{K}$ into $\hat{L}$ such that $|x|=|\hat{\sigma}(x)|_{1}$ for all $x$ in $\hat{K}$, and $\hat{\sigma}(x)=\sigma(x)$ for all $x$ in $K$.

Proof. Take $\left\{a_{n}\right\}^{*}$ in $\hat{K}$ with each $a_{n}$ in $K$. Since $\left\{a_{n}\right\}$ is a CS with respect to ||, it follows that $\left\{\sigma\left(a_{n}\right)\right\}$ is CS in $L$ with respect to $\left|\left.\right|_{1}\right.$. We define $\hat{o}\left\{a_{n}\right\}^{*}=$ $\left\{\sigma\left(a_{n}\right)\right\}^{*}$. One can verify that $\hat{\sigma}$ is well defined and gives an imbedding of $\hat{K}$ into $\hat{L}$ which preserves the valuations.

If $\theta$ is another imbedding of $R$ into $\mathcal{L}$ which preserves the valuation and also agrees with $\sigma$ on $K$ we can show $\theta=\hat{\sigma}$. Take $\alpha=\left\{a_{n}\right\}^{*}$ in $\hat{K}$. Then $\alpha=\lim A_{n}$ where $A_{n}$ is the constant sequence $\left\{a_{n}, a_{n}, \ldots\right\}$. Since $\theta$ preserves the valuation we may compute $\theta(\alpha)$ by exchanging it with the limit sign. Then since $\theta$ agrees with $\sigma$ on $K$ (constant sequences) we have

$$
\theta(\alpha)=\lim \theta\left(A_{n}\right)=\lim \sigma\left(A_{n}\right)=\hat{\sigma}(\alpha)
$$

This proves the uniqueness.
2.3 Corollary. The completion $(\hat{K},| |)$ of $(K,| |)$ is unique up to an isomorphism which preserves the valuation on $K$.

Proof. Take $L=K, \sigma=$ identity in the theorem. If $(\hat{K},| |)$ and $\left(\hat{K}_{1},| |_{1}\right)$ are two completions then there exists a valuation-preserving monomorphisms $\sigma_{1}$ of $\hat{K}_{1}$ into $\hat{R}$ and $\sigma_{2}$ of $\hat{R}$ into $\hat{K}_{1}$ such that the compositions $\sigma_{1} \sigma_{2}$ and $\sigma_{2} \sigma_{1}$ are identity on $K$ and preserve the valuation. The identity map of $\hat{R}_{1}$ also has this property so by the uniqueness statement we have $\sigma_{2} \sigma_{1}=1$. It follows that $\sigma_{2}$ and $\sigma_{1}$ are both isomorphisms.

When $K=Q$ and $|x|$ denotes the usual absolute value then $Q_{\infty}$, the completion, is isomorphic to the real field.

If $\mid l_{p}$ is a padic valuation on $Q$ we shall write $Q_{p}$ to denote the completion with respect to this valuation.

We shall require some additional information about $Q_{p}$. It is most convenient to adopt a more general point of view.

Let $R$ be a DVR with maximal ideal $\mathfrak{P}=R \pi$ and quotient field $K$. Let | | denote the $\mathfrak{P a d i c}$ valuation on $K$ and $K_{\mathfrak{p}}$ the $\mathfrak{P a d i c}$ completion of $K$. The valuation is nonarchimedean on $K$ and so by Proposition 1.3 it is nonarchimedean on $K_{\mathfrak{p}}$. So we may speak of the valuation ring in $K_{\mathfrak{p}}$. Let

$$
\begin{aligned}
\hat{R} & =\left\{x \in K_{\mathfrak{P}}| | x \mid \leqslant 1\right\} \\
\hat{P} & =\left\{x \in K_{\mathfrak{P}}| | x \mid<1\right\}
\end{aligned}
$$

We assume at the start that the valuation on $R$ has values $\left|u \pi^{n}\right|=c^{n}$ with $c=|\pi|$ some positive constant less than one.

Let us show $\hat{R}$ is a DVR. This can be accomplished if we show the set of values of elements from $K_{\mathfrak{p}}$ is an infinite cyclic group (Proposition 1.2). If $\alpha$ is in $K_{\mathfrak{p}}$ then $|\alpha|$ is a limit of terms $\left|a_{n}\right|$ with $a_{n}$ in $K$. Thus $|\alpha|$ is a limit of sequence of powers $c^{m_{i}}$. For $\alpha \neq 0$ this sequence of powers of $c$ must have a nonzero limit. The only finite limit of a sequence containing infinitely many different powers of $c$ is zero. Since this is not allowed for $\alpha \neq 0$ it must be that only finitely many distinct powers of $c$ appear and the sequence $\left|a_{n}\right|$ is eventually constant-say with value $c^{k}$. Then $|\alpha|=c^{k}$ and so every value $|\alpha|$ is already a value $\left|a_{n}\right|$ with $a_{n}$ in $K$. Thus it follows from Proposition 1.2 that $\hat{R}$ is a DVR and $\hat{P}=x \hat{R}$ for some $x$.

Suppose $|x|=c^{n}$ for some integer $n$. Necessarily $|x|<1$ so $n \geqslant 1$. Now $|\pi|=c$ so $\left|\pi^{n} / x\right|=1$ implies $\pi^{n} / x$ is in $\hat{R}$ and is a unit in $\hat{R}$. Then $\hat{R} \pi^{n}=$ $\left(\pi^{n} / x\right) \hat{P}=\hat{P}$. This implies $n=1$ and $\mathfrak{P}=\pi \hat{R}$. We summarize this.
2.4 Proposition. If $|x|$ is a nonarchimedean valuation on $K$ whose valuation ring $R$ is a DVR, then the valuation ring $\hat{R}$ of the completion $K_{\mathfrak{p}}$ is also a DVR. Moreover the maximal ideals of $R$ and $\hat{R}$ can be generated by the same element.

One more fact can be gleaned from the discussion above.
2.5 Corollary. In the context above, every element $\alpha$ in $K_{\mathfrak{P}}$ can be represented by a class $\alpha=\left\{a_{n}\right\}^{*}$ in which $\left|a_{n}\right|$ is constant.

Proof. We have seen above that $\alpha=\left\{a_{n}\right\}^{*}$ and the collection of values $\left|a_{n}\right|$ is finite. Thus $\left|a_{n}\right|$ is constant for all $n \geqslant N$ for some sufficiently large $N$. If we drop the first $N$ terms from $\left\{a_{n}\right\}$ we will not change the equivalence class $\left\{a_{n}\right\}^{*}$ so the result follows.
2.6 Corollary. The units of $\hat{R}$ are the elements $\left\{a_{n}\right\}^{*}$ in $K_{\mathfrak{P}}$ for which $\left|a_{n}\right|=1$ for all $n$.

Proof. Every element of $\hat{R}$ (and even $K_{\mathfrak{p}}$ ) is $\left\{a_{n}\right\}^{*}$ with $\left|a_{n}\right|$ constant. For this to be in $\hat{R}$ the constant must be $\leqslant 1$ and must $=1$ if the element is a unit of $\hat{R}$.
2.7 Corollary. $\mathrm{R} / \mathfrak{P}^{n} \cong \hat{R} /(\mathfrak{P})^{n}$ for any positive integer $n$.

Proof. Take $\mathfrak{P}=R \pi$ so that $\mathfrak{P}=\hat{R} \pi$. Select any $\alpha$ in $\hat{R}$ with $\alpha$ not in $\hat{P}$. By Corollary 2.6 we may assume $\alpha=\left\{a_{n}\right\}^{*}$ with $\left|a_{n}\right|=1$ for all $n$. Since this is a Cauchy sequence, there is some $N$ such that

$$
\left|a_{n+1}-a_{n}\right|<\frac{1}{2}, \quad n \geqslant N .
$$

If we drop the first $N$ terms from the sequence $a_{n}$ we will not change $\alpha$ so assume $N=0$. Then $a_{n+1}-a_{n}$ has value $<1$ so is not a unit in $R$. We have

$$
a_{n+1} \equiv a_{n} \bmod R \pi \quad \text { for all } n
$$

and so

$$
a_{n+1} \equiv a_{1} \bmod R \pi
$$

Thus

$$
\left\{a_{n}\right\}^{*} \equiv\{a\}^{*} \bmod \pi \hat{R}
$$

where $\{a\}$ is the constant sequence with all terms equal to $a_{1}$. Now $\{a\}^{*}$ is in $R$ so the $\operatorname{coset} \alpha+\hat{\mathfrak{P}}$ is in $R+\hat{\mathfrak{P}}$. Since $\alpha$ was an arbitrary element of $\hat{R}$ outside of $\mathfrak{P}$ it follows that $\hat{R}=R+\mathfrak{P}$. Now multiply this by $\pi$ and make the appropriate substitutions to get $\hat{R}=R+(\hat{P})^{2}$. By induction one obtains $\hat{R}=$ $R+(\hat{P})^{n}$ for any positive integer $n$. One more observation is required. By considering the values we find $\mathfrak{P}^{n}=R \cap(\mathfrak{P})^{n}$. Thus

$$
\hat{R} /(\hat{P})^{n} \cong R+(\hat{P})^{n} /(\hat{P})^{n} \cong R / R \cap(\hat{P})^{n}
$$

and so we obtain the desired result.
Next we describe an alternate form for the elements in $\hat{R}$. Let $S$ be a set of representatives of the cosets of $\mathfrak{P}$ in $R$. Assume $0 \in S$. Let $\left\{s_{i}\right\}$ be any sequence of elements in $S$. For a fixed integer $r$ and any $n \geqslant 0$ let

$$
a_{n}=\pi^{r}\left(s_{0}+s_{1} \pi+\cdots+s_{n} \pi^{n}\right)
$$

Then $a_{n}-a_{m}$ is divisible by $\pi^{r+t+1}$ with $t=\min \{n, m\}$ so it follows that $\left\{a_{n}\right\}$ is a Cauchy sequence in $K$. The class $\left\{a_{n}\right\}^{*}$ in $\hat{K}$ may be considered as a power series

$$
\pi^{r}\left(s_{0}+s_{1} \pi+\cdots\right)
$$

and the $a_{n}$ are the partial sums.
2.8 Proposition. Every element $\alpha \neq 0$ in $K_{\mathfrak{p}}$ has a unique representation as a power series,

$$
\alpha=\pi^{r}\left(s_{0}+s_{1} \pi+\cdots\right)
$$

with the $s_{i}$ in $S$ and $s_{0} \neq 0$.
Proof. We know $\hat{R}$ is a DVR with quotient field $K_{\mathfrak{p}}$ so every element $\neq 0$ of $K_{\mathfrak{P}}$ has a unique expression as $\pi^{r} u$ with $r$ some integer and $u$ a unit in $\hat{R}$. It is sufficient to show $u$ can be expressed by a unique power series.

The coset $u+\pi \hat{R}$ contains a unique element $s_{0}$ of $S$ and $s_{0} \neq 0$ because $u$ is a unit. Thus $u-s_{0}=\pi x_{0}$ for some $x_{0}$ in $\hat{R}$. Assume we have found $s_{0}, s_{1}, \ldots, s_{k}$ in $S$ and $x_{k}$ in $R$ such that

$$
u-s_{0}-s_{1} \pi-\cdots-s_{k} \pi^{k}=\pi^{k+1} x_{k}
$$

Then there is a unique $s_{k+1}$ in $S$ and some $x_{k+1}$ in $\hat{R}$ such that

$$
x_{k}-s_{k+1}=x_{k+1} \pi \in \hat{R} \pi
$$

This gives the next $s$ and $x$. This method of successive approximation enables us to obtain the sequence of partial sums

$$
b_{n}=\sum_{0}^{n} s_{i} \pi^{i}
$$

which converges to $u$ because the "remainder" $\pi^{n+1} x_{n+1}$ converges to zero.
To show the uniqueness of the expression first observe that the integer $r$ is determined from $|\alpha|=c^{r}$. The uniqueness for units of $\hat{R}$ follows easily.

It is possible to do calculations with these power series representations by imitating the procedures for the more familiar power series encountered in calculus.

Example. Let $R=Z_{(3)}$ and $\hat{K}=Q_{3}=$ 3adic completion of $Q$. The elements in $Q_{3}$ can be expressed as series

$$
3^{r}\left(s_{0}+s_{1} 3+s_{2} 3^{2}+\cdots\right)
$$

where $s_{i} \in\{0,1,2\}$. The rational number $-\frac{1}{8}$ has the form

$$
-\frac{1}{8}=1 /\left(1-3^{2}\right)=1+3^{2}+3^{4}+\cdots
$$

Similarly

$$
-1=2 / 1-3=2\left(1+3+3^{2}+\cdots\right)
$$

Exercise 1. In $Q_{3}, 1+2 \cdot 3+3^{2}+\cdots+3^{2 n}+2 \cdot 3^{2 n+1}+\cdots$ converges to a rational number. Find it.

Exercise 2. More generally show that a periodic series $\sum a_{i} p^{i}$ with $a_{i}=a_{i+m}$ for some fixed $m$, converges in $Q_{p}$ to a rational number.

Exercise 3. Show the usual Taylor series in powers of $z$ for the function $f(z)=(1-4 z)^{1 / 2}$ has integer coefficients. Use this to show $1-4 k p$ has a square root in $Q_{p}$ for any $k$ in $Z_{(p)}$.

Exercise 4. Let $\mathbf{U}_{p}$ denote the multiplicative group of units in the valuation ring of $Q_{p}$. Show the group of nonzero elements in $Q_{p}$ is isomorphic to the direct product $\langle p\rangle \times \mathbf{U}_{p}$.

Exercise 5. Let $p$ be an odd prime and $u$ an element in $\mathbf{U}_{p}$. Let $\bar{u}$ denote the image of $u$ in GF $(p)$ under the natural map of the valuation ring onto the field of $p$ elements. Show $u$ is the square of an element $\mathbf{U}_{p}$ if and only if $\bar{u}$ is a square of an element in $\operatorname{GF}(p)$.

ExERCISE 6. Let $\bar{u}$ denote the image of $u$ under the mapping of the valuation ring in $Q_{2}$ onto $Z /(8)$. The units in $Z /(8)$ have square equal to $I$. Show that $u \in \mathbf{U}_{2}$ is a square if and only if $\bar{u}=\bar{I}$.

Exercise 7. Show $Q_{p}{ }^{*} /\left(Q_{p}{ }^{*}\right)^{2}$ has order 4 when $p$ is odd and order 8 when $p=2$. Here $Q_{p}{ }^{*}$ means the multiplicative group of nonzero elements in $Q_{p}$.

## 3. EXTENSIONS OF NONARCHIMEDEAN VALUATIONS

Let $K$ be a field with a nonarchimedean valuation $|x|_{p}$. Let $R$ be the valuation ring and assume $R$ is a DVR with maximal ideal $\mathfrak{p}=\pi R$. Let $v_{p}$ denote the exponential valuation defined by $v_{\mathrm{p}}\left(u \pi^{n}\right)=n$ when $u$ is a unit of $R$.

Let $L$ denote a finite-dimensional, separable extension of $K$ and $R^{\prime}$ the integral closure of $R$ in $L$.

We shall consider the problem of finding all valuations on $L$ which, when restricted to $K$, give a valuation equivalent to $\left|\left.\right|_{p}\right.$.

It is not difficult to describe some valuations on $L$ which are closely related to $\left|\left.\right|_{p}\right.$. In the ring $R^{\prime}$ we factor $\pi$ as

$$
\begin{equation*}
\mathfrak{p} R^{\prime}=\pi R^{\prime}=\mathfrak{P}_{1}^{e_{1}} \cdots \mathfrak{P}_{g}^{e_{g}} \tag{1}
\end{equation*}
$$

with the $\mathfrak{P}_{i}$ distinct primes in $R$. Let $\left|\left.\right|_{i}\right.$ denote the $\mathfrak{P}_{i}$ adic valuation of $L$. We shall now show that the restriction of $|\quad|_{i}$ to $K$ gives a valuation equivalent to $\mid l_{p}$.

The valuation ring of $\left|\left.\right|_{i}\right.$ is the localization $R_{\mathfrak{P}}^{\prime}$. Let the generator of the maximal ideal be $\tau$. The factorization of $\pi R^{\prime}$ above now yields $\pi=u \tau^{e_{i}}$ for some unit $u$ of $R_{\mathfrak{P}_{i}}^{\prime}$. That is

$$
\pi R_{\mathfrak{P}_{i}}^{\prime}=\left(\mathfrak{P}_{i} R_{\mathfrak{P}_{i}}^{\prime}\right)^{\boldsymbol{e}_{i}} .
$$

Now for any $w \pi^{n}$ in $K$ with $w$ a unit in $R$ we have

$$
\left|w \pi^{n}\right|_{i}=\left|w u^{n} \tau^{n e_{e}}\right|_{i}=|\tau|_{i}^{n_{i}} .
$$

If we evaluate the original valuation at $w \pi^{n}$ we have

$$
\left|w \pi^{n}\right|_{p}=|\pi|_{p}^{n} .
$$

If $a$ is some real number such that $\left|\tau^{e_{i}}\right|_{i}^{a}=|\pi|_{p}$ then it follows $|x|_{i}^{a}=|x|_{p}$ for all $x$ in $K$. Thus | $\left.\right|_{i}$ and | $\left.\right|_{p}$ are equivalent on $K$.

Next we prove the converse of this result. Namely if | | is a valuation on $L$ which is equivalent to $\left.\left|\left.\right|_{p}\right.$ on $K$, then $| \quad|=|\quad| i$ for one of the $|\right|_{i}$ defined above.

Let $R_{0}=\{x \in L| | x \mid \leqslant 1\} . R_{0}$ is a local ring with maximal ideal $\mathfrak{M l}$ and $\mathfrak{M l} \cap$ $R=p$. We shall first show $R^{\prime} \subseteq R_{0}$. Suppose there is an $x$ in $R^{\prime}$ with $x$ not in $R_{0}$. Then $|x|>1$. Hence $\left|x^{-1}\right|<1$ so $x^{-1}$ is in $\mathfrak{M}$.

The element $x$ is integral over $R$ so there is a relation

$$
x^{n}+a_{1} x^{n-1}+\cdots+a_{n}=0
$$

with $a_{i}$ in $R$. From this we obtain

$$
1=\sum_{i=0}^{n-1} a_{i}\left(x^{-1}\right)^{n-i}
$$

which means 1 is in $\mathfrak{M}$. This is impossible because $|1|=1$. Thus $R^{\prime} \subseteq R_{0}$. Let $\mathfrak{P}=R^{\prime} \cap \mathfrak{M} . \mathfrak{P}$ is a prime ideal of $R^{\prime}$ which contains $\mathfrak{p}$. The localization $R_{\mathfrak{p}}{ }^{\prime}$ is also in $R_{0}$ because all elements in $R^{\prime}$ outside $\mathfrak{M}$ are units in $R_{0}$. Let the maximal ideal of $R_{\mathfrak{p}}{ }^{\prime}$ be generated by $\tau$. Every element in $L$ has the form $u \tau^{n}$ for some unit $u$ in $R_{\mathfrak{p}}{ }^{\prime}$. This element $u$ is also a unit in $R_{0}$ so $|u|=1$. Thus $\left|u \tau^{n}\right|=$ $|\tau|^{n}$. It follows that $|\quad|$ is the $\mathfrak{P a d i c}$ valuation on $L$.
3.1 Theorem. Let $R$ be a DVR with maximal ideal $\mathfrak{p}$ and quotient field $K$. Let $R^{\prime}$ denote the integral closure of $R$ in a finite dimensional separable extension $L$ of $K$. Let $p R^{\prime}$ have the factorization (1) above. Then the inequivalent valuations of $L$ which give the padic valuation on $K$ are the $\mathfrak{P}_{i}$ adic valuations. The exponential valuations are related by $e_{i} v_{\mathfrak{p}}(x)=v_{\mathfrak{\Re}_{i}}(x)$ for $x$ in $K$ where $e_{i}$ is the ramification index.

All parts of this have been done except that we must show the $\mathfrak{P}_{i}$ adic valuations on $L$ are mutually inequivalent. This is immediate however because equivalent valuations have the same valuation ring. For $\mathfrak{P}_{i} \neq \mathfrak{P}_{j}$ we have

$$
R_{\mathfrak{刃}_{i}}^{\prime} \neq R_{\mathfrak{刃}_{j}}^{\prime}
$$

so the $\mathfrak{P}_{i}$ adic valuation is not equivalent to the $\mathfrak{P}_{j}$ adic one if $\mathfrak{P}_{i} \neq \mathfrak{P}_{j}$.
The relation between the exponential valuations was proved above when it was observed that $\left|\tau^{e_{i}}\right|_{i}=|\pi|_{p}$.

We have seen that the nonarchimedean valuations of $Q$ are in one-to-one correspondence with the prime integers $p$. The valuation of $Q$ corresponding to $p$ is the padic valuation.

If $K$ is any algebraic number field, then a nonarchimedean valuation on $K$ must restrict to some padic valuation on $Q$. Then Theorem 3.1 is used to determine the possible extensions to $K$. Thus all the nonarchimedean valuations of $K$ are known once the factorization of primes from $Q$ are known.

This theorem can be made more precise if we impose further conditions upon $K$. We shall prove that when $K$ is complete there is only one extension of the valuation to $L$. This is equivalent to the assertion that $g=1$ in the factorization (1) of $\mathfrak{p} R^{\prime}$. The proof of this will be accomplished by considering some more general properties of complete fields.

Now keep the same notation and assumptions given at the beginning of the section and assume further that $K$ is complete with respect to the padic valuation.

We shall temporarily adopt a more general point of view.
Let $A$ be an algebra over $R$. That is $A$ is a ring with identity and $R$ is in the center of $A$. We shall say $A$ is complete if every Cauchy sequence in $A$ converges to an element of $A$. Here the terms Cauchy sequence and convergence are interpreted as follows. The sequence $\left\{a_{n}\right\}$ is Cauchy if there is a function $\mathrm{N}(n, m)$ with integer values such that

$$
a_{\mathrm{n}}-a_{\mathrm{m}} \in A \pi^{N(n, m)}
$$

and $\mathrm{N}(n, m)$ goes to infinity with $n$ and $m$. The sequence converges to the element $a$ if

$$
a_{n}-a \in A \pi^{N(n)}
$$

where $\mathrm{N}(n)$ is an integer valued function that goes to infinity with $n$.
3.2 Theorem. Let $A$ be an $R$-algebra which is complete. Suppose $e$ is an idempotent element in $A / A \pi$. Then there exists an idempotent element $E$ in $A$ such that $e=E+A \pi$. If $e_{1}$ and $e_{2}$ are idempotents in $A / A \pi$ such that $e_{1} e_{2}=$ $e_{2} e_{1}=0$ then we may select $E_{1}, E_{2}$ idempotent in $A$ such that $E_{i}+A \pi=e_{i}$ and $E_{1} E_{2}=E_{2} E_{1}=0$.

Proof. The proof requires some very formal manipulations at the start. For each positive integer $n$,

$$
\begin{equation*}
1=[X+(1-X)]^{2 n}=\sum_{j=0}^{2 n}\binom{2 n}{j} X^{2 n-j}(1-X)^{j} \tag{2}
\end{equation*}
$$

Let

$$
f_{n}(X)=\sum_{j=0}^{n}\binom{2 n}{j} X^{2 n-j}(1-X)^{j}
$$

Then $f_{n}(X)$ has integral coefficients and

$$
\begin{equation*}
f_{n}(X) \equiv 0 \bmod X^{n}, \quad f_{n}(X) \equiv 1 \bmod (1-X)^{n} \tag{3}
\end{equation*}
$$

The second congruence requires that Eq. (2) be used for $1-f_{n}(X)$. If we square both sides of the congruences (3) we see they both hold when $f_{n}(X)$ is replaced by $f_{n}(X)^{2}$. It follows then

$$
\begin{equation*}
f_{n}(X) \equiv f_{n}(X)^{2} \bmod X^{n}(1-X)^{n} \tag{4}
\end{equation*}
$$

We may also observe that (3) holds when $f_{n}(X)$ is replaced by $f_{n+1}(X)$ so by the same reasoning one obtains

$$
\begin{equation*}
f_{n+1}(X) \equiv f_{n}(X) \bmod X^{n}(1-X)^{n} \tag{5}
\end{equation*}
$$

Now we turn our attention to the theorem. Let $e$ be an idempotent element in $A / A \pi$ and let $a$ be any element of $A$ such that $e=a+A \pi$. Since $e=e^{2}$ we must have $a^{2}-a \in A \pi$. Thus

$$
\begin{equation*}
a^{n}(1-a)^{n} \in A \pi^{n} \quad \text { for all } n \tag{6}
\end{equation*}
$$

It follows from (5) that

$$
f_{n+1}(a)-f_{n}(a) \in A \pi^{n}
$$

Since $A$ is complete, the sequence $a_{n}=f_{n}(a)$ must converge to an element $E$ in $A$. The congruence (4) shows $E=E^{2}$ so $E$ is idempotent. Finally we observe $f_{1}(X) \equiv X \bmod X(1-X)$ so from (5) again

$$
f_{n}(a) \equiv f_{n-1}(a) \equiv \cdots \equiv f_{1}(a) \equiv a \bmod A \pi
$$

and it follows that $E+A \pi=e$ as required.
Now consider the two idempotents $e_{1}, e_{2}$. First note that $e_{1}+e_{2}$ is idempotent in $A / A \pi$ so there is an idempotent $E$ in $A$ with $E+A \pi=e_{1}+e_{2}$. Take any element $a$ in $A$ with $a+A \pi=e_{1}$. Let $b=E a E$. Then

$$
\bar{b}=\bar{E} \bar{a} \bar{E}=e_{1}
$$

where the bars indicate cosets of $A \pi$. Thus $b^{2}-b$ is in $A \pi$ and $\lim f_{n}(b)=E_{1}$ is an idempotent in $A$ such that $E_{1}+A \pi=e_{1}$. We look at the definition of $b$ to see that $b=b E=E b$ so we also obtain $f_{n}(b)=f_{n}(b) E=E f_{n}(b)$. Passing to the limit shows $E_{1}=E_{1} E=E E_{1}$. It follows now $E_{2}=E-E_{1}$ is an idempotent and $E_{1} E_{2}=E_{2} E_{1}=0, \bar{E}_{2}=e_{2}$.

We shall obtain a number of consequences from this result.
3.3 Proposition. Let $K$ be a complete field with respect to a nonarchimedean valuation whose valuation ring, $R$, is a DVR. Let $L$ be a finitedimensional separable extension field of $K$ and $R^{\prime}$ the integral closure of $R$ in $L$. Then $R^{\prime}$ is a DVR and $L$ is complete in the valuation induced by $R^{\prime}$.

Proof. Let $\mathfrak{p}$ denote the maximal ideal of $R$ and suppose $p R^{\prime}$ has the factorization (1).

We intend to apply Theorem 3.2 with $R^{\prime}=A$ so let us first show $R^{\prime}$ is complete.
$R^{\prime}$ is a finitely generated free $R$-module so let $x_{1}, \ldots, x_{m}$ be an $R$-basis. Let $\left\{a_{n}\right\}$ be a Cauchy sequence in $R^{\prime}$ in the sense defined for $A$ above. Write

$$
a_{n}=a_{n}^{(1)} x_{1}+\cdots+a_{n}{ }^{(m)} x_{m}
$$

with the $a_{n}{ }^{(i)}$ in $R$. For each $i,\left\{a_{j}{ }^{(i)}\right\}$ is CS in $R$ so has a limit in $R$. It follows that $\left\{a_{n}\right\}$ has a limit in $R^{\prime}$.

Now we compute $R^{\prime} / \mathfrak{p} R^{\prime}$ by CRT to get

$$
R^{\prime} / \mathfrak{p} R^{\prime} \cong R^{\prime} / \mathfrak{B}_{1}^{e_{1}} \oplus \cdots \oplus R^{t} / \mathfrak{P}_{1}^{e_{g}}
$$

If $g>1$ there is an idempotent element $e=(1,0, \ldots, 0)$ and $e \neq 1$. By Theorem 3.2 there is an idempotent $E$ in $R^{\prime}$ in the coset corresponding to $e$. But $R^{\prime}$ is an integral domain so $E=0$ or $E=1$, since $E(1-E)=0$. It follows that $g=1$. Thus $R^{\prime}$ has only one maximal ideal $\mathfrak{P}$ and since $R^{\prime}$ is a Dedekind ring, it must be a DVR.
3.4 Corollary. Let $K$ be complete with respect to a nonarchimedean valuation $|x|_{p}$ and let $L$ be a finite dimensional extension field of $K$. Then there is a unique extension of the valuation on $K$ to $L$ and it is given by the formula

$$
|y|=\left|\mathrm{N}_{L / K}(y)\right|_{p}^{1 / n}
$$

for all $y$ in $L$ where $n=(L: K)$.
Proof. The existence and uniqueness have already been proved. It remains to verify the formula is correct. Let $R, R^{\prime}$ denote the valuation rings in $K$ and $L$, respectively with maximal ideals $\pi R, \tau R^{\prime}$, respectively. We have $\pi R^{\prime}=$ $\tau^{e} R^{\prime}$. Let $c=|\tau|$ so for any element $y=u \tau^{m}$ of $L$ we have $\left|u \tau^{m}\right|=c^{m}$ when $u$ is a unit in $R^{\prime}$. In particular

$$
|\pi|=|\pi|_{\mathfrak{p}}=c^{e} .
$$

Now let $f$ denote the relative degree of $\tau R^{\prime}$ over $R$. We have

$$
\mathrm{N}_{L / K}\left(\tau R^{\prime}\right)=\pi^{f} R
$$

by Chapter I, Proposition 8.4. Thus

$$
\mathrm{N}(\tau)=w \pi^{f}
$$

with $w$ a unit of $R$. We now have

$$
|\mathrm{N}(y)|_{\mathfrak{p}}=\left|\mathrm{N}\left(u \tau^{m}\right)\right|_{\mathfrak{p}}=\mid \text { unit }\left.\cdot \pi^{f m}\right|_{\mathfrak{p}}=c^{e f m}
$$

From Theorem 6.6 of Chapter I we obtain ef $=(L: K)=n$ so the formula

$$
|\mathrm{N}(y)|_{p}^{1 / n}=|y|
$$

follows at once.

This formula for the extension of valuations will be useful in the last section of this chapter.

As another corollary to Theorem 3.2 we obtain a result about polynomials over $R$.
3.5 Proposition (Hensel's Lemma). Assume $R$ (and $K$ ) as in Proposition 3.3, and let $\bar{R}$ denote the residue field of $R$. Suppose $F(X)$ is a monic polynomial in $R[X]$ which factors as $\bar{F}(X)=g(x) h(x)$ modulo $p$ with $g(X)$ and $h(X)$ relatively prime polynomials in $\bar{R}[X]$. Then $F(X)=G(X) H(X)$ with polynomials $G(X), H(X)$ in $R[X]$ which satisfy $\bar{G}(X)=g(X), \bar{H}(X)=h(X)$ and degree $G(X)=$ degree $g(X)$.

Proof. Let $A$ denote the $R$-algebra $R[X] /(F(X))$. Then $A$ is a finitely generated free $R$-module [because $F(X)$ is monic]. The argument in the proof of Proposition (3.3) shows $A$ is complete so Theorem 3.2 can be applied. We can identify $A / p A$ with $\bar{R}[X] /(\bar{F}(X))$ and since $g(X)$ and $h(X)$ are relatively prime it follows from CRT that

$$
\bar{A}=A / \mathfrak{p} A \cong \bar{R}[X] /(g(X)) \oplus \bar{R}[X] /(h(X))
$$

Let $e_{1}, e_{2}$ denote the identity elements in the first and second factors, respectively. There are idempotents $E_{1}, E_{2}$ in $A$ whose sum is 1 and whose product is zero and which satisfy $E_{i}+A p=e_{i}$. It follows that

$$
A=A E_{1} \oplus A E_{2}
$$

Let $x$ denote the image of $X$ in $A$. The characteristic polynomial of $x$ on $A$ is $F(X)$ since $A=R[X] /(F)$. Also by direct computation, the characteristic polynomial of $x$ is a product $G_{1}(X) H_{1}(X)$ with $G_{1}(X)$ the characteristic polynomial of $x$ on $A E_{1}$ and $H_{1}(X)$ the characteristic polynomial of $x$ on $A E_{2}$. Here $G_{1}, H_{1}$ may be taken as monic polynomials. After we pass to the residue field $\bar{R}$ and compare the two decompositions of $\bar{A}$, it can be seen that the characteristic polynomial of $x$ on $A E_{1}$ is $g(X)$ except that it need not be monic. Thus $\bar{G}_{1}(X)$ is a scalar multiple of $g(X)$. The scalars in $\bar{R}$ are the images of units in $R$ so we may multiply $G_{1}$ by a unit and $H_{1}$ by the inverse to get polynomials $G, H$ such that $\bar{G}=g$ and $F=G H=G_{1} H_{1}$.
3.6 Corollary. Same notation as just above. Suppose $\bar{F}(X)$ has a root in $\bar{R}$ with multiplicity one. Then $F(X)$ has a root in $R$ with multiplicity one.

Proof. If $\bar{F}(X)=(X-\bar{a}) h(X)$ and $h(a) \neq 0$ then these factors are relatively prime. Thus $F(X)$ has a monic factor of degree one which is relatively prime to the other factor.
3.7 Corollary. In the padic field $Q_{p}$, the polynomial $X^{p-1}-1$ has $p-1$ distinct roots.

Proof. The polynomial $X^{p-1}-1$ is in $R[X]$ and has $p-1$ distinct roots in $\bar{R}$ because $\bar{R}$ is the field of $p$ elements. Hence the polynomial splits in $R$ by Corollary 3.6.

We close this section by describing the relation between ramification numbers for primes in a number field and in the completions.

Let $K$ be an algebraic number field which is the quotient field of the DVR $R$ with maximal ideal $p$. Let $L$ be a finite dimensional extension of $K, R^{\prime}$ the integral closure of $R$ and

$$
\mathfrak{p} R^{\prime}=\mathfrak{P}_{1}^{e_{1}} \cdots \mathfrak{P}_{g}^{e_{g}}, \quad \mathfrak{B}_{i} \text { distinct primes in } R^{\prime}
$$

Let $|x|_{p}$ and $|y|_{\mathfrak{P}}$ denote the padic valuation on $K$ and the $\mathfrak{P a d i c}$ valuation on $L$, respectively, with $\mathfrak{P}=\mathfrak{P}_{1}$. Assume $|x|_{\mathfrak{p}}=|x|_{\mathfrak{p}}$ for $x$ in $K$.

Now complete both fields. Let $K_{\mathfrak{p}}, L_{\mathfrak{F}}$ denote the completions; $\hat{R}, \hat{R}^{\prime}$ the valuation rings, $\hat{p}, \hat{P}$ the maximal ideals.
3.8 Proposition. The following equations hold:
(a) $\hat{\mathfrak{p}}=\mathfrak{p} \hat{R}, \quad \hat{P}=\mathfrak{P} \hat{R}^{\prime}$,
(b) $\hat{\mathfrak{p}} \hat{R}^{\prime}=(\hat{P})^{e^{\prime}}$,
(c) $e(\hat{P} / \hat{R})=e(\mathfrak{P} / R)=e$,
(d) $f(\hat{P} / \hat{R})=f(\mathfrak{P} / R)=f$,
(e) $\left(L_{\mathfrak{q}}: K_{p}\right)=e f$.

Proof. Proposition 2.4 says $\mathfrak{p}$ and $\hat{p}$ can be generated by the same element of $R$ and that $\mathfrak{P}$ and $\mathfrak{P}$ can be generated by the same element of $R^{\prime}$. Thus Statement (a) holds.

The ideals $\mathfrak{P}_{2}, \ldots, \mathfrak{P}_{g}$ each contain elements of $R^{\prime}$ outside of $\mathfrak{P}$ so $\mathfrak{P}_{i} \hat{R}^{\prime}=$ $\hat{R}^{\prime}$ because $\hat{R}^{\prime}$ is a valuation ring with $\mathfrak{P} \hat{R}^{\prime}$ as maximal ideal. Now we have

$$
\hat{p} \hat{R}^{\prime}=(\mathfrak{p} R) \hat{R}^{\prime}=\left(\mathfrak{P}_{1}^{e_{1}} \cdots \mathfrak{P}_{g}^{e_{g}}\right) \hat{R}^{\prime}=\left(\mathfrak{P}_{1} \hat{R}^{\prime}\right)^{e_{1}}=\hat{P}^{e_{1}}
$$

This proves (b) and (c) is simply a restatement of this. The equality of the relative degrees is a consequence of Corollary 2.7 which implies

$$
(\hat{R} / \hat{P}: \hat{R} / \hat{\mathfrak{p}})=\left(R^{\prime} / \mathfrak{P}: R / \mathfrak{p}\right)
$$

Finally (e) follows from Theorem 6.6 of Chapter 1.
Exercise 1. Let $\theta$ denote a primitive $p^{a}$ root of unity, $p$ a prime, and let $L=Q(\theta)$. Use the facts about the ramification of $(p)$ in $L$ to conclude $\left(Q_{p}(\theta): Q_{p}\right)=(L: Q)$.

Exercise 2. Conclude from Exercise 1 that the only roots of unity in $Q_{p}(\theta)$ having $p$ power order are those in the cyclic group $\langle\theta\rangle$.

EXERCISE 3. Show the group of roots of unity in $Q_{p}(\theta)$ has order $p^{a}(p-1)$.

## 4. ARCHIMEDEAN VALUATIONS

In this section we determine all the fields which are complete with respect to an archimedean valuation. This information is necessary to determine how archimedean valuations on noncomplete fields extend to finite-dimensional field extensions.
4.1 Theorem (Ostrowski). Let $K$ be a field which is complete with respect to an archimedean valuation $|x|$. Then $K$ is isomorphic to either the real or complex field and the valuation is equivalent to the usual absolute value.

Proof. Since the valuation is archimedean, the values $|n|$ for $n$ in $Z$ are unbounded. Thus $K$ has characteristic zero and the restriction of $|x|$ to the rationals, $Q$, must be an archimedean valuation on $Q$. We know all the valuations on $Q$ so we may replace the original valuation by an equivalent one to obtain that $|x|$ is the usual absolute value of $x$ when $x$ is in $Q$.

The field $K$ is complete, so the completion of $Q$ must be contained in $K$. Let $\mathscr{R}$ denote this completion. We know $\mathscr{R}$ is isomorphic to the field of reals and the valuation on $\mathscr{R}$ is the usual absolute value.

It may happen that $K$ contains an element $i$ such that $i^{2}+1=0$. If so then $\mathscr{C}=\mathscr{R}(i)$ is isomorphic to the complex field.

If $K$ does not contain a root of $X^{2}+1$ we adjoin one to $K$ to obtain a field $K(i)$. The valuation on $K$ is extended to $K(i)$ by the rule

$$
|a+i b|=\left(|a|^{2}+|b|^{2}\right)^{1 / 2}, \quad a, b \in K
$$

It is straightforward to check that this does give a valuation on $K(i)$ and $K(i)$ is complete under this valuation.

The result of this argument is simply that we may assume $\mathscr{C} \subseteq K$ since a proof of the theorem for $K(i)$ will also prove the theorem for $K$.

We have arranged a normalization of the valuation so that on $\mathscr{R}$ it is the usual absolute value. Next we show it is the usual absolute value on $\mathscr{C}$ also.
4.2 Lemma. Let $|x|$ be a valuation on $\mathscr{C}$ which coincides with the usual absolute value on $\mathscr{R}$. Then $|a+i b|=\left(a^{2}+b^{2}\right)^{1 / 2}$ for $a, b \in \mathscr{R}$.

Proof. Write $\|a+i b\|$ for $\left(a^{2}+b^{2}\right)^{1 / 2}$.
Now first notice that $i^{4}=1$ implies $|i|=1$. So for $\alpha=a+i b \in \mathscr{C}$ we have

$$
|\alpha|=|a+i b| \leqslant|a|+|b| \leqslant \sqrt{2}\left(a^{2}+b^{2}\right)^{1 / 2}=\sqrt{2}\|\alpha\| .
$$

The function $f(\alpha)=|\alpha| /\|\alpha\|$ for $\alpha \neq 0$ is bounded by $\sqrt{2}$. Since $f\left(\alpha^{n}\right)=f(\alpha)^{n}$ it follows that $f(\alpha) \leqslant 1$. However $f\left(\alpha^{-1}\right)=f(\alpha)^{-1}$ implies $f(\alpha) \geqslant 1$ for all $\alpha \neq 0$. Thus $f(\alpha)=1$ as required.

Now we come to the main part of the proof. We have $\mathscr{C} \subseteq K$ and it is necessary to show equality. Suppose there is some $z \in K$ but $z \notin \mathscr{C}$. Let

$$
m=\operatorname{glb}_{\alpha \in \mathscr{C}}|z-\alpha|
$$

Let us prove first there is some $\alpha_{0}$ in $\mathscr{C}$ for which $m=\left|z-\alpha_{0}\right|$.
For any positive number $\varepsilon$, the set of complex numbers $\alpha$ for which $|z-\alpha| \leqslant$ $m+\varepsilon$ is contained in the set

$$
\{\beta \in \mathscr{C}||\beta| \leqslant m+\varepsilon+|z|\}
$$

This is a disc and the function $f(\beta)=|z-\beta|$ is a continuous function from the disc into the reals. The minimum of this function is attained at some $\alpha_{0}$ in $\mathscr{C}$. The assumption that $z$ was not in $\mathscr{C}$ implies $z-\alpha_{0}$ is not in $\mathscr{C}$. We may now replace our original $z$ with $z-\alpha_{0}$ to obtain
(a) $z \notin \mathscr{C}$ and
(b) $m=|z| \leqslant|z-\alpha|, \quad \alpha \in \mathscr{C}$.

Notice that $m=|z| \neq 0$ because $z$ is not in $\mathscr{C}$. The next step shows $|z-\alpha|=m$ whenever $\alpha$ is in $\mathscr{C}$ and $|\alpha|<m$.

Let $n$ denote any positive integer and $\omega$ a primitive $n$th root of unity in $\mathscr{C}$. The factorization

$$
z^{n}-\alpha^{n}=(z-\alpha)(z-\omega \alpha) \cdots\left(z-\omega^{n-1} \alpha\right)
$$

implies

$$
|z-\alpha||z-\omega \alpha| \cdots\left|z-\omega^{n-1} \alpha\right|=\left|z^{n}-\alpha^{n}\right| \leqslant|z|^{n}+|\alpha|^{n} .
$$

Each term $\left|z-\omega^{i} \alpha\right| \geqslant m$ so

$$
|z-\alpha| m^{n-1} \leqslant|z|^{n}\left(1+|\alpha|^{n} /|z|^{n}\right)=m^{n}\left(1+|\alpha|^{n} / m^{n}\right)
$$

This implies

$$
|z-\alpha| \leqslant m\left(1+|\alpha|^{n} / m^{n}\right) .
$$

This holds for any integer $n$ so if $|\alpha|<m$ we let $n$ increase without bound. Then it follows $|z-\alpha| \leqslant m$.

The minimal choice of $m$ forces $|z-\alpha|=m$. If we now replace $z$ by $z-\alpha$, for any $\alpha$ in $\mathscr{C}$ with $|\alpha|<m$, then conditions (a) and (b) above are satisfied. We may repeat the above procedure and obtain $|z-\alpha-\beta|=m$ whenever $\beta \in \mathscr{C}$ and $|\beta|<m$. In particular $|z-2 \alpha|=m$. Repeat this and by induction we obtain for any positive integer $n$,

$$
|z-n \alpha|=m, \quad \alpha \in \mathscr{C}, \quad|\alpha|<m
$$

But any complex number $\beta$ can be written as

$$
\beta=n \alpha, \quad|\alpha|<m, \quad n=\text { positive integer }
$$

because $m \neq 0$. Thus $|z-\alpha|=m$ for all $\alpha \in \mathscr{C}$. This implies for any $\alpha, \beta \in \mathscr{C}$,

$$
|\alpha-\beta| \leqslant|z-\alpha|+|z-\beta|=2 m
$$

which is clearly not the case if $\alpha=3 m, \beta=0$. This contradiction is a result of the assumption that $K \neq \mathscr{Q}$. Hence $K=\mathscr{C}$ and by the Lemma 4.2, the valuation is uniquely determined.

This theorem allows one to describe all the archimedean valuations of an algebraic number field.

Let $K$ be an algebraic number field and $|x|_{1}$ an archimedean valuation on $K$. The completion, $\hat{K}$, of $K$ with respect to the valuation must be a copy of the reals or complexes with the usual valuation. This means there is an isomorphism, $\phi$, of $\hat{K}$ with $\mathscr{R}$ or $\mathscr{C}$ such that

$$
|x|_{1}=|\phi(x)|
$$

for all $x$ in $\hat{K}$ and where $|\phi(x)|$ denotes the usual absolute value on $\mathscr{R}$ or $\mathscr{C}$. We compose $\phi$ with the natural imbedding of $K$ into $R$ to see that $|x|_{1}$ is determined by the imbedding of $K$ into $\mathscr{R}$ or $\mathscr{C}$. So far we have proved the following:
4.3 Lemma. Every archimedean valuation of $K$ is equivalent to one obtained by the formula $|x|_{1}=|\phi(x)|$ for all $x$ in $K$ where $\phi$ is an imbedding of $K$ into $\mathscr{R}$ or $\mathscr{C}$ and $|\phi(x)|$ is the usual absolute value.

We shall next determine which of these are inequivalent. The notation of Section 11, Chapter I will be used. Namely let $\sigma_{1}, \ldots, \sigma_{r}$ be the distinct imbeddings of $K$ into $\mathscr{R}$ and let $\sigma_{r+1}, \ldots, \sigma_{r+s}, \bar{\sigma}_{r+1}, \ldots, \bar{\sigma}_{r+s}$ be the $2 s$ distinct imbeddings of $K$ into $\mathscr{C}$. Here $\bar{\sigma}$ means the map defined by taking the complex conjugate of $\sigma(x)$ for the value of $\bar{\sigma}(x)$.

Since a complex number and its conjugate have the same absolute value we find

$$
|\sigma(x)|=|\bar{\sigma}(x)|
$$

for all $x$. So the imbedding $\bar{\sigma}_{r+j}$ gives rise to the same valuation as the imbedding $\sigma_{r+j}$. It will be seen that these are the only relations between the valuations.

Let $|x|_{i}=\left|\sigma_{i}(x)\right|$ for $1 \leqslant i \leqslant r+s$. Each archimedean valuation of $K$ is equivalent to one of the $|x|_{i}$ and these are inequivalent. This has been proved already in the proof of the Dirichlet Unit Theorem (11.19). It was seen there that for each $i$ there exists $u_{i}$ in $K$ such that

$$
\left|u_{i}\right|_{i}>1 \quad \text { and } \quad\left|u_{i}\right|_{j}<1 i \neq j .
$$

This means $\left.\left|\left.\right|_{i}\right.$ is not equivalent to any other $|\right|_{j}$. We summarize these calculations.
4.4 Theorem. Let $K$ be an algebraic number field; $\sigma_{1}, \ldots, \sigma_{r}$ the real
imbeddings of $K ; \sigma_{r+1}, \ldots, \sigma_{r+s}$ one member of each conjugate pair of complex imbeddings. Each archimedean valuation is equivalent to one and only one of the valuations defined by $|x|_{i}=\left|\sigma_{i}(x)\right|$.

The terminology introduced for the rationals will also be used in the case of an algebraic number field, $K$. A prime of $K$ is an equivalence class of valuations. A prime is called an infinite prime if it contains an archimedean valuation. The other primes are called finite. An infinite prime is called a real prime of $K$ if the completion at that prime is the real field. The other infinite primes are complex.

If we now consider a finite-dimensional extension $L$ of $K$ and an archimedean valuation on $K$, then the valuations of $L$ which restrict to the given one on $K$ are easily described.

Let $\sigma$ be an imbedding of $K$ into $\mathscr{R}$ or $\mathscr{C}$ such that the valuation on $K$ is $|x|_{1}=|\sigma(x)|$. We may regard $\sigma$ as an imbedding into a field containing an algebraic closure of $K$. By Galois theory there exist $(L: K)=n$ extensions of $\sigma$ to imbeddings of $L$ into $\mathscr{C}$. (Even though $\sigma(K) \subset \mathscr{R}$ we cannot assert the extended map will carry $L$ into $\mathscr{R}$.)

We shall not try to describe any more precisely what the extensions are but at least we see extensions to $L$ can be described by Galois theory. In the next section a method will be described.

## 5. LOCAL NORMS AND TRACES AND THE PRODUCT FORMULA

Let $K$ denote any field and $L=K(\theta)$ a finite-dimensional, separable extension. Let $f(X)$ be the minimum polynomial of $\theta$ over $K$. Take $\mathfrak{p}$ either an archimedean prime of $K$ or a prime whose valuation ring $R$ is a DVR. Let $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{g}$ denote the primes of $L$ which extend $\mathfrak{p}$ and let $L_{i}$ denote the completion of $L$ at $\mathfrak{P}_{i}$.
5.1 Theorem. Let $f(X)=f_{1}(X) \cdots f_{t}(X)$ be the factorization of $f(X)$ as a product of irreducible polynomials over $K_{\mathrm{p}}$. If the $f_{i}(X)$ are suitably numbered then $g=t$ and

$$
L_{i} \cong K_{\mathrm{p}}[X] /\left(f_{i}(X)\right)
$$

We also have $L \otimes_{K} K_{\mathrm{p}} \cong L_{1} \oplus \cdots \oplus L_{g}$.
Proof. Since $f(X)$ is a separable polynomial we obtain (by CRT)

$$
L \otimes K_{\mathrm{p}}=K_{\mathrm{p}}[X] /(f(X)) \cong \sum \oplus K_{\mathrm{p}}[X] /\left(f_{i}(X)\right)
$$

We show the $L_{i}$ are the direct summands of $L \otimes K_{p}$.
Let $x \rightarrow x_{i}$ denote the imbedding of $L$ into $L_{i}$. Then the map on $L \otimes K_{p}$ determined by

$$
\varphi_{i}: x \otimes k \rightarrow x_{i} k
$$

is a homomorphism into $L_{i}$. This is in fact onto $L_{i}$ as one easily verifies by examining the Cauchy sequences in $L_{i}$. The only fields which are homomorphic images of $L \otimes K_{\mathfrak{p}}$ are the direct summands. So each $L_{i}$ is a direct summand. No two of the $\varphi_{i}$ have the same image because the composite map sending $x$ to $\varphi_{i}(x \otimes 1)$ is the natural imbedding of $L$ into $L_{i}$ and the $L_{i}$ are distinct completions of $L$. Thus the direct sum $L_{1} \oplus \cdots \oplus L_{g}$ is a direct summand of $L \otimes K_{p}$. But now

$$
\sum\left(L_{i}: K_{\mathrm{p}}\right)=\sum e_{i} f_{i}=(L: K)=\left(L \otimes K_{\mathrm{p}}: K_{\mathrm{p}}\right)
$$

by Proposition 3.8 and Corollary 6.7 of Chapter I. Thus $L \otimes K_{\mathfrak{p}}=L_{1} \oplus \cdots$ $\oplus L_{g}$.

Next we establish a further connection between the extension $L / K$ and the various completions $L_{i} / K_{p}$.
5.2 Theorem. For each element $y$ in $L$ we have
(i) char poly ${ }_{L / K}(y)=\prod_{i} \operatorname{char~poly}_{L_{i} / K_{\mathbf{p}}}(y)$
(ii) $\mathrm{N}_{L / K}(y)=\prod_{i} \mathrm{~N}_{L_{i} / K_{p}}(y)$
(iii) $\mathrm{T}_{L / K}(y)=\sum_{i} \mathrm{~T}_{L_{i} / K_{p}}(y)$

Proof. Let $x_{1}, \ldots, x_{n}$ be a $K$-basis for $L$. For $y$ in $L$ let $r_{y}$ denote the matrix $\left|a_{i j}\right|$ defined by $x_{i} y=\sum a_{i j} x_{j}$.

Now $x_{1} \otimes 1, \ldots, x_{n} \otimes 1$ is a $K_{\mathrm{p}}$ basis for $L \otimes K_{\mathrm{p}}$ and multiplication by $y \otimes 1$ induces a linear transformation with matrix $\left|a_{i j}\right|$ also.

Use a basis for $L \otimes K_{\mathfrak{p}}$ which is compatible with the decomposition $L_{1} \oplus \cdots \oplus L_{g}$. It follows that a matrix for $r_{y} \otimes 1$ has the form

$$
\operatorname{diag}\left\{r_{1}, \ldots, r_{g}\right\}
$$

where $r_{i}$ is a matrix for the regular representation of $y$ on $L_{i}$ over $K_{\mathrm{p}}$. Now it follows that

$$
\begin{aligned}
\operatorname{char}_{\operatorname{poly}_{L / K}}(y) & =\operatorname{det}\left(X I-r_{y}\right) \\
& =\prod \operatorname{det}\left(X I-r_{i}\right) \\
& =\prod \operatorname{char} \operatorname{poly}_{L_{i} / K_{\mathbf{p}}}(y)
\end{aligned}
$$

The statements (ii) and (iii) follow by examining the coefficients of the characteristic polynomials.

Now assume $\mathfrak{p}$ is a nonarchimedean prime on $K$ so it may be considered as an ideal in the valuation ring $R$. Let $R^{\prime}$ be the integral closure of $R$ in $L$ and $\mathfrak{p} R^{\prime}$ has the factorization

$$
\mathfrak{p} R^{\prime}=\mathfrak{P}_{1}^{e_{1}} \cdots \mathfrak{P}_{g}^{e_{g}} .
$$

If $L_{i}$ is the $\mathfrak{P}_{i}$ adic completion of $L$ then $\left(L_{i}: K_{p}\right)=e_{i} f_{i}$. We have seen that the valuation on $L_{i}$ can be given in the form

$$
|y|_{i}=\left|\mathrm{N}_{L_{i} / K_{p}}(y)\right|_{p}^{1 / e_{i} f_{i}} .
$$

We consider this for $y$ in $L$ and observe that

$$
\prod_{i}|y|^{e_{i} f_{i}}=\prod\left|\mathbf{N}_{L_{i} / K_{p}}(y)\right|_{p}=\left|\mathbf{N}_{L / K}(y)\right|_{p}
$$

If we replace the valuation $\left|\left.\right|_{i}\right.$ on $L_{i}$ by its $e_{i} f_{i}$ power we then obtain the following.
5.3 Lemma. If the valuations $\left|\left.\right|_{i}\right.$ on $L$ are suitably normalized, the following formula holds:

$$
\prod_{i}|y|_{i}=\left|\mathrm{N}_{L / K}(y)\right|_{\mathfrak{p}}
$$

A similar normalization can be obtained for archimedean valuations. Assume $|x|_{p}$ is the valuation on $K$ which is obtained by a particular imbedding $\sigma$ of $K$ into $\mathscr{R}$ or $\mathscr{C}$ by the formula $|x|_{\mathfrak{p}}=|\sigma(x)|$, where the last denotes the usual absolute value. All the extensions of $|x|_{p}$ to $L$ are determined by imbeddings $\sigma_{i}$ of $L$ into $\mathscr{C}$ which agree with $\sigma$ on $K$. The valuations on $L$ are normalized as follows:
I. $\sigma(K) \subset \mathscr{R}$ so $\mathfrak{p}$ is a real infinite prime. Then

$$
\begin{aligned}
|y|_{i} & =\left|\sigma_{i}(y)\right| & & \text { if } \quad \sigma_{i}(L) \subseteq \mathscr{R} \\
& =\left|\sigma_{i}(y)\right|^{2} & & \text { if } \quad \sigma_{i}(L) \not \subset \mathscr{R}
\end{aligned}
$$

In this case the term $\left|\sigma_{i}(y)\right|^{2}$ can be written as $\left|\sigma_{i}(y) \bar{\sigma}_{i}(y)\right|$. So

$$
\Pi|y|_{i}=\prod\left|\sigma_{k}(y)\right|
$$

where $\sigma_{k}$ runs through all extensions of $\sigma$ to imbeddings of $L$ into $\mathscr{C}$. These images may be regarded as landing in a normal extension of $K$ so the product is $\left|\mathrm{N}_{L / K}(y)\right|_{p}$.
II. $\sigma(K) \not \subset \mathscr{R}$ so $\mathfrak{p}$ is a complex infinite prime.

Then $|y|_{i}=\left|\sigma_{i}(y)\right|$ where $\sigma_{i}$ runs through all extensions of $\sigma$. As above,

$$
\prod|y|_{i}=\left|\mathbf{N}_{L / K}(y)\right|_{p}
$$

These normalizations enable us to prove a product formula for algebraic number fields.

Product Formula. Let $K$ be an algebraic number field. For each prime $\mathfrak{P}$ of $K$ (finite or infinite) there is a valuation $|x|_{\mathfrak{p}}$ in $\mathfrak{P}$ such that for each $x \neq 0$ in $K$ the formula holds

$$
\prod_{\mathfrak{P}}|x|_{\mathfrak{P}}=1
$$

Proof. Let $\mathfrak{p}$ be any prime of the rational field $Q$ and $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{g}$ the distinct primes of $K$ which extend $\mathfrak{p}$. We may select valuations $|x|_{\mathfrak{P}_{1}}$ in $\mathfrak{P}_{i}$ such that

$$
\prod_{i}|x|_{\mathfrak{F}_{i}}=\left|\mathbf{N}_{K / Q}(x)\right|_{\mathfrak{p}}
$$

where $|y|_{p}$ is the normalized valuation on $Q$ defined in Section 1. Let us write $\mathfrak{P}_{i} \mid \mathfrak{p}$ to denote that $\mathfrak{P}_{i}$ is a prime extending $\mathfrak{p}$. Then

$$
\prod_{\mathfrak{P}}|x|_{\mathfrak{P}}=\prod_{\mathfrak{p}} \prod_{\mathfrak{B}_{i} \mid \mathfrak{p}}|x|_{\mathfrak{P}_{i}}=\prod_{\mathfrak{p}}\left|\mathrm{N}_{K / \mathfrak{Q}}(x)\right|_{\mathfrak{p}}=1
$$

by the product formula for $Q$.
Examples. Let $K=Q(\theta)$ with $\theta^{3}=2$.
There is one real imbedding of $K$ obtained by taking $\sigma_{1}(\theta)=$ real cube root of $2=2^{1 / 3}$. The pair of complex imbeddings are found by $\sigma_{2}(\theta)=\omega 2^{1 / 3}$ and $\bar{\sigma}_{2}(\theta)=\bar{\omega} 2^{1 / 3}$ where $\omega$ is a primitive cube root of unity. Thus $K$ has two archimedean primes, one real and one complex.

To discuss the nonarchimedean primes of $K$ it is necessary to know either how $X^{3}-2$ factors over $Q_{p}$, the padic completion of $Q$ or how the prime $p$ factors in the ring of algebraic integers in $K$. This latter information has been given for some primes $p$ in Chapter I, Section 7.

For example the prime $p=7$ remains prime. That is there is a unique prime of $K$, say $\mathfrak{P}$, containing 7. Hence the 7adic valuation on $Q$ has a unique extension to $K$. After taking completions we find $\left(K_{\mathfrak{F}}: Q_{7}\right)=3$ by Proposition 3.7(d) and (e).

The prime $p=29$ is contained in two primes $\mathfrak{P}_{1}, \mathfrak{P}_{2}$ of $K$ having relative degrees $f_{1}=1$ and $f_{2}=2$. Thus the completions satisfy

$$
\left(K_{P_{1}}: Q_{29}\right)=1, \quad\left(K_{P_{2}}: Q_{29}\right)=2
$$

This gives an example where $K \neq Q$ but $K_{\mathfrak{P}_{1}}=Q_{29}$. This will happen, of course, whenever $e f=1$.

The ramified primes $p=2$ and $p=3$ are each contained in unique primes $\mathfrak{P}_{2}, \mathfrak{P}_{3}$ of $K$ with relative degrees equal to one and ramification numbers equal to three. The completions $K_{\mathfrak{P}_{2}}, K_{\mathfrak{P}_{3}}$ have dimension three over $Q_{2}, Q_{3}$, respectively.

We can compute the extended valuations by the formulas obtained in this section. For example $\mathrm{N}_{K_{\Re_{2}} / Q_{2}}=\mathrm{N}_{K / Q}$ on $K$ since 2 has a unique prime of $K$ over it. Thus the valuation on $K_{刃_{2}}$ is given by

$$
|x|=\left|\mathrm{N}_{K_{\mathfrak{F}_{2}} / Q_{2}}(x)\right|_{2}^{1 / 3}, \quad x \text { in } K_{\mathfrak{P}_{2}} .
$$

When we restrict $x$ to lie in $K$ we obtain

$$
|x|=\left|\mathbf{N}_{K / Q}\right|_{2}^{1 / 3}
$$

For example, if we normalize $\left.\left|\left.\right|_{2}\right.$ so that $| 2\right|_{2}=\frac{1}{2}$ then

$$
|\theta|=\left|\mathrm{N}_{K / Q}(\theta)\right|_{2}^{1 / 3}=|2|_{2}^{1 / 3}=\left(\frac{1}{2}\right)^{1 / 3}
$$

Exercise 1. Let $K$ be an algebraic number field, $L=K(\theta)$ an extension generated by an element $\theta$ with minimum polynomial $f(X)$. Let $\mathfrak{p}$ be a prime of $K$ and suppose $f(X)$ factors as $f_{1}(X) \cdots f_{g}(X)$ over the completion $K_{\mathfrak{p}}$. Then the prime $\mathfrak{p}$ of $K$ has exactly $g$ extensions to primes $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{g}$ of $L$ and with suitable numbering $e\left(\mathfrak{P}_{i} / \mathfrak{p}\right) f\left(\mathfrak{P}_{i} / \mathfrak{p}\right)=$ degree $f_{i}(X)$.

Exercise 2. Let $L=Q(\theta)$ where $\theta$ is a root of $X^{4}-14=0$.
(i) Show the prime 5 of $Q$ has two factors $\mathfrak{P}_{1}, \mathfrak{P}_{2}$ in $L$ and $\left(L_{\mathfrak{P}_{i}}: Q_{5}\right)=2$ for $i=1,2$.

Procedure. Use Exercise 5 following Chapter II, Section 2 to see that 14 is a square but not a fourth power in $Q_{5}$.
(ii) Show that the prime 11 has three factors $\mathfrak{P}_{1}, \mathfrak{P}_{2}, \mathfrak{P}_{3}$ in $L$ and $L_{\mathfrak{P}_{1}}=$ $L_{\mathfrak{P}_{2}}=Q_{11}$ while $\left(L_{\mathfrak{P}_{3}}: Q_{11}\right)=2$.
(iii) The prime 13 has four prime factors in $L$.

Let $k=\mathrm{GF}(q), q$ a prime power, and $K=k(x)$ the field of rational functions in one indeterminant.

Exercise 3. For each monic irreducible polynomial $p(x)$ in $k[x]$ there is a prime of $K$ containing the valuation defined by

$$
|y|_{p}=q^{-v(y)}
$$

where $v$ is the exponential valuation

$$
v\left(p(x)^{t} a(x) / b(x)\right)=t \operatorname{deg} p(x)
$$

if $a(x), b(x)$ are polynomials not divisible by $p(x)$.
There is a prime $p$ on $K$ containing the valuation

$$
|a(x) / b(x)|_{p}=q^{\operatorname{deg} a(x)-\operatorname{deg} b(x)} .
$$

Show that these primes are mutually inequivalent and every prime of $K$ is equivalent to one of these.

Exercise 4. With the valuations of $K$ normalized as above show the product formula holds; that is $y \neq 0$ in $K$ implies

$$
\prod_{\text {all } p}|y|_{p}=1
$$

Exercise 5. Let $p$ be the prime of $K$ corresponding to the irreducible polynomial $p(x)=x$. The completion $K_{p}$ is naturally isomorphic to the

Laurent series field $k\langle x\rangle$ consisting of all elements

$$
x^{n}\left(a_{0}+a_{1} x+\cdots\right)
$$

with $n$ any integer and the $a_{i} \in k$.
Exercise 6. If $p$ is the prime corresponding to an irreducible polynomial of degree $f$ then $K_{p}$ is isomorphic to the Laurent series field $F\langle x\rangle$ with $F=\mathrm{GF}\left(q^{f}\right)$.

Exercise 7. The completion of $K$ with respect to the remaining prime is isomorphic to $k\langle y\rangle$ with $y=1 / x$.

## Chapter III

## decomposition groups and the artin map

## 1. DECOMPOSITION AND INERTIA GROUPS

We want to study the decomposition of primes of an algebraic number field $K$ in a finite-dimensional Galois extension $L$ with Galois group $G$. There are connections between ramification numbers, relative degrees of a prime and certain subgroups of $G$. Parts of the discussion work equally well for finite and infinite primes so we shall make the appropriate definitions.

Let $\mathfrak{p}$ be an infinite prime of $K$ and $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{g}$ the distinct primes of $L$ which extend $\mathfrak{p}$. We say $\mathfrak{P}_{i}$ is unramified if the completions $L_{\mathfrak{P}_{l}}$ and $K_{\mathfrak{p}}$ are equal; that is if $\mathfrak{P}_{i}$ and $\mathfrak{p}$ are both real or both complex. In this case we set $e\left(\mathfrak{P}_{i} / \mathfrak{p}\right)=$ $f\left(\mathfrak{P}_{i} / \mathfrak{p}\right)=1$. In the remaining case $\mathfrak{p}$ is real and $\mathfrak{P}_{i}$ complex. We set $e\left(\mathfrak{P}_{i} / \mathfrak{p}\right)=$ $2, f\left(\mathfrak{P}_{i} / \mathfrak{p}\right)=1$. We then have

$$
\begin{gathered}
\left(L_{\mathfrak{p}_{i}}: K_{\mathfrak{p}}\right)=e_{i} f_{i} \\
\sum\left(L_{\mathfrak{P}_{i}}: K_{\mathfrak{p}}\right)=(L: K),
\end{gathered}
$$

just as in the case of finite primes. These definitions are the same whether $L$ is Galois over $K$ or not. Just as in the finite case the Galois group is transitive on the $\mathfrak{P}_{i}$ and all the $e_{i}$ are equal.

Now let $\mathfrak{p}$ denote any prime of $K$, finite or infinite, and let its decomposition in $L$ be

$$
\mathfrak{p}=\left(\mathfrak{P}_{1} \cdots \mathfrak{P}_{g}\right)^{e} .
$$

Set $\mathfrak{P}=\mathfrak{P}_{1}$ and

$$
G(\mathfrak{P})=\{\sigma \in G \mid \sigma(\mathfrak{P})=\mathfrak{P}\}
$$

We call $G(\mathfrak{P})$ the decomposition group of $\mathfrak{P}$.
1.1 Lemma. $|G(\mathfrak{P})|=e f$ with $f=$ relative degree of $\mathfrak{P}$ over $p$.

Proof. The Galois group $G$ is transitive on the $w_{i}$ so the subgroup fixing one of them has index $[G: G(\mathfrak{P})]=g$. The result now follows from the relation $|G|=(L: K)=e f g$.

Let $K_{\mathfrak{p}}$ and $L_{\mathfrak{B}}$ denote the completions at the indicated primes. Each element $\sigma$ in $G(\mathfrak{P})$ leaves fixed the $\mathfrak{F}$ adic valuation on $L$ and so there is a unique element $\sigma^{*}$ in $G\left(L_{\mathfrak{q}} / K_{\mathfrak{p}}\right)$ with the property $\sigma^{*}=\sigma$ on $L$ (by Chapter II, Theorem 2.2 applied to $\sigma: L \rightarrow L$ ).

This shows that the correspondence $\sigma \rightarrow \sigma^{*}$ is one to one. It is a group homomorphism because of the uniqueness property. That is $\sigma^{*} \tau^{*}$ and $(\sigma \tau)^{*}$ are both extensions of $\sigma \tau$ and hence are equal. Finally we recall $\left(L_{\mathfrak{p}}: K_{\mathfrak{p}}\right)=$ $e f=|G(\mathfrak{P})|$ so $G(\mathfrak{P})$ maps onto the full Galois group of $L_{\mathfrak{p}}$ over $K_{\mathfrak{p}}$.

From now on we shall identify $G(\mathfrak{P})$ with $G\left(L_{\mathfrak{p}} / K_{\mathfrak{p}}\right)$.
Now assume $p$ is a finite prime of $K$.
Let $R, R^{\prime}$ denote the valuation rings in $K_{\mathfrak{p}}$ and $L_{\mathfrak{P}}$, respectively; the maximal ideals are $p$ and $\mathfrak{P}$; the residue fields are $\bar{R}$ and $\bar{R}^{\prime}$. These are finite fields with $\left(\bar{R}^{\prime}: \bar{R}\right)=f$. For $\sigma \in G(\mathfrak{P})$ let $\bar{\sigma}$ denote the automorphism of $\bar{R}^{\prime}$ defined by

$$
\bar{\sigma}(x+\mathfrak{P})=\sigma(x)+\mathfrak{P} .
$$

The mapping $\sigma \rightarrow \bar{\sigma}$ is evidently a homomorphism of $G(\mathfrak{P})$ into $G\left(\bar{R}^{\prime} / \bar{R}\right)$. The kernel of this map is denoted by $T(\mathfrak{P})$ and is called the inertia group of $\mathfrak{P}$. Clearly $T(\mathfrak{P})$ reflects the ramification of $\mathfrak{P}$. We shall describe $T(\mathfrak{P})$ more precisely and make this connection clear. First the following definition is needed.

Definition. A finite prime $\mathfrak{p}$ of $K$ is totally ramified in $L$ if $\mathfrak{p}$ has only one prime divisor $\mathfrak{P}$ in $L$ and the relative degree $f(\mathfrak{P} / \mathfrak{p})$ equals one.

When this situation holds it necessarily follows that the ramification number of $\mathfrak{P}$ over $\mathfrak{p}$ equals the degree of the field extension.

Exercise. Let $K \subset E \subset L$ be a tower of algebraic number fields and let $p$ be a prime of $K$ which is totally ramified in $L$. Then $p$ is totally ramified in $E$.

Now we describe some properties of $T(\mathfrak{P})$ and $G(\mathfrak{P})$.

### 1.2 Theorem

(a) The map $\sigma \rightarrow \bar{\sigma}$ carries $G(\mathfrak{P})$ onto $G\left(\bar{R}^{\prime} / \bar{R}\right)$;
(b) $|T(\mathfrak{P})|=e(\mathfrak{P} / \mathfrak{p})=e$;
(c) the subfield $E$ of $L_{\mathfrak{P}}$ left fixed by $T(\mathfrak{P})$ is an unramified extension of $K_{\mathrm{p}}$ and

$$
f\left(E / K_{\mathfrak{p}}\right)=\left(E: K_{p}\right)=f\left(L_{\mathfrak{w}} / K_{\mathrm{p}}\right)=f ;
$$

(d) the extension $L_{\mathfrak{q}} / E$ is totally ramified having $e\left(L_{\mathfrak{N}} / E\right)=\left(L_{\mathfrak{p}}: E\right)=e$.

Proof. Let $\bar{R} \cong G F(q), \bar{R}^{\prime} \cong G F\left(q^{f}\right)$ and let $d=q^{f}-1$. Consider the polynomial

$$
A(X)=X^{d}-1 \quad \in R[X] .
$$

When we pass to $\bar{R}, \bar{A}(X)$ splits in $\bar{R}^{\prime}$ and in fact the roots of $\bar{A}(X)$ are precisely the nonzero elements in $\bar{R}^{\prime}$. One of the elements in $\bar{R}^{\prime}$ has degree $f$ over $\bar{R}$ so $\bar{A}(X)$ must factor as

$$
\bar{A}(X)=b(X) c(X)
$$

with $b(X)$ irreducible of degree $f$ over $\bar{R}$. The polynomials $b(X)$ and $c(X)$ are relatively prime because $\bar{A}(X)$ has no repeated roots. Hensel's lemma (Chapter II, Proposition 3.5) may be applied to obtain the factorization

$$
A(X)=B(X) C(X)
$$

with $B(X)$ in $R[X]$ irreducible of degree $f$ and $\bar{B}(X)=b(X)$. By Chapter II, Corollary 3.6 a simple root of $b(X)$ in $\bar{R}^{\prime}$ is the image of a root $\theta$ in $R^{\prime}$ of $B(X)$.

Now let $E=K_{\mathfrak{p}}(\theta)$ and $S=$ valuation ring in $E$. Since $\theta$ is a $d$ th root of unity all roots of $B(X)$ are powers of $\theta$. Thus $E$ is the splitting field of $B(X)$ so $E$ is normal over $K_{\mathrm{p}}$. Moreover $\left(E: K_{\mathrm{p}}\right)=f=\operatorname{degree} B(X)$. Any element $\sigma$ in $G(\mathfrak{P})$ permutes the roots of $B(X)$ in exactly the same way as $\bar{\sigma}$ permutes the roots of $\bar{B}(X)$ since the roots correspond one to one. Thus $\sigma$ fixes $\theta$ if and only if $\bar{\sigma}$ fixes $\bar{\theta}$. It follows that $T(\mathfrak{P})$ is exactly the subgroup fixing $E$ because any $\bar{\sigma}$ fixing $\bar{\theta}$ is the identity on $\bar{R}^{\prime}$. Now

$$
[G(\mathfrak{P}): T(\mathfrak{P})]=\left(E: K_{\mathrm{p}}\right)=f
$$

and so $|T(\mathfrak{P})|=e$ because $|G(\mathfrak{P})|=e f$.
Since $\left|G\left(\bar{R}^{\prime} / \bar{R}\right)\right|=f$ it follows that $G(\mathfrak{P})$ maps onto $G\left(\bar{R}^{\prime} / \bar{R}\right)$. This proves Statements (a), (b), and (c).
To prove Statement (d) we observe that

$$
\bar{R}^{\prime} \supseteq \bar{S} \supseteq \bar{R}(\theta)=\bar{R}^{\prime}
$$

so in fact $\bar{S}=\bar{R}^{\prime}$. Thus $f\left(L_{\mathfrak{p}} / E\right)=1$ and $\left(L_{\mathfrak{p}}: E\right)=e\left(L_{\mathfrak{p}} / E\right)$ as required.
We now translate this local data into global data.
The chain of subgroups

$$
1<T(\mathfrak{P})<G(\mathfrak{P})<G=G(L / K)
$$

corresponds by Galois theory to the chain of subfields

$$
L>K^{\mathrm{T}(\mathfrak{P})}>K^{\mathrm{G}(\mathfrak{P})}>K .
$$

We call $K^{T(\mathfrak{P})}$ and $K^{G(\mathfrak{P})}$ the inertia field and decomposition field of $\mathfrak{P}$ over $K$. Let the primes in these fields be denoted by

$$
\mathfrak{P}_{\mathrm{T}}=\mathfrak{P} \cap K^{\mathrm{T}(\mathfrak{P})}, \quad \mathfrak{P}_{z}=\mathfrak{P} \cap K^{\mathrm{G}(\mathfrak{P})} .
$$

### 1.3 Theorem

(a) $\mathfrak{P}_{z}$ is unramified in $K^{T(\mathcal{P})}$. The only divisor of $\mathfrak{P}_{Z}$ in $K^{T(\mathfrak{P})}$ is $\mathfrak{P}_{T}$ and $f\left(\mathfrak{P}_{\mathrm{r}} / \mathfrak{P}_{\mathrm{z}}\right)=f(\mathfrak{P} / \mathfrak{p})$.
(b) $\mathfrak{P}_{\mathrm{T}}$ is totally ramified in $L . \mathfrak{P}$ is the only divisor in $L$ of $\mathfrak{P}_{\mathrm{T}}$ and $e\left(\mathfrak{P} / \mathcal{P}_{T}\right)=e(\mathfrak{P} / \mathfrak{p})$.
Proof. The group $G(\mathfrak{P})$ is the Galois group of $L$ over $K^{G(\mathfrak{P})}$ and so $G(\mathfrak{P})$ is transitive on the divisors in $L$ of $\mathfrak{P}_{z}$. However $\mathfrak{P}$ is one of those divisors and $G(\mathfrak{P})$ leaves $\mathfrak{P}$ fixed. Hence $\mathfrak{P}_{Z}$ has only one divisor in $L$. Now we complete all the fields at the primes above $\mathfrak{P}_{z}$. The statements about relative degree and ramification hold in the complete case by Theorem 1.2 and so they hold also in the global case.
The group $G(\mathfrak{P})$ need not be normal in $G$ so this complicates the discussion of the factorization of $\mathfrak{p}$ in $K^{G(\mathfrak{p})}$. We shall be able to describe the situation shortly but for now we give the easier case. We shall refer to this in the case where $G$ is abelian.
1.4 Proposition. Suppose $G(\mathfrak{P})$ is normal in $G$. Then $p$ has the factorization $\mathfrak{p}=\mathfrak{p}_{1} \cdots \mathfrak{p}_{\boldsymbol{g}}$ in $K^{G(\mathfrak{q})}$ where $e\left(\mathfrak{p}_{i} / \mathfrak{p}\right)=f\left(\mathfrak{p}_{i} / \mathfrak{p}\right)=1$.

Proof. From above we see $e\left(\mathfrak{P} / \mathfrak{P}_{z}\right)=e(\mathfrak{P} / \mathfrak{p})$ and $f\left(\mathfrak{P} / \mathfrak{P}_{z}\right)=f(\mathfrak{P} / \mathfrak{p})$ so the multiplicative property of the es and $f$ s implies

$$
e\left(\mathfrak{P}_{z} / \mathfrak{p}\right)=f\left(\mathfrak{P}_{z} / \mathfrak{p}\right)=1 .
$$

Our additional hypothesis that $G(\mathfrak{P})$ is normal in $G$ means $K^{C(\mathfrak{P})}$ is Galois over $K$ so all prime divisors of $\mathfrak{p}$ in $K^{G(\mathcal{P})}$ have the same ramification number and same relative degree as $\mathfrak{P}_{z}$ over $\mathfrak{p}$.

## 2. THE FROBENIUS AUTOMORPHISM

We continue in the context of the previous section except that we suppose $\mathfrak{p}$ is unramified in $L$.
In this case the inertia group $T(\mathfrak{P})$ has order $e=1$ so in particular $G(\mathfrak{P}) \cong$ $G\left(\bar{R}^{\prime} / \bar{R}\right)$. This last group is the Galois group of a finite field and so it is cyclic of order $f$. Then the decomposition group $G(\mathfrak{P})$ is cyclic of order $f$.

Even more can be said. The Galois group of $\bar{R}^{\prime}=G F\left(q^{f}\right)$ over $\bar{R}=G F(q)$ is generated by a distinguished automorphism

$$
\bar{x} \rightarrow \bar{x}^{q} .
$$

This means there is a unique automorphism $\sigma \in G(\mathfrak{P})$ which satisfies

$$
\begin{equation*}
\sigma(x) \equiv x^{q} \bmod \mathfrak{P}, \quad x \in R^{\prime} \tag{2.1}
\end{equation*}
$$

This automorphism is called the Frobenius automorphism of $\mathfrak{P}$. To indicate the dependence upon $\mathfrak{P}, L$, and $K$ we denote it by

$$
\sigma=\left[\frac{L / K}{\mathfrak{P}}\right]
$$

This notion plays an important part in the sequel.
Exercise. Show there is a primitive $q^{f}-1$ root of unity, $\beta$, in $L_{\mathfrak{p}}$ and the Frobenius automorphism $\sigma$ is uniquely determined by the condition $\sigma(\beta)=\beta^{q}$.

We shall make a number of calculations to determine the behavior of the Frobenius automorphism as a function of $\mathfrak{p}, K, L$.

Suppose $\mathfrak{P}_{j}$ is another prime of $L$ dividing $\mathfrak{p}$. There exists $\tau \in G(L / K)$ with $\tau(\mathfrak{P})=\mathfrak{P}_{j}$. If $\sigma$ is an element of $G(\mathfrak{P})$ then $\tau \sigma \tau^{-1}$ is in $G\left(\mathfrak{P}_{j}\right)$ and conversely. So we have

$$
G\left(\mathfrak{P}_{j}\right)=G(\tau(\mathfrak{P}))=\tau G(\mathfrak{P}) \tau^{-1}
$$

### 2.2 Property

$$
\left[\frac{L / K}{\tau(\mathfrak{P})}\right]=\tau\left[\frac{L / K}{\mathfrak{P}}\right] \tau^{-1} .
$$

Proof. Any element in the ring of algebraic integers of $L$ can be written as $\tau^{-1}(x)$ with $x$ an algebraic integer. By (2.1) we obtain

$$
\left[\frac{L / K}{\mathfrak{P}}\right] \tau^{-1}(x) \equiv \tau^{-1}(x)^{q} \bmod \mathfrak{P}
$$

Apply $\tau$ to this and obtain

$$
\tau\left[\frac{L / K}{\mathfrak{P}}\right] \tau^{-1}(x) \equiv x^{q} \bmod \tau(\mathfrak{P})
$$

The uniqueness of the Frobenius automorphism gives the desired result.
Suppose $L \supset E \supset K$ and $\mathfrak{P} \cap E=\mathfrak{p}_{0}$. Since $\mathfrak{p}$ is unramified in $L, \mathfrak{p}_{0}$ is also unramified in $L$. There is defined then a Frobenius automorphism of $\mathfrak{P}$ for the extension $L / E$. It is related to that for $L / K$ as follows.

### 2.3 Property

$$
\left[\frac{L / K}{\mathfrak{P}}\right]^{f\left(\mathfrak{p o}_{0} / \mathbf{p}\right)}=\left[\frac{L / E}{\mathfrak{P}}\right] .
$$

Proof. The residue fields of the rings of integers in $L, E, K$ modulo $\mathfrak{P}, \mathfrak{p}_{0}, \mathfrak{p}$ are related by

$$
G F\left(q^{\delta}\right) \supset G F\left(q^{f_{0}}\right) \supset G F(q)
$$

with $f_{0}=f\left(\mathfrak{p}_{0} / \mathfrak{p}\right)$. The generating automorphism for the Galois group of $G F\left(q^{f}\right)$ over $G F\left(q^{f 0}\right)$ is

$$
\bar{x} \rightarrow \bar{x}^{q^{\rho_{0}}}
$$

and this is the $f_{0}$ power of the generating automorphism when $G F(q)$ is the ground field. The property now follows from the definitions of the Frobenius automorphism of $\mathfrak{P}$ over $E$ and over $K$.

Suppose we also know $E$ is normal over $K$. Thus the expression

$$
\left[\frac{E / K}{\mathfrak{p}_{0}}\right]
$$

is defined.

### 2.4 Property

$$
\left.\left[\frac{E / K}{\mathfrak{p}_{0}}\right]=\left[\frac{L / K}{\mathfrak{P}}\right] \right\rvert\, E \quad \text { (restriction to } E \text { ). }
$$

Proof. For an algebraic integer $x$ in $E$, a congruence of the type

$$
\sigma(x) \equiv x^{q} \bmod \mathfrak{P}
$$

is equivalent to a congruence

$$
\sigma(x) \equiv x^{q} \bmod \mathfrak{p}_{0}
$$

because $\mathfrak{P} \cap E=\mathfrak{p}_{0}$ is sent to itself by $G(\mathfrak{P})$ when $E$ is normal over $K$. Thus with

$$
\sigma=\left[\frac{L / K}{\mathfrak{P}}\right]
$$

we have

$$
\sigma \left\lvert\, E=\left[\frac{E / K}{\mathfrak{p}_{0}}\right]\right.
$$

Next suppose $E_{1}$ and $E_{2}$ are normal over $K$ and $L=E_{1} E_{2}$. Let $\mathfrak{P} \cap E_{i}=\mathfrak{p}_{i}$ for $i=1,2$. The expressions

$$
\left[\frac{E_{1} E_{2} / K}{\mathfrak{P}}\right], \quad\left[\frac{E_{1} / K}{\mathfrak{p}_{1}}\right], \quad\left[\frac{E_{2} / K}{\mathfrak{p}_{2}}\right]
$$

are defined but they lie in different groups. Consider the mapping

$$
G(L / K) \rightarrow G\left(E_{1} / K\right) \times G\left(E_{2} / K\right)
$$

defined by

$$
\sigma \rightarrow\left(\sigma\left|E_{1}, \sigma\right| E_{2}\right) .
$$

This is a one-to-one mapping because any automorphism which is the identity on both $E_{1}$ and $E_{2}$ is the identity on $L=E_{1} E_{2}$. Identify $G(L / K)$ with its image in the direct product of $G\left(E_{1} / K\right)$ and $G\left(E_{2} / K\right)$. Property 2.4 implies the next statement.

### 2.5 Property

$$
\left[\frac{E_{1} E_{2} / K}{\mathfrak{P}}\right]=\left[\frac{E_{1} / K}{\mathfrak{p}_{1}}\right] \times\left[\frac{E_{2} / K}{\mathfrak{p}_{2}}\right] .
$$

Definition. A prime $\mathfrak{p}$ of $K$ is said to split completely in $L$ if $\mathfrak{p}$ has ( $L: K$ ) distinct prime divisors in $L$.

An equivalent statement is that $\mathfrak{p}$ splits completely in $L$ if for each prime $\mathfrak{P}$ of $L$ dividing $\mathfrak{p}$ we have $e(\mathfrak{P} / \mathfrak{p})=f(\mathfrak{P} / \mathfrak{p})=1$.
2.6 Property. The prime $\mathfrak{p}$ splits completely in $L$ if and only if

$$
\left[\frac{L / K}{\mathfrak{P}}\right]=1 .
$$

Proof. The definition of

$$
\left[\frac{L / K}{\mathfrak{P}}\right]
$$

implies that it generates the decomposition group $G(\mathfrak{P})$. However $\mathfrak{p}$ splits completely if and only if $|G(\mathfrak{P})|=e f=1$.
2.7 Corollary. Let $E_{1}$ and $E_{2}$ be normal extensions of $K$ and $L=E_{1} E_{2}$. The prime $\mathfrak{p}$ of $K$ splits completely in $L$ if and only if $\mathfrak{p}$ splits completely in both $E_{1}$ and $E_{2}$.

Proof. By Property 2.5,

$$
\left[\frac{L / K}{\mathfrak{P}}\right]=1 \quad \text { if and only if } \quad\left[\frac{E_{i} / K}{\mathfrak{p}_{i}}\right]=1
$$

for $i=1$ and 2 .

## Factorization in Nonnormal Extensions

In the case $L / K$ is a normal extension, the Frobenius automorphism carries all the information about the factorization of unramified primes. That is

$$
\left[\frac{L / K}{\mathfrak{P}}\right]
$$

has order $f$ [because it generates $G(\mathfrak{P})]$ and the number of prime factors in $L$ of $\mathfrak{p}$ is $g=(L: K) / f$.

We shall now consider how the Frobenius automorphism can be used to describe the factorization of $p$ in some nonnormal extension.

Consider a tower $K \subset E \subset L$ with $E / K$ not necessarily normal. Let $H$ be the subgroup of $G(L / K)$ fixing $E$ elementwise. Consider a coset decomposition of $G=G(L / K)$ given by

$$
G=H \sigma_{1} \cup \cdots \cup H \sigma_{k} .
$$

Any element $\sigma$ in $G$ permutes these cosets by right multiplication: $H \sigma_{i} \rightarrow H \sigma_{i} \sigma$. By a cycle of length $t$ for $\sigma$ we mean a sequence

$$
H \sigma_{i}, H \sigma_{i} \sigma, H \sigma_{i} \sigma^{2}, \ldots, H \sigma_{i} \sigma^{t-1}
$$

in which the $t$ cosets are distinct and $H \sigma_{i}=H \sigma_{i} \sigma^{t}$. This coincides with the usual notion of a cycle for permutations. The collection of all cosets is partitioned into disjoint cycles of $\sigma$.

We want to describe how the prime $\mathfrak{p}$ of $K$ factors into a product of primes of $E$. We still assume $\mathfrak{p}$ is unramified in $L$ and $\mathfrak{P}$ is a prime factor of $\mathfrak{p}$ in $L$.
2.8 Proposition. Let $\sigma$ be the Frobenius automorphism of $\mathfrak{P}$ in $L / K$. Suppose $\sigma$ has cycles of length $t_{1}, \ldots, t_{s}$ when acting upon the cosets of $H$ in $G$. Then $\mathfrak{p}$ is the product of $s$ distinct primes in $E$ having relative degrees $t_{1}, \ldots, t_{s}$.

Proof. Let $H \tau$ be a representative of a cycle of length $t$ for $\sigma$. Set $p_{0}=$ $\tau(\mathfrak{P}) \cap E$. Then $\mathfrak{p}_{0}$ is a prime of $E$ dividing $\tau(\mathfrak{P}) \cap K=\mathfrak{p}$. The relative degree $f\left(p_{0} / \mathfrak{p}\right)=f$ can be computed in the following way:

The relative degree of $\tau(\mathfrak{P})$ over $\mathfrak{p}_{0}$ is the order of the decomposition group $H(\tau(\mathfrak{P}))$ - the subgroup of $H=G(L / E)$ fixing $\tau(\mathfrak{P})$. This subgroup is clearly given by

$$
H(\tau(\mathfrak{P}))=H \cap G(\tau(\mathfrak{P})) .
$$

Now $G(\tau(\mathfrak{P}))=\tau G(\mathfrak{P}) \tau^{-1}=\left\langle\tau \sigma \tau^{-1}\right\rangle$ because the Frobenius automorphism $\sigma$ generates $G(\mathfrak{P})$. It takes just one step to show

$$
H \cap\left\langle\tau \sigma \tau^{-1}\right\rangle=\left\langle\tau \sigma^{t} \tau^{-1}\right\rangle
$$

when $t$ is the least positive integer for which $H \tau=H \tau \sigma^{t}$. So we have $H(\tau(\mathfrak{P}))=$ $\left\langle\tau \sigma^{\prime} \tau^{-1}\right\rangle$. Now finally

$$
\begin{aligned}
f\left(\mathfrak{p}_{0} / \mathfrak{p}\right) & =f(\mathfrak{P} / \mathfrak{p}) / f\left(\mathfrak{P} / \mathfrak{p}_{0}\right) \\
& =|G(\mathfrak{P})| /|H(\tau(\mathfrak{P}))| \\
& =|\langle\sigma\rangle| /\left|\left\langle\tau \sigma^{t} \tau^{-1}\right\rangle\right|=t .
\end{aligned}
$$

Thus a cycle for $\sigma$ of length $t$ corresponds to a prime of $E$ dividing $p$ and having relative degree $t$. Next we prove this correspondence is one to one.

Suppose $H \tau$ and $H \lambda$ are cosets of $H$ for which

$$
\mathfrak{p}_{0}=\lambda(\mathfrak{P}) \cap E=\tau(\mathfrak{P}) \cap E .
$$

Then $\lambda(\mathfrak{P})$ and $\tau(\mathfrak{P})$ are primes of $L$ dividing $\mathfrak{p}_{0}$ and by transitivity properties of the Galois group $H$, there is some $\gamma$ in $H$ with $\gamma \lambda(\mathfrak{P})=\tau(\mathfrak{P})$. It follows $\tau^{-1} \gamma \lambda$ is in $G(\mathfrak{P})=\langle\sigma\rangle$ so $\gamma \lambda=\tau \sigma^{i}$ for some $i$. Hence

$$
H \tau \sigma^{i}=H \gamma \lambda=H \lambda
$$

and so $H \tau, H \lambda$ belong to the same cycle.
The last step requires that we show every prime divisor in $E$ of $\mathbf{p}$ has been obtained by this procedure. Each of the $s$ cycles corresponds to a prime $\mathfrak{p}_{i}$ of $E$ having relative degree $t_{i}=f\left(\mathfrak{p}_{i} / \mathfrak{p}\right)$. But now

$$
\sum t_{i}=[G: H]=(E: K)
$$

along with Corollary 6.7, Chapter I, implies that all the prime divisors of $\mathfrak{p}$ in $E$ have been counted.
2.9 Corollary. The number of primes in $E$ dividing $\mathfrak{p}$ which have relative degree one over $\mathfrak{p}$ is equal to the number of coset representatives $\sigma_{i}$ which satisfy $\sigma_{i} G(\mathfrak{P}) \sigma_{i}^{-1} \subseteq H$.

Proof. The stated condition is equivalent to $H \sigma_{i} \sigma=H \sigma_{i}$ when $\langle\sigma\rangle=$ $G(\mathfrak{P})$. This gives a cycle of length one so the result follows from the last proposition.

This corollary is important in the next chapter.

## 3. THE ARTIN MAP FOR ABELIAN EXTENSIONS

In this section it is assumed that $L$ is normal over $K$ and $G=G(L / K)$ is abelian. For an unramified prime $\mathfrak{p}$ of $K$ and two prime divisors $\mathfrak{P}$ and $\tau(\mathfrak{P})$ in $L, \tau$ in $G$, we have by Property 2.2

$$
\left[\frac{L / K}{\mathfrak{P}}\right]=\left[\frac{L / K}{\tau(\mathfrak{P})}\right] .
$$

This shows the Frobenius automorphism does not really depend on $\mathfrak{P}$ but only upon $p$. Accordingly we change notation and write

$$
\left[\frac{L / K}{\mathfrak{p}}\right] \text { for }\left[\frac{L / K}{\mathfrak{P}}\right]
$$

and call this the Frobenius automorphism of $p$.
In this way the Frobenius automorphism may be considered a correspondence between unramified primes of $K$ and elements in the abelian Galois group. This can be extended further.

The ideal group $\mathbf{I}_{K}$ of $K$ is the group of fractional $R$-ideals, $R=$ algebraic integers in $K$ (Chapter I, Section 4). Let $S$ denote a finite set of primes of $K$ including all the primes which ramify in $L$. Then $\mathbf{I}_{K}{ }^{s}$ or simply $\mathbf{I}^{s}$ denotes the subgroup of $\mathbf{I}_{K}$ generated by all the primes outside $S$. For each element $\mathfrak{H}$ in $\mathbf{1}^{S}$ we shall define an element $\varphi_{L / K}(\mathfrak{Q l})$ in $G$. First factor $\mathfrak{H}$ as

$$
\mathfrak{N}=\prod_{\mathfrak{p}} \mathfrak{p}^{a(\mathfrak{p})}
$$

and then set

$$
\varphi_{L / K}(\mathfrak{H})=\prod_{p}\left[\frac{L / K}{\mathfrak{p}}\right]^{a(\mathfrak{p})}
$$

The product is well defined because $G$ is abelian. The function $\varphi_{L / K}$ is a homomorphism from $I^{S}$ into $G$ and is called the Artin map for the extension $L / K$. We emphasize that $\varphi_{L / K}$ is defined only for ideals whose factorization involves only unramified primes.

Of course when $\mathfrak{p}$ is a prime unramified in $L, \varphi_{L / K}(\mathfrak{p})$ is the Frobenius automorphism of $p$.

Suppose $E$ is any finite-dimensional extension of $K$. We may translate the abelian extension $L / K$ by $E$ to obtain an abelian extension $E L / E$ with Galois group $H$. The restriction of $H$ to $L$ naturally identifies $H$ as a subgroup of $G$. The next lemma relates the Artin maps for $E L / E$ and $L / K$. Let $\mathbf{I}_{E}{ }^{s}$ denote the part of the ideal group of $E$, generated by primes of $E$ which do not divide any prime in $S$. We could equally well say $\mathbf{I}_{E}{ }^{S}$ is generated by primes of $E$ having norms in $\mathbf{I}_{K}{ }^{s}$.
3.1 Proposition. When $G(E L / E)$ is identified (by restriction) with a subgroup of $G(L / K)$ we have

$$
\varphi_{E L \mid E}=\varphi_{L \mid K} \cdot \mathbf{N}_{E \mid K} \quad \text { on } \quad \mathbf{I}_{E}^{s} .
$$

Proof. Let $\mathfrak{P}$ denote a prime of $E L$ and let $\mathfrak{P}_{L}=\mathfrak{P} \cap L, \mathfrak{P}_{E}=\mathfrak{P} \cap E$, $\mathfrak{P}_{K}=\mathfrak{P} \cap K$. Let $\mathrm{N}_{K / Q}\left(\mathfrak{P}_{K}\right)=q=$ prime power and $\mathrm{N}_{E / K}\left(\mathfrak{P}_{E}\right)=\mathfrak{P}_{K}{ }^{f}$. Set $\sigma=\varphi_{E L \mid E}\left(\mathfrak{P}_{E}\right)$. For each algebraic integer $x$ in $E L$ we have

$$
\sigma(x) \equiv x^{q^{f}} \bmod \mathfrak{P}
$$

When $x$ also lies in $L$ then

$$
\sigma(x) \equiv x^{q J} \bmod \mathfrak{P}_{L}
$$

Here we use the fact that $\sigma(\mathfrak{P})=\mathfrak{P}$ and $\sigma\left(\mathfrak{P}_{L}\right)=\mathfrak{P}_{L}$. Now let $\tau=\varphi_{L \mid K}\left(\mathfrak{P}_{K}\right)$. For $x$ as just above

$$
\tau(x) \equiv x^{q} \bmod \mathfrak{P}_{L} \quad \text { and } \quad \tau^{f}(x) \equiv x^{q J} \bmod \mathfrak{P}_{L}
$$

By the uniqueness property, $\tau^{f}=\sigma$ on $L$. Thus

$$
\varphi_{E L \mid K}\left(\mathfrak{P}_{E}\right)=\varphi_{L \mid K}\left(\mathfrak{P}_{K}\right)^{\mathcal{S}}=\varphi_{L \mid K} \mathrm{~N}_{E \mid K}\left(\mathfrak{P}_{E}\right) .
$$

This proves the equation for primes in $\mathbf{I}_{E}{ }^{s}$ and the equation must hold on all of $\mathrm{I}_{E}{ }^{s}$ because all maps are multiplicative.

### 3.2 Corollary.

$$
\mathrm{N}_{L / K}\left(\mathbf{I}_{L}^{S}\right) \subseteq \operatorname{ker} \varphi_{L / K}
$$

Proof. In Proposition 3.1 take $E=L$ to get $\varphi_{L / K} N_{L / K}=\varphi_{L / L}=1$.
This result describes a part of the kernel of the Artin map. One important goal is the description of the kernel and image of the Artin map. In the next chapter it is proved that the Artin map is always onto $G(L / K)$. Later the kernel will be described explicitly. For now we shall work an example which will illustrate the ideas and which will also be important later on.

Let $m$ be a positive integer, $\theta$ a primitive $m$ th root of unity, $K=Q=$ rationals, $L=Q(\theta)$. The Galois group $G$ of $L$ over $K$ consists of automorphisms $\sigma_{t}$ uniquely determined by the condition

$$
\sigma_{t}(\theta)=\theta^{t}
$$

Here $t$ must be a positive integer relatively prime to $m$. Let $p$ denote a prime integer not dividing $m$. Then $(p)$ is unramified in $L$ and the automorphism $\sigma_{p}$ satisfies the requirement (2.1) placed upon the Frobenius automorphism of ( $p$ ). Thus

$$
\varphi_{L / Q}(p)=\sigma_{p}
$$

For a positive integer $a=\Pi p_{i}^{c_{i}}$ relatively prime to $m$ we have

$$
\varphi_{L / Q}(a)=\prod \varphi_{L / Q}\left(p_{i}\right)^{c_{i}}=\Pi\left(\sigma_{p_{i}}\right)^{c_{i}}=\sigma_{a}
$$

For a positive integer $b$ relatively prime to $m$ there is a positive integer $b^{*}$ such that

$$
b b^{*} \equiv 1 \bmod m
$$

We then find

$$
\varphi_{L / Q}(1 / b)=\varphi_{L / Q}\left(b^{*}\right)=\sigma_{b^{*}}
$$

and more generally

$$
\varphi_{L / Q}(a / b)=\sigma_{a b^{*}} .
$$

It is now an easy matter to describe the kernel and image of $\varphi_{L / Q}$.
3.3 Proposition. Let $S$ denote the set of prime ideals containing ( $m$ ). The Artin $\operatorname{map} \varphi_{L / Q}$ carries $\mathbf{I}_{Q}{ }^{S}$ onto $G(L / Q)$ and the kernel is the set of fractional ideals $(a / b)$ with $a, b$ positive integers satisfying $a \equiv b \bmod m$.

Proof. We see from the discussion above that $\varphi_{L / K}$ maps onto $G(L / Q)$. The ideal $(a / b)$ is in the kernel precisely when $\sigma_{a b^{*}}=\sigma_{1}$; that is when $a \equiv b$ $\bmod m$.

An important part of the theory to be developed later will give a generalization of this theorem to the case of an abelian extension of an arbitrary algebraic number field rather than an abelian extension of $Q$ as given here.

Exercise 1. Use the theory of the Frobenius automorphism to describe the factorization of primes of $Q$ in $Q(\theta), \theta^{m}=1$. (This gives an alternate approach to the results in Section 9, Chapter I about factorization.)

Exercise 2. (a) The Galois group of $Q\left(\theta_{5}\right) / Q$ is generated by $\sigma_{2}\left(\theta_{5}\right)=$ $\left(\theta_{5}\right)^{2}$ when $\theta_{5}$ is a primitive fifth root of unity. Show $\sigma_{2}$ has order four and conclude the ideal (2) remains prime in $Q\left(\theta_{5}\right)$ with relative degree four. Show the same assertion holds for any prime ideal ( $p$ ) with $p \equiv \pm 2 \bmod 5$.
(b) The prime 19 and any prime $p \equiv-1 \bmod 5$ has Frobenius automorphism of order 2 and so $(p)$ has two prime factors in $Q\left(\theta_{5}\right)$ each with relative degree two.
(c) The primes $p \equiv 1 \bmod 5$ have trivial Frobenius automorphism and ( $p$ ) splits completely in $Q\left(\theta_{5}\right)$.
(d) Let $E$ be the subfield of $Q\left(\theta_{5}\right)$ fixed by $\sigma_{4}$. Use the formula $\varphi_{E / Q}=$ $\operatorname{res} E \varphi_{Q\left(\theta_{5}\right) / Q}$ to compute the factorization of rational primes in $E$ (res $E$ means restriction to $E$ ).

Exercise 3. (a) Let $\theta=\theta_{25}$ and $\sigma_{n}(\theta)=\theta^{n}$. Compute the order of $\sigma_{n}$ for each integer $n$ not divisible by 5 . For a prime $p \neq 5$, describing the factorization of $(p)$ in $Q(\theta)$ in terms of the congruence class of $p \bmod 25$.
(b) Let $E$ be the subfield of $Q(\theta)$ left fixed by $\sigma_{7} ;(E: Q)=5$. Use the restriction of $\varphi_{Q(\theta) / Q}(p)$ to $E$ to show that $p$ splits completely in $E$ if and only if $p \equiv \pm 1, \pm 7 \bmod 25$ where as $p$ splits completely in $Q(\theta)$ only when $p \equiv 1$ $\bmod 25$.
(c) There is a unique subfield of $Q(\theta)$ properly between $E$ and $Q(\theta)$. Find its Galois group and determine which rational primes split completely in it.

# Chapter IV 

## AVALYTIC METHODS

Nil sapientiae odiosius acumine nimio.
Seneca

In this chapter we begin to study rather delicate properties of primes in number fields. Many results in earlier chapters hold in much more general fields. However we shall use in several ways the assumption that our field is a finite extension of the rationals. The main idea involves the use of infinite series to prove results about the distribution of prime ideals. The Frobenius density theorem shows, roughly speaking, that infinitely many primes have the same Frobenius automorphism. This is the result needed to prove that the Artin map is onto. Other results proved by analytic techniques include Dirichlet's famous theorem about primes in an arithmetic progression.

Much has been written about procedures to avoid the analysis in this algebraic subject. Chevalley and others did accomplish this by introducing ideles and the machinery of cohomology of groups. It is this approach that is called the modern treatment of class field theory. The use of Dirichlet series to prove algebraic theorems goes back more than a century and so it can hardly be called modern. However the approach presented here benefits from Artin's ideas involving the systematic use of the Artin map. Historically the existence theorem was proved by Tagaki before the reciprocity theorem of Artin. The reversal of the order here simplifies the development.

It seems that the analysis required by the student in this treatment is far less than the corresponding amount of material he would have to know before attacking the development of the subject by cohomology of groups and the method of ideles. For this reason I prefer to think of this as the direct approach to class field theory.

## 1. MODULI AND RAY CLASSES

We consider an algebraic number field $K$ and its ring of algebraic integers $R$. For a prime $\mathfrak{p}$ of $K, K_{\mathrm{p}}$ denotes the completion of $K$ with respect to a valuation in $\mathfrak{p}$.

The ideal group $\mathrm{I}_{K}$ of $K$ is the group of fractional $R$-ideals of $K$. It is the free abelian group with the finite primes (integral ideals) as generators.

The multiplicative group of nonzero elements in $K$ is denoted by $K^{*}$. There is a natural map $i$ which sends $K^{*}$ into $\mathbf{I}_{K}$ by mapping an element $\alpha$ in $K$ onto the principal ideal $(\alpha)=\alpha R=i(\alpha)$. The kernel of $i$ is the group $\mathrm{U}_{K}$ of units in $R$. The structure of $\mathrm{U}_{K}$ is given in Chapter I, Theorem 11.19. The cokernel of $i$ is by definition the class group of $K$, denoted by $\mathbf{C}_{K}$. We saw in Chapter I, Section 11 that $\mathbf{C}_{K}$ is a finite group. We summarize these facts with an exact sequence

$$
1 \rightarrow \mathbf{U}_{K} \rightarrow K^{*} \rightarrow \mathbf{I}_{K} \rightarrow \mathbf{C}_{K} \rightarrow 1
$$

It is fair to say that our main interest for most of what follows in this book is in the study of certain subgroups of the groups in this sequence and how they relate to the problem of describing, in terms of $K$, all the abelian extensions of $K$.

Definition. A modulus for $K$ is a formal product

$$
\mathfrak{m}=\prod_{p} p^{n(p)}
$$

taken over all primes $\mathfrak{p}$ of $K$ in which $n(\mathfrak{p})$ is a nonnegative integer and $n(\mathfrak{p})>0$ for only a finite number of $\mathfrak{p}$. Furthermore $n(p)=0$ or 1 when $p$ is a real infinite prime and $n(\mathfrak{p})=0$ when $\mathfrak{p}$ is a complex infinite prime.

A modulus $m$ may be considered a product $m_{0} m_{\infty}$ with $m_{0}$ the product of the finite primes appearing with positive exponent in $m$ and $m_{\infty}$ the product of the real primes in m . Then $\mathrm{m}_{0}$ is identified with an integral ideal; that is an ideal in $R$.

Our intention is to extend the notion of congruence between two elements of $R$ modulo an ideal to a notion of congruence between elements of $K^{*}$ modulo a modulus.

Let $\mathfrak{p}$ denote a real prime of $K$ so $K_{\mathrm{p}}$ is isomorphic to the real field. Let $x \rightarrow x_{p}$ denote the imbedding of $K$ into $K_{p}$. For elements $\alpha, \beta$ in $K^{*}$ we write

$$
\alpha \equiv \beta \bmod \mathfrak{p}
$$

to mean $\alpha_{\mathrm{p}}$ and $\beta_{\mathrm{p}}$ have the same sign; equivalently we could say $(\alpha / \beta)_{\mathrm{p}}>0$.
Now let $\mathfrak{p}$ be a finite prime, $\alpha, \beta$ elements in $K^{*}$ and suppose that

$$
\alpha=a / c, \quad \beta=b / d, \quad a, b, c, d \in R .
$$

Then we write

$$
\alpha \equiv \beta \bmod \mathfrak{p}^{n}
$$

if $\alpha / \beta=a d / b c$ is in the valuation ring $R_{\mathfrak{p}}$ of $\mathfrak{p}$ and this element is congruent to 1 modulo $\mathfrak{p}^{n}$; that is, $(a d-b c) / b c \in \mathfrak{p}^{n}$.
Some care must be taken with congruences defined for elements of $K^{*}$ because they can be multiplied but not added. By this we mean

$$
\alpha_{1} \equiv \beta_{1} \quad \text { and } \quad \alpha_{2} \equiv \beta_{2} \cdot \bmod \mathfrak{p}^{n}
$$

implies

$$
\alpha_{1} \alpha_{2} \equiv \beta_{1} \beta_{2} \bmod \mathfrak{p}^{n}
$$

but it need not follow that

$$
\alpha_{1}+\alpha_{2} \equiv \beta_{1}+\beta_{2} \bmod \mathbf{p}^{n} .
$$

For example, with $K=Q$ and $p$ a prime integer we take $\alpha=1 / p, \beta=(p+1) / p$. Then

$$
\beta / \alpha=p+1 \equiv 1 \bmod p \quad \text { and so } \alpha \equiv \beta \bmod p .
$$

However we do not have

$$
\alpha-\alpha \equiv \beta-\alpha \bmod p
$$

because $\beta-\alpha=1 \not \equiv 0 \bmod p$.
Now we extend in the expected way to congruences for a modulus $\mathfrak{m}$ as given in the definition. For $\alpha, \beta$ in $K^{*}$ we write

$$
\alpha \equiv \beta \bmod \mathrm{m}
$$

if

$$
\alpha \equiv \beta \bmod \mathfrak{p}^{n(\mathfrak{p})}
$$

for all primes $\mathfrak{p}$ with $n(\mathfrak{p})>0$.
We now define two subgroups of $K^{*}$ associated with a modulus $\mathfrak{m}=\mathfrak{m}_{0} \mathfrak{m}_{\infty}$.

## Definition

$$
\begin{aligned}
K_{\mathrm{m}} & =\left\{a / b \mid a, b \in R, a R, b R \text { relatively prime to } \mathfrak{m}_{0}\right\}, \\
K_{\mathrm{m}, 1} & =\left\{\alpha \in K_{\mathrm{rm}} \mid \alpha \equiv 1 \bmod \mathfrak{m}\right\} .
\end{aligned}
$$

Notice that $K_{\mathrm{m}}$ depends only upon the finite primes dividing $\mathrm{m}_{0}$ and not upon their exponents.

The group $K_{\mathrm{m}, 1}$ is sometimes called the "ray $\bmod \mathrm{m}$."
Recall that for a set $S$ of primes, $\mathbf{I}^{S}\left(\operatorname{or} \mathbf{I}_{K}{ }^{s}\right)$ denotes the part of the ideal group $\mathbf{I}_{K}$ generated by primes outside $S$. We shall also use the symbol $\mathbf{I}^{\mathbf{m}}$ (or $\mathbf{I}_{K}{ }^{\text {"II }}$ ) to denote $I^{S}$ where $S$ is the set of primes dividing $n_{0}$. Thus $\mathbf{I}^{m}$ does not depend upon the exponents of the primes dividing $m$.

Clearly the image under $i$ of $K_{\mathrm{m}}$ or $K_{\mathrm{m}, 1}$ lands in $\mathbf{I}^{\mathbf{m}}$. The quotient

$$
\mathbf{I}^{\mathbf{m}} / i\left(K_{\mathrm{m}, 1}\right)
$$

is called the ray class group modin and the cosets of $i\left(K_{m, 1}\right)$ in this quotient are the ray classes mod 1 m . The study of the ray class group requires approximation techniques. We shall see momentarily the ray class group is finite.
1.1 Theorem (Approximation Theorem). Let $\left|\left.\right|_{1}, \ldots,| |_{n}\right.$ be nontrivial pairwise inequivalent valuations on $K$ and let $\beta_{1}, \ldots, \beta_{n}$ be nonzero elements in $K$. For any positive real $\varepsilon$, there is an $\alpha$ in $K$ such that $\left|\alpha-\beta_{i}\right|_{i}<\varepsilon$ for all $i=1, \ldots, n$.

Proof. The first step is to show there exists elements $y_{1}, \ldots, y_{n}$ in $K$ such that

$$
\left|y_{i}\right|_{i}>1, \quad\left|y_{i}\right|_{j}<1, \quad i \neq j
$$

Use induction on $n$. For $n=2$ the definition of equivalence implies the existence of elements $w, z$ such that

$$
\begin{array}{ll}
|w|_{1}>1, & |w|_{2} \leqslant 1, \\
|z|_{1} \leqslant 1, & |z|_{2}>1 .
\end{array}
$$

Now set $y=w / z$ to get

$$
|y|_{1}>1, \quad|y|_{2}<1 .
$$

Suppose we have an element $y$ which satisfies

$$
|y|_{1}>1, \quad|y|_{j}<1, \quad j=2, \ldots, n-1 .
$$

By the case $n=2$ there is an element $t$ which satisfies $|t|_{1}>1$ and $|t|_{n}<1$. Now select $y_{1}$ in the following way:

$$
\begin{array}{ll}
y_{1}=y & \text { if } \\
y_{1}=y^{r} t & \text { if } \quad|y|_{n}<1, \\
y_{1}=\frac{y^{r} t}{1+y^{r}} & \text { if }
\end{array} \quad|y|_{n}>1 .
$$

In the last two cases $r$ is an integer yet to be determined. If the second case holds,

$$
\left|y_{1}\right|_{j}=|y|_{j}^{r}|t|_{j}, \quad 2 \leqslant j \leqslant n
$$

and this can be made $<1$ with sufficiently large $r$ for all $j \neq 1$.

In the third case we reach the same conclusion because

$$
\frac{\left|y^{r}\right|_{j}}{\left|1+y^{r}\right|_{j}}<\frac{1}{\left|y^{-r}\right|_{j}-1}
$$

and this has limit $=0$ as $r \rightarrow \infty$.
In all cases we have the element $y_{1}$ which is "large" at | $\left.\right|_{1}$ and "small" at the other valuations. By symmetry we can obtain $y_{1}, y_{2}, \ldots, y_{n}$ to satisfy our requirement.

Now to finish the proof let

$$
\alpha=\sum_{i} \frac{y_{i}^{r}}{1+y_{i}^{r}} \beta_{i}
$$

with $r$ an integer to be determined. The triangle inequality implies

$$
\left|\alpha-\beta_{i}\right|_{i} \leqslant\left|\frac{\beta_{i}}{1+y_{i}^{r}}\right|_{i}+\sum_{j \neq i}\left|\frac{y_{j}^{r}}{1+y_{j}^{r}} \beta_{j}\right|_{i} .
$$

For $r$ sufficiently large this expression will be less than the given $\varepsilon$ and the theorem is proved.

Before recording some consequences of this approximation theorem it is helpful to see how we can pass from statements about valuations to congruences.

When $\mathfrak{p}$ is a real prime of $K$, the statement $\alpha \beta \neq 0$ and $|\alpha-\beta|_{p}<\varepsilon$ for small $\varepsilon$ means $\alpha_{\mathfrak{p}} / \beta_{\mathfrak{p}}$ is positive. That is $\alpha \equiv \beta \bmod \mathfrak{p}$.
Suppose $\mathfrak{p}$ is a finite prime and $\alpha \beta \neq 0$. The $\mathfrak{p}$-adic valuation satisfies $|\alpha|_{p}=$ $c^{1(\alpha)}$ where $v(\alpha)$ is the power of $p$ appearing in $i(\alpha)$ and $c$ is some real number $0<c<1$.

The condition $|\alpha-\beta|_{p}<\varepsilon$ is equivalent to $|\alpha| \beta-\left.1\right|_{p}<\varepsilon /|\beta|_{p}=\varepsilon^{\prime}$. When $\varepsilon^{\prime}$ is sufficiently small, say $\varepsilon^{\prime}<c^{n}$ with $n$ a positive integer, then $v(\alpha / \beta-1)>n$. In particular $\alpha / \beta-1$ is in the valuation ring and moreover

$$
\alpha / \beta \equiv 1 \bmod p^{n} .
$$

In the extended sense of congruences defined above we also have

$$
\alpha \equiv \beta \bmod \mathfrak{p}^{n}
$$

To summarize then for $\alpha \beta \neq 0$ and sufficiently small $\varepsilon$, the inequality $|\alpha-\beta|_{\mathfrak{p}}<$ $\varepsilon$ implies $\alpha \equiv \beta$ mod $\mathfrak{p}^{n}$.

This idea is extended in the proof of the next result.
When $m_{1}$ and $n_{2}$ are moduli for $K$ such that no prime appears with positive exponent in both $m_{1}$ and $m_{2}$ we say $m_{1}$ and $m_{2}$ are relatively prime.
1.2 Proposition. Let $m_{1}, \ldots, m_{n}$ be relatively prime moduli (in pairs) and let $\mathfrak{m}$ denote the product $\mathfrak{m}=\mathfrak{m}_{1} \cdot \cdot \mathfrak{m}_{n}$. The natural map from $K_{m}$ into the

Cartesian product $\prod K_{\mathrm{m} \mathrm{m}_{i}}$ induces an isomorphism

$$
\frac{K_{\mathrm{m}}}{K_{\mathrm{m}, 1}} \cong \prod \frac{K_{\mathrm{m}_{i}}}{K_{\mathrm{m}_{i}, 1}} .
$$

Proof. By the natural map we mean the one sending $\alpha$ in $K_{\mathrm{tm}}$ to $(\alpha, \alpha, \ldots, \alpha)$. The induced map is the one

$$
\alpha K_{m, 1} \rightarrow\left(\ldots, \alpha K_{m i, 1}, \ldots\right) .
$$

The kernel of this map is the collection of cosets $\alpha K_{m, 1}$ with $\alpha$ in all of the $K_{m_{i}, 1}$. However the intersection of these is just $K_{\mathrm{m}, 1}$ because the $\mathrm{m}_{i}$ are relatively prime. So the induced map is one-to-one. To show it is onto, we select $\beta_{i}$ in $K_{\mathrm{m}_{i}}$ and find an $\alpha$ in $K$ to satisfy

$$
\left|\alpha-\beta_{i}\right|_{p}<\varepsilon
$$

where $p$ runs through the divisors of $m_{i}$ and $i=1,2, \ldots, n$. For $\varepsilon$ sufficiently small, we saw just above that this implies

$$
\alpha / \beta_{i} \equiv 1 \bmod \mathfrak{m}_{i} .
$$

Thus $\alpha / \beta_{i} \in K_{\mathrm{m}_{i}, 1}$ and $\alpha K_{\mathrm{m}_{i}, 1}=\beta_{i} K_{\mathrm{m}_{i}, 1}$. So $\alpha K_{\mathrm{m}, 1}$ maps onto ( $\ldots, \beta_{i} K_{\mathrm{m}_{i}, 1}, \ldots$ ) and the proof is complete.
1.3 Corollary. For any modulus m , the group $K_{\mathrm{m}} / K_{\mathrm{m}, 1}$ is finite.

Proof. The Proposition 1.2 shows the result is true provided we can prove it true in the special case with $\mathfrak{m}$ the power of a single prime.

Suppose m is a real prime of $K$. Then $K_{\mathrm{m}} / K_{\mathrm{m}, 1}$ is the full group $K^{*}$ modulo the subgroup of positive elements at in. This quotient has order two.

Now suppose $\mathfrak{m t}=\mathfrak{p}^{n}$ with $\mathfrak{p}$ a finite prime. Then $K_{\mathrm{m}}$ is the group of units in the valuation ring $R_{\mathrm{p}}$ and $K_{\mathrm{m}, 1}$ is the subgroup of units congruent to 1 modulo $\mathfrak{p}^{n}$. It follows that $K_{\mathrm{m}} / K_{\mathrm{m}, 1}$ is the group of units in the ring $R_{\mathrm{p}} / \boldsymbol{p}^{n}$. Since this is a finite ring with $\mathrm{N}_{K / Q}\left(\mathfrak{p}^{n}\right)$ elements, the unit group is also finite.

Exercise. If $\mathrm{nt}=\mathrm{m}_{0} \mathrm{~mm}_{\infty}$ then $K_{\mathrm{m}} / K_{\mathrm{m}, 1}$ has order

$$
2^{r} N\left(m m_{0}\right) \prod_{p \mid m_{0}}\left(1-\frac{1}{N(p)}\right)
$$

where $r$ is the number of real primes dividing $m_{\infty}$ and N means $\mathrm{N}_{K / Q}$.
Proposition 1.2 will be frequently used in a slightly different way which is nothing but a restatement. Namely, given the relatively prime moduli $\mathrm{m}_{1}, \ldots, \mathrm{mt}_{n}$ and $\beta_{i} \in K_{\mathrm{m}_{i}}$ we can find $\alpha$ in $K_{\mathrm{m}}$ to solve the congruences $\alpha \equiv \beta_{i} \bmod \mathrm{mt}_{i}$.
1.4 Corollary. Each coset of $K_{\mathrm{rt}, 1}$ in $K_{\mathrm{m}}$ contains an element relatively prime to any given ideal.

Proof. Let the given ideal be $\Pi q_{j}^{a_{j}}=\mathfrak{H l}$ and let $\beta K_{\mathrm{m}, 1}$ be some coset in $K_{\mathrm{m}}$. Select $\gamma$ such that

$$
\gamma \equiv \beta \bmod \mathrm{m}, \quad \gamma \equiv 1 \bmod \mathfrak{q}_{j}
$$

where $\mathfrak{q}_{j}$ runs through those $\mathfrak{q}$ not dividing $\mathfrak{m}$. Then $\gamma$ and $\beta$ lie in the same coset of $K_{\mathfrak{m}, 1}$ and $\gamma$ is prime to $\mathfrak{Q l}$.
1.5 Corollary. For any finite set of primes $S$, there is a natural isomorphism

$$
\mathbf{C}_{K} \cong \mathbf{I}^{S} / \mathbf{I}^{S} \cap i\left(K^{*}\right)
$$

Proof. The inclusion $\mathbf{I}^{S} \rightarrow \mathbf{I}_{K}$ gives an inclusion

$$
\mathbf{I}^{\mathbf{S}} / \mathbf{I}^{\mathbf{s}} \cap i\left(K^{*}\right) \rightarrow \mathbf{I}_{K} / i\left(K^{*}\right)=\mathbf{C}_{K}
$$

To show this map is onto, it is necessary to prove each ideal class contains a representative not divisible by any prime in $S$. Let $\mathfrak{B}$ be any ideal in $\mathbf{I}_{K}$ and $\mathfrak{B}=\mathfrak{B}_{1} \mathfrak{B}_{2}$ with $\mathfrak{B}_{1}$ prime to $S$ and

$$
\mathfrak{B}_{2}=\prod_{\mathfrak{p} \in S} \mathfrak{p}^{n(\mathfrak{p})}
$$

Let $\pi_{\mathfrak{p}}$ be an element which generates $\mathfrak{p}$ in $R_{\mathfrak{p}}$ (the localization at $\mathfrak{p}$ ) and which satisfies

$$
\pi_{\mathfrak{p}} \equiv 1 \bmod \mathfrak{q} \quad \text { for all } \mathfrak{q} \neq \mathfrak{p} \quad \text { in } S
$$

Such elements exist by CRT. Let

$$
\alpha=\prod_{p \in S}\left(\pi_{p}\right)^{n(p)}
$$

Then by localization one sees the power of $\mathfrak{p}$ dividing ( $\alpha$ ) is precisely $n(\mathfrak{p})$. It may be that $(\alpha)$ is divisible by primes outside $S$ but this is no matter. Now $\mathfrak{B} \alpha^{-1}$ is not divisible by any primes in $S$. The ideal class containing $\mathfrak{B}$ is the same as that containing $\mathfrak{B} \alpha^{-1}$ so each class has a representative in $\mathbf{I}^{S}$ as required.
1.6 Corollary. Let int be any modulus. Then the ray class group $\mathbf{I}^{\mathrm{m}} / i\left(K_{\mathrm{m}, 1}\right)$ is a finite group.

Proof. One sees at once that $\mathbf{I}^{\mathrm{mt}} \cap i\left(K^{*}\right)$ is the collection of principal ideals relatively prime to m so

$$
\mathbf{I}^{\mathbf{m}} \cap i\left(K^{*}\right)=i\left(K_{\mathbf{m}}\right)
$$

So then

$$
\left[\mathbf{I}^{\mathrm{m}}: i\left(K_{\mathrm{m}, 1}\right)\right]=\left[\mathbf{I}^{\mathrm{m}}: i\left(K_{\mathrm{m}}\right)\right]\left[i\left(K_{\mathrm{m}}\right): i\left(K_{\mathrm{m}, 1}\right)\right]
$$

The first factor is the class number, $\left|\mathbf{C}_{K}\right|$ by Corollary 1.5 and the last remark and the second is a divisor of $\left[K_{\mathrm{m}}: K_{\mathrm{m}, 1}\right]$ which is finite by Corollary 1.3. Since the class number is finite, the result follows.

We shall use $h_{\mathrm{m}}$ to denote the order of the ray class group mod m . In case m is the trivial modulus, that is, the empty product, then the ray class group is just the class group whose order is denoted by $h_{K}$. We extract one fact from the above proof.
1.7 Proposition. $h_{K}$ divides $h_{\mathrm{m}}$ for any modulus m .

## 2. DIRICHLET SERIES

A Dirichlet series is a function of the type

$$
\begin{equation*}
f(s)=\sum_{n=1}^{\infty} \frac{a(n)}{n^{s}} \tag{1}
\end{equation*}
$$

with $a(n)$ complex and $s=\sigma+i t$ a complex variable. A special case is the Riemann $\zeta$-function defined by

$$
\begin{equation*}
\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}} \tag{2}
\end{equation*}
$$

Series of this form will be used to study properties of primes in number fields. We begin by studying questions about convergence.

Denote by $D(b, \delta, \varepsilon)$ the region of the complex plane

$$
\{s|\operatorname{Re}(s) \geqslant b+\delta,|\arg (s-b)| \leqslant \pi / 2-\varepsilon\} .
$$

2.1 Proposition. Let $f(s)$ have the form (1) and let $s(x)=\sum a(n)$ taken over $n \leqslant x$. Suppose there exist positive constants $a, b$ such that $|s(x)| \leqslant a x^{b}$ for all $x \geqslant 1$. Then the following hold:
(a) The series $f(s)$ is uniformly convergent for $s$ in $D(b, \delta, \varepsilon)$, with any positive $\delta, \varepsilon$;
(b) $f(s)$ is analytic in the half-plane $\operatorname{Re}(s)>b$;
(c) if

$$
\lim _{x \rightarrow \infty} \frac{s(x)}{x}=a_{0}
$$

then

$$
\lim _{s \rightarrow 1}(s-1) f(s)=a_{0}, \quad s \in D(1,0, \varepsilon)
$$

Proof. Notice that $a(n)=s(n)-s(n-1)$, so for $v \geqslant u+1$

$$
\begin{aligned}
\left|\sum_{u}^{v} \frac{a(n)}{n^{s}}\right| & =\left|\sum_{u}^{v} \frac{s(n)}{n^{s}}-\sum_{u-1}^{v-1} \frac{s(n)}{(n+1)^{s}}\right| \\
& =\left|\frac{s(v)}{v^{s}}-\frac{s(u-1)}{u^{s}}+\sum_{u}^{v-1} s(n)\left[\frac{1}{n^{s}}-\frac{1}{(n+1)^{s}}\right]\right| \\
& \leqslant\left|\frac{s(v)}{v^{s}}\right|+\left|\frac{s(u-1)}{u^{s}}\right|+\sum_{u}^{v-1}|s(n)|\left|\frac{1}{n^{s}}-\frac{1}{(n+1)^{s}}\right| .
\end{aligned}
$$

Recall that $\left|n^{s}\right|=n^{\sigma}$ when $s=\sigma+i t$.
The estimate of $|s(x)|$ allows us to rewrite the first two terms. The expression behind the summation can be rewritten with the use of the identity

$$
\frac{1}{n^{s}}-\frac{1}{(n+1)^{s}}=s \int_{n}^{n+1} \frac{d t}{t^{s+1}}
$$

Thus far we see

$$
\left|\sum_{u}^{v} \frac{a(n)}{n^{s}}\right| \leqslant \frac{a}{v^{\sigma-b}}+\frac{a}{u^{\sigma-b}}+\sum_{u}^{v-1}|s| a n^{b}\left|\int_{n}^{n+1} \frac{d t}{t^{s+1}}\right| .
$$

We can further change this expression by noting the term involving the summation is less than

$$
|s| a \int_{u}^{\infty} \frac{t^{b} d t}{\left|t^{s+1}\right|} \leqslant|s| a \int_{u}^{\infty} \frac{d t}{t^{\sigma+1-b}}=\frac{a|s|}{(\sigma-b) u^{\sigma-b}}
$$

Also $v>u$ so finally

$$
\left|\sum_{u}^{v} \frac{a(n)}{n^{s}}\right| \leqslant \frac{2 a}{u^{\sigma-b}}+\frac{|s| a}{(\sigma-b) u^{\sigma-b}}
$$

Now $|s| / \sigma-b \leqslant(|s-b|+b)(\sigma-b)^{-1} \leqslant 1 / \cos \theta+b / \delta$, with $\theta=\arg (s-b)$. The number $b / \delta$ is constant and the restriction $|\theta| \leqslant \pi / 2-\varepsilon$ means $1 / \cos \theta \leqslant M$ for some constant $M$. Thus given any number $\varepsilon_{0}$ we can find a sufficiently large integer $u$ to insure

$$
\frac{2 a}{u^{\sigma-b}}+\frac{|s| a}{(\sigma-b) u^{\sigma-b}} \leqslant \frac{2 a+M+b / \delta}{u^{\sigma-b}}<\varepsilon_{0}
$$

This implies the uniform convergence of $f(s)$ in $D(b, \delta, \varepsilon)$.
To prove (b) first note that any point $s$ in the half-plane $\operatorname{Re}(s)>b$ lies in some $D(b, \delta, \varepsilon)$. Thus at this $s$ the series is a uniformly convergent series of analytic functions and hence is analytic.

Now assume (c) holds. This means $s(x)=a_{0} x+e(x) x$ with $\lim e(x)=0$ as $x \rightarrow \infty$. Necessarily $e(x)$ is bounded and so there is some constant $a_{2}$ with $|s(x)| \leqslant a_{2} x$. By Part (a) $f(s)$ is uniformly convergent in $D(1, \delta, \varepsilon)$ for positive $\delta, \varepsilon$.

The proof of (c) is carried out by showing $(s-1) f(s)$ has the same limit at $s=1$ as $a_{0}(s-1) \zeta(s)$ with $\zeta(s)$ defined in Eq. (2), and then evaluating the limit for $\zeta(s)$. Notice by Part (a), the $\zeta$-function $\zeta(s)$ is uniformly convergent in $D(1, \delta, \varepsilon)$ just as $f(s)$ is.

Begin with the same sort of computation as used in the proof of (a). Namely,

$$
\begin{aligned}
\left|f(s)-a_{0} \zeta(s)\right| & =\left|\sum \frac{a(n)-a_{0}}{n^{s}}\right| \\
& =\left|\sum\left[s(n)-n a_{0}\right]\left[\frac{1}{n^{s}}-\frac{1}{(n+1)^{s}}\right]\right| \\
& \leqslant\left|\sum n e(n) s \int_{n}^{n+1} \frac{d t}{t^{s+1}}\right| \\
& \leqslant \sum n|e(n)||s| \int_{n}^{n+1} \frac{d t}{t^{\sigma+1}} .
\end{aligned}
$$

Select any $\varepsilon_{0}>0$ and $N$ so large that $|e(n)|<\varepsilon_{0}$ if $n \geqslant N$. Take $M$ as a bound on $|e(n)|$ for all $n$. Also notice

$$
n \int_{n}^{n+1} \frac{d t}{t^{\sigma+1}} \leqslant \int_{n}^{n+1} \frac{t d t}{t^{\sigma+1}}
$$

After all these estimates are combined, one sees

$$
\begin{aligned}
& |s-1|\left|f(s)-a_{0} \zeta(s)\right| \\
& \quad \leqslant|s(s-1)| M \int_{1}^{N} \frac{d t}{t^{\sigma}}+|s(s-1)| \varepsilon_{0} \int_{N}^{\infty} \frac{d t}{t^{\sigma}}
\end{aligned}
$$

The first term involving an integral can be evaluated and as $s \rightarrow 1$ with $s \in D(1,0, \varepsilon)$ the limit is zero.

The second term involving the integral is

$$
\frac{|s(s-1)| \varepsilon_{0}}{\sigma-1} \frac{1}{N^{\sigma-1}} .
$$

The restriction that $s \in D(1,0, \varepsilon)$ means

$$
\left|\frac{s-1}{\sigma-1}\right| \leqslant \sec (\pi / 2-\varepsilon)=T_{0}
$$

Thus for $s$ near 1 in $D(1,0, \varepsilon)$ we have

$$
|s-1|\left|f(s)-a_{0} \zeta(s)\right|<\varepsilon_{0} T_{0}
$$

Since $\varepsilon_{0}$ was arbitrary we find

$$
\lim _{s \rightarrow 1}\left\{(s-1) f(s)-a_{0}(s-1) \zeta(s)\right\}=0 \quad \text { if } \quad s \in D(1,0, \varepsilon)
$$

The proof will be complete if we show

$$
\begin{equation*}
\lim _{s \rightarrow 1}(s-1) \zeta(s)=1 \tag{3}
\end{equation*}
$$

This will be done by first showing that $(s-1) \zeta(s)$ can be continued to a function analytic in the disk $|s-1|<\frac{1}{2}$ and so the limit can be taken along any convenient path to $s=1$. The convenient path is the real axis to the right of 1 . Consider the function

$$
\zeta_{2}(s)=\sum_{1}^{\infty}(-1)^{n+1} \frac{1}{n^{s}}
$$

The sum of the first $n$ coefficients is 0 or 1 so by Part (a) this is uniformly convergent in $D(0, \delta, \varepsilon)$. In particular it is analytic in the disk $|s-1|<\frac{1}{2}$. Next observe

$$
\zeta_{2}(s)+\frac{2}{2^{5}} \zeta(s)=\zeta(s)
$$

in the common region of convergence. It follows

$$
\zeta(s)=\left(1-\frac{1}{2^{s-1}}\right)^{-1} \zeta_{2}(s)
$$

The function on the right is the quotient of analytic functions and the denominator is zero only at points where $2^{s-1}=1$; namely $s=1+2 k \pi i / \ln 2$ with $k$ an integer. Clearly the only real pole of $\zeta(s)$ can occur at $s=1$. We shall verify the other points are not poles.

Consider the function

$$
\begin{aligned}
\zeta_{3}(s)= & \frac{1}{1^{s}}+\frac{1}{2^{s}}-\frac{2}{3^{s}}+\cdots \\
& +\frac{1}{(3 n+1)^{s}}+\frac{1}{(3 n+2)^{s}}-\frac{2}{(3 n+3)^{s}}+\cdots
\end{aligned}
$$

For this the sum function $s(x)$ has values 0,1 , or 2 and so $\zeta_{3}(s)$ is uniformly convergent in $D(0, \delta, \varepsilon)$. As above we find

$$
\zeta(s)=\left(1-\frac{1}{3^{s-1}}\right)^{-1} \zeta_{3}(s)
$$

and so the only possible poles of $\zeta(s)$ are the points where $s=1+2 m \pi i / \ln 3$. If this is in fact a pole then $1+2 \pi m i / \ln 3=1+2 \pi k i / \ln 2$ and so $3^{k}=2^{m}$. Since $k, m$ are integers we must have $k=m=0$ and the pole of $\zeta(s)$ must be $s=1$. One easily checks that it is a pole of order I because $2^{s-1}-1$ has only zeros of order 1 . Finally we obtain $(s-1) \zeta(s)$ is analytic at $s=1$ and in the half-plane $\operatorname{Re}(s)>0$. The limit at 1 can be evaluated by approaching 1 on the real axis from the right.

Approximate the area under the curve $y=x^{-s}$ ( $s$ real) by rectangles with base $[n, n+1]$ and height $1 /(n+1)^{s}$. The area of the rectangles summed from $n=0$ to $\infty$ is $\zeta(s)$ so

$$
\zeta(s) \leqslant 1+\int_{1}^{\infty} \frac{d x}{x^{s}}=1+\frac{1}{s-1}
$$

In a similar way use rectangles with base $[n, n+1]$ and height $n^{-s}$ to get

$$
\frac{1}{s-1}=\int_{1}^{\infty} \frac{d x}{x^{s}} \leqslant \zeta(s)
$$

From these inequalities one obtains $1 \leqslant(s-1) \zeta(s) \leqslant s$ for real $s$ and Eq. (3) holds. This completes the proof of Proposition 2.1.

Let $K$ be any algebraic number field and for each integral ideal $\mathfrak{A}$ let $\mathscr{N}(\mathscr{H})$ denote a positive generator of the ideal $\left(\mathrm{N}_{K / Q}(\mathfrak{H})\right)$. Equivalently $\mathcal{N}(\mathfrak{H})=$ number of elements in $R / \mathfrak{A}$. We shall write N for $\mathrm{N}_{K / Q}$.

Definition. The function $\zeta_{K}(s)=\sum_{\mathfrak{1}} 1 / \mathcal{N}(\mathfrak{H})^{s}$ is called the $\zeta$-function of $K$. In this (and all similar expressions) the sum is taken over all integral ideals of $K$.

This can also be written as

$$
\zeta_{K}(s)=\sum_{1}^{\infty} \frac{a_{K}(n)}{n^{s}}
$$

where $a_{K}(l)$ is the number of integral ideals of $K$ with norm exactly $n$. Notice that the $\zeta$-function of $Q$ is the Riemann $\zeta$-function.

It is useful to also consider more general types of $\zeta$-functions. We describe one such now.

Let in be a modulus for $K$ and let $k$ be a coset of $i\left(K_{\mathrm{m}, 1}\right)$ in $\mathbf{I}^{\mathbf{m}}$. The $\zeta$-function of the class $k$ is

$$
\zeta(s, k)=\sum_{\mathfrak{N} \in k} \frac{1}{\mathscr{N}(\mathfrak{N})^{s}} .
$$

Notice when $\mathfrak{m}$ is the trivial modulus (empty product) then $I^{m}=I_{K}$ and $\zeta_{K}(s)=\Sigma_{k} \zeta(s, k)$.

It is necessary to compute the limit of $(s-1) \zeta(s, k)$ as $s \rightarrow 1$. This is done by using Proposition 2.1, Part (c). First write

$$
\zeta(s, k)=\sum \frac{a(n)}{n^{s}} .
$$

Then $s(n, k)=a(1)+\cdots+a(n)$ is the number of integral ideals in $k$ with norm $\leqslant n$. The above limit is the same as the limit of $s(n, k) / n$ as $n \rightarrow \infty$. Evaluation of this limit ultimately depends upon the following idea:

Let $V$ denote $d$-dimensional Euclidean space and $\Gamma$ a solid in $V$, that is, a bounded region. The points in $V$ are $d$-tuples $\left(x_{1}, \ldots, x_{d}\right)$ with real coordinates. Let $\mathscr{L}$ be the lattice of points with only integral coordinates. Fix a vector $v$ and let $\mathscr{L}_{v}$ denote the set of translates $v+\mathscr{L}$. The volume of $\Gamma$ can be computed in the following way. For a real number $\gamma>0$ consider the points of $\gamma \mathscr{L}_{v}$ which lie inside $\Gamma$. With each such point as center construct a $d$-dimensional cube having side of length $\gamma$ and volume $\gamma^{d}$. Let $T_{1}(\gamma)$ denote the number of such cubes which lie entirely inside $\Gamma$. Then $\Gamma$ is approximated from the inside by a polyhedron of volume $\gamma^{d} T_{1}(\gamma)$. If $\Gamma$ is a sufficiently nice solid-say one described by analytic conditions on the coordinates-then the volume of $\Gamma$ is the limit of $\gamma^{d} T_{1}(\gamma)$ as $\gamma \rightarrow 0$.

In the same way approximate $\Gamma$ from the outside. Let $T_{2}(\gamma)$ denote the number of cubes with center at some point of $\gamma \mathscr{L}_{v}$ and having some point in common with $\Gamma$. Again for sufficiently nice $\Gamma$ one obtains vol $(\Gamma)=\lim \gamma^{d} T_{2}(\gamma)$.

Finally let $T(\gamma)$ denote the number of points of $\gamma \mathscr{L}_{v}$ in $\Gamma$. Then $T_{1}(\gamma) \leqslant$ $T(\gamma) \leqslant T_{2}(\gamma)$ so $\operatorname{vol}(\Gamma)=\lim \gamma^{d} T(\gamma)$.

Now change the point of view. The number of points of $\mathscr{L}_{v}$ which are in $\gamma^{-1} \Gamma$ is $T(\gamma)$. Change notation so $M(t)=T\left(t^{-1}\right)$.
2.2 Proposition. If $\Gamma, \mathscr{L}_{v}, M(t)$ are as above then

$$
\operatorname{vol}(\Gamma)=\lim _{t \rightarrow \infty} M(t) / t^{d} .
$$

The plan for evaluating $\lim s(n, k) / n$ is to identify $s(n, k) / n$ with $M(t) / t^{d}$ for a suitable $M(t)$ as above and compute $\operatorname{vol}(\Gamma)$ in place of this limit. The computation is rather long.

### 2.3 Lemma. Each class $k$ contains an integral ideal.

Proof. Since $\mathbf{I}^{\mathbf{m}} / i\left(K_{\mathrm{m}, 1}\right)$ is finite, each prime not dividing $m$ has some
 is in $i\left(K_{\mathrm{m}, 1}\right)$ for some $t>1$ and so $\mathfrak{H M H}_{2}{ }^{t}$ is an integral ideal in $k \mathfrak{H}_{2}{ }^{t}=k$.

Let $\mathbb{C}$ be an integral ideal in the inverse class $k^{-1}$ and $\mathfrak{A}$ an integral ideal in $k$. Our object is to compute the number of $\mathfrak{F l}$ with $\mathcal{N}(\mathfrak{P}) \leqslant n$. If this holds then $\mathfrak{A C} \in i\left(K_{\mathrm{m}, 1}\right)$ so

$$
\begin{equation*}
\mathfrak{H C}=(\alpha), \quad \alpha \in \mathbb{C} \cap K_{m, 1}, \quad \mathscr{N}(\alpha) \leqslant n \mathscr{N}(\mathbb{C}) \tag{4}
\end{equation*}
$$

Conversely if $\alpha$ satisfies the last two conditions in Eq. (4) then the ideal $\mathfrak{U}=(\alpha) \mathfrak{C}^{-1}$ belongs to $k$, is integral and has norm $\leqslant n$.
2.4 Lemma. $s(n, k)$ is the number of principal ideals $(\alpha)$ such that $\alpha \in \mathbb{C} \cap$ $K_{\mathrm{m}, 1}$ and $\mathscr{N}(\alpha) \leqslant n \mathcal{N}(\mathbb{C})$.

Now write $\mathrm{nt}=\mathrm{It}_{0} \mathrm{mt}_{\infty}$ with $\mathrm{mt}_{0}$ an integral ideal and $\mathrm{m}_{\infty}$ the product of the infinite primes dividing $m$. Let $\alpha_{0}$ be one solution of

$$
\alpha_{0} \equiv 1 \bmod \mathfrak{m}_{0}, \quad \alpha_{0} \equiv 0 \bmod \mathfrak{C}
$$

Such an $\alpha_{0}$ exists because $\mathbb{C} \in \mathbf{I}^{\boldsymbol{m}}$ implies $\mathbb{C}$ is relatively prime to $\mathrm{m}_{0}$.
2.5 Lemma. $s(n, k)$ is the number of ideals ( $\alpha$ ) such that
(a) $\alpha \equiv \alpha_{0} \bmod m_{0}(\mathbb{C}$,
(b) $\alpha \equiv 1 \bmod \mathfrak{n}_{\infty}$,
(c) $0<\mathscr{N}(\alpha) \leqslant n \mathscr{N}(\mathbb{C})$.

This is clear in view of Lemma 2.4 because Conditions (a) and (b) are equivalent to $\alpha \in \mathbb{C} \cap K_{\mathrm{m}, 1}$.

Let $\alpha_{1}, \ldots, \alpha_{d}$ be a (free) $Z$-basis for the ideal $\mathfrak{m}_{0}(\mathbb{C}$. Here $d$ is the dimension ( $K: Q$ ). The elements $\alpha$ which satisfy Condition (a) of Lemma 2.5 are those which have the form

$$
\alpha=\alpha_{0}+\sum n_{i} \alpha_{i} .
$$

There exist rational numbers $h_{i}$ such that $\alpha_{0}=\sum h_{i} \alpha_{i}$.
In the $d$-dimensional euclidean space $V$ let $\mathscr{L}$ be the lattice of $d$-tuples having integer coordinates. Let $v=\left(h_{1}, \ldots, h_{d}\right)$ and $\mathscr{L}_{v}=v+\mathscr{L}$. The correspondence

$$
\left(x_{1}, \ldots, x_{d}\right) \rightarrow \sum x_{i} x_{i}
$$

gives a one to one correspondence between the points in $\mathscr{L}_{v}$ and the elements of $K^{*}$ which satisfy (a) of Lemma 2.5 .

Next we consider how to select generators for the principal ideals we are trying to count. If ( $\alpha$ ) and ( $\beta$ ) are equal and also $\alpha, \beta$ satisfy (a), (b), (c) of Lemma 2.5 then $\alpha=\beta u$ with $u$ a unit of $R$ in $K_{\mathrm{m}, \mathrm{l}}$.

It is necessary to digress and discuss this group of units. The full group of units, $\mathrm{U}_{K}$ is a subgroup of $K_{\mathrm{tr}}$ and so the finiteness of $K_{\mathrm{m}} / K_{\mathrm{m}, 1}$ implies $\mathbf{U}_{K} / \mathbf{U}_{K} \cap K_{\mathrm{m}, 1}$ is finite.

Use the notation of Section 11, Chapter I. There we saw the function $\ell(a)$ mapped $\mathbf{U}_{K}$ onto an $(r+s-1)$-dimensional lattice in $V_{r+s}$, the space of $(r+s)$ tuples over the reals. It follows that $\ell\left(\mathbf{U}_{\kappa} \cap K_{\mathrm{m}, 1}\right)$ has finite index in $\ell\left(\mathbf{U}_{K}\right)$ and so it too is an $(r+s-1)$-dimensional lattice.

Let $w_{1}, \ldots, w_{r+s-1}$ be elements in $\mathbf{U}_{K} \cap K_{\mathrm{m}, 1}$ such that the images give a $Z$-basis for $\ell\left(\mathrm{U}_{\mathrm{K}} \cap K_{\mathrm{m}, 1}\right)$. The vectors $W_{i}=\ell\left(w_{i}\right)$ have the sum of the coordinates equal to zero. (Chapter I, proof of Proposition 11.13) and so the
vector $W=(1, \ldots, 1,2, \ldots, 2)$ is independent of the space $\ell\left(\mathbf{U}_{K} \cap K_{\mathrm{m}, 1}\right)$. We take $W$ to have $r$ ones and $s$ twos. Summarize this discussion.
2.6 Lemma. The group $\mathbf{U}_{K} \cap K_{\mathrm{m}, \mathrm{b}}$ is the direct product of a finite cyclic group $\langle w\rangle$ with a free abelian group $\left\langle w_{1}, \ldots, w_{r+s-1}\right\rangle$ of rank $r+s-1$. The images $W_{i}=\ell\left(w_{i}\right)$ along with the vector $W$ give a basis for the $(r+s)$-dimensional real space $V_{r+s}$.

The map $\ell$ sends all of $K^{*}$ into $V_{r+s}$ so for any $\alpha$ there exist real numbers $c, c_{i}$ such that

$$
\ell(\alpha)=c W+\sum c_{i} W_{i}
$$

Let $u=w^{a} \prod w_{i}^{a_{i}}$ be a unit in $\mathbf{U}_{K} \cap K_{\mathrm{m}, 1}$. Then $\ell\left(w^{a}\right)=0$ and

$$
\ell(\alpha u)=c W+\sum\left(c_{i}+a_{i}\right) W_{i}
$$

Clearly there is a unique selection of the $a_{i}$ such that $0 \leqslant c_{i}+a_{i}<1$ for each $i$. This proves part of the next step.
2.7 Lemma. Let $w_{\mathrm{m}}$ denote the number of roots of unity in $\mathrm{U}_{\mathrm{K}} \cap K_{\mathrm{m}, 1}$. Then $w_{m} s(n, k)$ is the number points $\left(x_{1}, \ldots, x_{d}\right) \in \mathscr{L}_{v}$ which satisfy the conditions:
(a) $\alpha=\sum x_{i} \alpha_{i}$,
(b) $\alpha \equiv 1 \bmod n_{\infty}$,
(c) $0<\mathscr{N}(\alpha) \leqslant n \mathscr{N}(\mathbb{C})$,
(d) $\ell(\alpha)=c W+\sum c_{i} W_{i}$ with $0 \leqslant c_{i}<1$.

Just to be explicit here, we know there exist $s(n, k)$ ideals ( $\alpha$ ) satisfying the conditions in Lemma 2.5. Each such ideal can be generated by any of the $\alpha^{\prime}=\alpha u$ with $u$ in $\mathbf{U}_{K} \cap K_{\mathrm{m}, 1}$ and $\alpha^{\prime}$ will still satisfy (a), (b), (c) of Lemma 2.5. From all these elements exactly $w_{\mathrm{m}}$ of them satisfy Condition (d) of Lemma 2.7. Finally the correspondence with points in $\mathscr{L}_{v}$ has already been described above.

For the next step we shall extend the map $\ell$ to an analogous one on part of $V_{d}$. We first adopt the convention of Section 11, Chapter I in which the $d$-dimensional real vectors are written with $r$ real coordinates and $s$ complex coordinates to give $r+2 s=d$ real dimensions. If $\left(y_{1}, \ldots, y_{r}, y_{r+1}, \ldots, y_{r+s}\right)=Y$ is such a vector with each $y_{i} \neq 0$, then we set

$$
f(Y)=\left(\ln \left|y_{1}\right|, \ldots, \ln \left|y_{r}\right|, 2 \ln \left|y_{r+1}\right|, \ldots, 2 \ln \left|y_{r+s}\right|\right)
$$

Thus $\ell$ maps certain vectors in $V_{d}$ into $V_{r+s}$. Recall also the map $v(\alpha)$ mapping $K$ into $V_{d}$ by

$$
v(\alpha)=\left(\sigma_{1}(\alpha), \ldots, \sigma_{r+s}(\alpha)\right)
$$

These maps are consistent in that $\ell[v(\alpha)]=\ell(\alpha)$ for $\alpha \in K^{*}$.
We also extend the norm map to $V_{d}$ by

$$
N\left(y_{1}, \ldots, y_{r+s}\right)=\left|y_{1}\right| \cdots\left|y_{r}\right|\left|y_{r+1}\right|^{2} \cdots\left|y_{r+s}\right|^{2}
$$

2.8 Lemma. Let $\Gamma_{0}$ denote the set of all points $\left(x_{1}, \ldots, x_{d}\right)$ with $x_{i}$ real which satisfy the following conditions:
(a) $0<\mathrm{N}\left(\sum x_{i} v\left(\alpha_{i}\right)\right) \leqslant 1$,
(b) $\ell\left(\sum x_{i} v\left(\alpha_{i}\right)\right)=c W+\sum c_{i} W_{i} \quad$ with $0 \leqslant c_{i}<1$,
(c) the first $r_{0}$ coordinates of $\sum x_{i} v\left(\alpha_{i}\right)$ are positive where $r_{0}$ is the number of real primes dividing $1 \mathrm{~m}_{\infty}$.

Then

$$
\text { volume }\left(\Gamma_{0}\right)=\frac{w_{\mathrm{m}}}{\mathscr{N}(\mathbb{C})} \lim _{n \rightarrow \infty} \frac{s(n, k)}{n}
$$

Proof. For each positive real number $t$, let $M(t)$ denote the number of points in $t \Gamma_{0}$ which lie in $\mathscr{L}_{v}$ (defined above). The volume of $\Gamma_{0}$ is given in terms of $M(t)$ by Proposition 2.2 so it is necessary to identify $M(t)$ in terms of $s(n, k)$. Suppose $\left(x_{1}, \ldots, x_{d}\right) \in \Gamma_{0}$ and $x_{i}^{\prime}=t x_{i}$. Then
(a') $0<N\left(\sum x_{i}^{\prime} v\left(\alpha_{i}\right)\right) \leqslant t^{d}$,
(b') $\quad t\left(\sum x_{i}{ }^{\prime} v\left(\alpha_{i}\right)\right)=(c+\ln t) W+\sum c_{i} W_{i}, \quad 0 \leqslant c_{i}<1$,
(c') the first $r_{0}$ coordinates of $\sum x_{i}{ }^{\prime} v\left(\alpha_{i}\right)$ are positive.
Now let us assume the first $r_{0}$ real imbeddings $\sigma_{1}, \ldots, \sigma_{r_{0}}$ of $K$ are those corresponding to the real infinite primes dividing m . If we set $\alpha=\sum x_{i}{ }^{\prime} v\left(\alpha_{i}\right)$ and assume ( $x_{1}{ }^{\prime}, \ldots, x_{d}{ }^{\prime}$ ) is in $\mathscr{L}_{v}$ then Conditions (a)-(d) of Lemma 2.7 are satisfied so long as $t^{d}=n \mathscr{N}(\mathbb{C})$. With this restriction on $t$ one finds $w_{\mathrm{m}} s(n, k)=$ $M(t)$. Thus

$$
\frac{M(t)}{t^{d}}=\frac{w_{\mathrm{m}} s(n, k)}{\mathscr{N}(\mathbb{C}) n} \quad \text { for } \quad t^{d}=\mathscr{N}(\mathbb{C}) n
$$

The result follows.
The rest of the problem is to compute $\operatorname{vol}\left(\Gamma_{0}\right)$. This will require several changes of the variables. Let

$$
\begin{aligned}
y_{i} & =\sum_{j} x_{j} \sigma_{i}\left(\alpha_{j}\right) \\
y_{j}+i y_{j+s} & =\sum_{k} x_{k} \sigma_{j}\left(\alpha_{k}\right) \quad \text { for } \quad 1 \leqslant i \leqslant r
\end{aligned}
$$

2.9 Statement. The conditions of Lemma 2.8 are equivalent to
(a) $0<\left|y_{1}\right| \cdots\left|y_{r}\right|\left(y_{r+1}^{2}+y_{r+1+s}^{2}\right) \cdots\left(y_{r+s}^{2}+y_{r+2 s}^{2}\right) \leqslant 1$,
(b) $\ell\left(y_{1}, \ldots, y_{r+2 s}\right)=c W+\sum c_{i} W_{i}, \quad 0 \leqslant c_{i}<1$,
(c) $y_{1}, \ldots, y_{r_{0}}$ are positive.

Let $\Gamma$ denote the space of all points $\left(y_{1}, \ldots, y_{d}\right)$ which satisfy Conditions (a) and (b) and also
(c') $y_{1}, \ldots, y_{r}$ are positive.
Let $J=\partial(y) / \partial(x)$ be the Jacobian of the transformation just defined. Then the volumes of the regions are related by

$$
\operatorname{vol}\left(\Gamma_{0}\right)=\int_{\Gamma_{0}} d x=2^{r-r_{0}} \int_{\Gamma} J^{-1} d y
$$

The coefficient $2^{r-r_{0}}$ appears because Condition (c) allows positive and negative coordinates in $r-r_{0}$ positions where ( $\mathrm{c}^{\prime}$ ) requires positive terms.

The Jacobian $J$ is the absolute value of the determinant with $i, j$ entry given by

$$
\begin{aligned}
\partial y_{i} / \partial x_{j} & =\operatorname{Re}\left(\sigma_{i}\left(\alpha_{j}\right)\right), & & 1 \leqslant i \leqslant r+s \\
& =\operatorname{Im}\left(\sigma_{i-s}\left(\alpha_{j}\right)\right), & & r+s<i \leqslant r+2 s .
\end{aligned}
$$

By Corollary 11.7, Chapter I we find

$$
J=2^{-s} \mathcal{N}\left(m_{0} \mathbb{C}\right)|\Delta|^{1 / 2}
$$

where $\Delta$ is the discriminant of $R$ over $Z$.

### 2.10 Lemma

$$
\operatorname{vol}\left(\Gamma_{0}\right)=\frac{2^{r+r_{0}+s}}{\mathscr{N}\left(\mathrm{~m}_{0} \mathfrak{C}\right)|\Delta|^{1 / 2}} \operatorname{vol}(\Gamma)
$$

For the next change we use polar coordinates. Let

$$
\begin{gathered}
\rho_{i}=y_{i}, \quad 1 \leqslant i \leqslant r \\
\rho_{r+j}\left(\cos \theta_{j}+i \sin \theta_{j}\right)=y_{r+j}+i y_{r+j+s} .
\end{gathered}
$$

Conditions 2.9 (a), (b), ( $\mathrm{c}^{\prime}$ ) are equivalent to
(a) $0<P=\rho_{1}, \ldots, \rho_{r} \rho_{r+1}^{2}, \ldots, \rho_{r+s}^{2} \leqslant 1$,
(b) $\ln \rho_{i}=\frac{\ln P}{d}+\delta_{i} \sum c_{j} \ln \left|\sigma_{i}\left(w_{j}\right)\right|$
with

$$
0 \leqslant c_{j}<1, \quad \delta_{i}=1 \quad \text { if } \quad 1 \leqslant i \leqslant r
$$

and

$$
\delta_{i}=2 \quad \text { if } \quad r<i \leqslant r+s
$$

(c) $0 \leqslant \theta_{j} \leqslant 2 \pi$.

Here Condition (b) requires comment. In $2.9(b)$ there is an unrestricted constant $c$ which can be computed. Recall that $\ell\left(w_{i}\right)=W_{i}$ has the sum of its
coordinates equal to zero so the sum of the coordinates of $\ell\left(y_{1}, \ldots, y_{r+2 s}\right)$ is $c d$. The sum of the coordinates however is also

$$
\ln \left|y_{1}\right| \cdots\left|y_{r}\right|\left(y_{r+1}^{2}+y_{r+1+s}^{2}\right) \cdots=\ln P
$$

This accounts for the $\ln P$ term in (b) which is just a coordinate wise statement of $2.9(\mathrm{~b})$.

Let $J=$ Jacobian of the transformation. The terms $\partial y_{i} / \partial \rho_{j}$ contribute an $r \times r$ identity block in $J$. The remaining terms are grouped to give $2 \times 2$ blocks of the form

$$
B_{j}=\left|\begin{array}{cc}
\cos \theta_{j} & \sin \theta_{j} \\
-\rho_{r+j} \sin \theta_{j} & \rho_{r+j} \cos \theta_{j}
\end{array}\right|
$$

so

$$
J=\operatorname{det}\left|\begin{array}{llll}
I_{r} & & & \\
& B_{1} & & \\
& & \ddots & \\
& & & B_{s}
\end{array}\right|=\rho_{r+1} \cdots \rho_{r+s} .
$$

We now have

$$
\begin{aligned}
\operatorname{vol}(\Gamma) & =\int_{\Gamma(\rho, \theta)} \rho_{r+1} \cdots \rho_{r+s} d \rho_{1} \cdots d \rho_{r+s} d \theta_{1} \cdots d \theta_{s} \\
& =(2 \pi)^{s} \int_{\Gamma(\rho)} \rho_{r+1} \cdots \rho_{r+s} d \rho_{1} \cdots d \rho_{r+s}
\end{aligned}
$$

Here $\Gamma(\rho)$ is the region in $r+s$ variables described by Eqs. (2.11) (a) and (b).
Finally the last change of variables is given by Eqs. (2.11) (a) and (b) with $P, c_{1}, \ldots, c_{r+s-1}$ as the new variables. The restrictions on these variables are $0<P \leqslant 1,0 \leqslant c_{i}<1$.

To compute the Jacobian of the transformation we differentiate Eq. 2.11(b):

$$
\begin{aligned}
& \partial \rho_{i} / \partial P=\rho_{i} 1 / P d \\
& \partial \rho_{i} / \partial c_{j}=\rho_{i} \delta_{i} \ln \left|\sigma_{i}\left(w_{j}\right)\right|
\end{aligned}
$$

Each column of $J=|\partial(\rho) / \partial(P, c)|$ has a factor $\rho$ and row one has $1 / P d$ so

$$
J=\frac{\rho_{1} \cdots \rho_{r+s}}{P d}\left|\begin{array}{cc}
\cdots 1 & 2 \cdots 2 \\
\ell\left(w_{1}\right) \\
\vdots \\
\ell\left(w_{r+s-1}\right)
\end{array}\right| .
$$

The determinant which is left is exactly the determinant of the transformation changing to the basis $W, W_{1}, \ldots, W_{r+s-1}$ of $V_{r+s}$ from the basis of unit vectors
$(0, \ldots, 1,0, \ldots)$ In particular, the determinant is nonzero. We set

$$
\left|\begin{array}{cc}
1 \cdots 1 & 2 \cdots 2 \\
\ell\left(w_{1}\right) \\
\vdots \\
\ell\left(w_{r+s-1}\right)
\end{array}\right|=2^{-s} d \operatorname{reg}(m)
$$

and call the term reg $(\mathrm{m})$ the regulator of m . Thus

$$
\begin{aligned}
\operatorname{vol}(\Gamma) & =(2 \pi)^{s} \int \rho_{r+1} \cdots \rho_{r+s} J d P d c_{1} \cdots d c_{r+s-1} \\
& =(2 \pi)^{s} \operatorname{reg}(\mathrm{~m}) 2^{-s} \int d P d c_{1} \cdots d c_{r+s-1} \\
& =(2 \pi)^{s} \operatorname{reg}(\mathrm{~m}) 2^{-s}
\end{aligned}
$$

Here we used the form of $P$ to see that all the $\rho$ s drop out of the integral.
Finally we can reassemble all these equations to get the desired result.

### 2.12 Lemma

$$
\operatorname{vol}\left(\Gamma_{0}\right)=\frac{2^{r-r_{0}} \operatorname{reg}(1 \mathrm{~m})(2 \pi)^{s}}{\mathcal{N}\left(\mathrm{~m}_{0} C\right)|\Delta|^{1 / 2}} .
$$

Before writing this in its final form one more conventional change will be made. For convenience we define $\mathscr{N}(\mathfrak{m})=2^{r_{0}} \mathcal{N}\left(\mathrm{~m}_{0}\right)$ when m is a modulus equal to the product of the integral ideal $m_{0}$ and $r_{0}$ real infinite primes.
2.13 Theorem. If $\zeta(s, k)$ is the $\zeta$-function of the class $k$ for the modulus $m$ then

$$
\lim _{s \rightarrow 1}(s-1) \zeta(s, k)=g_{m}
$$

where $g_{m}$ is a positive constant depending only upon $K$ and $\mathfrak{m}$ and not upon $k$. The exact value is

$$
g_{\mathrm{m}}=\frac{2^{r}(2 \pi)^{s} \operatorname{reg}(\mathrm{~m})}{\mathscr{N}(\mathrm{m}) w_{\mathrm{m}}|\Delta|^{1 / 2}},
$$

where

$$
r=\text { number of real primes of } K
$$

$s=$ number of complex primes of $K$,
$\Delta=$ discriminant of $K$ over $Q$,
$w_{m}=$ number of roots of unity in $\mathrm{U}_{K} \cap K_{m, 1}$,
$\operatorname{reg}(\mathrm{m})=$ regulator of m.

In case $m=1$ this result is still interesting. In this case the ray class group $\bmod \mathrm{m}$ is the usual class group $\mathrm{I}_{\mathbf{K}} / i\left(K^{*}\right)$. If we take the union of all the cosets $k$ we get all the $K$-ideals. So

$$
\sum_{k} \zeta(s, k)=\zeta_{K}(s) .
$$

When this is multiplied by $(s-1)$ and the limit taken, each term in the sum has the same limit.

### 2.14 Theorem

$$
\lim _{s \rightarrow 1}(s-1) \zeta_{K}(s)=\frac{2^{r}(2 \pi)^{s} \operatorname{reg}(K)}{w_{K}|\Delta|^{1 / 2}} h_{K},
$$

where
$w_{K}=$ number of roots of unity in $K$,
$h_{K}=$ class number of $K$, and the other symbols as above.
Here we have written reg $(K)$ for the regulator of the units $\mathbf{U}_{K}$. In the case $m=1$ as in general the regulator has the following interpretation. We have seen that $\ell\left(\mathbf{U}_{K} \cap K_{\mathrm{m}, 1}\right)$ is an $(r+s-1)$-dimensional lattice contained in $(r+s)$-dimensional space. It turns out that reg $(\mathrm{m})$ is the ( $\mathrm{r}+s-1$ )-dimensional volume of the fundamental parallelopiped for this lattice. Thus reg $(\mathrm{m})$ depends only on $m$ and not upon the choice of generators $w_{i}$.

The result given by the last theorem is sometimes useful for computation of the class number $h_{K}$. For some explicit examples see Chapter 5 of Borevich and Shafarevich [3].

We can obtain slightly better estimates for $s(n, k)$ without any further difficulty. Refer back to the proof of Lemma 2.8. There we had

$$
M(t)=w_{\mathrm{m}} s(n, k) \quad \text { if } \quad t^{d}=n \mathscr{N}(\mathbb{C}) .
$$

The $d$-dimensional cubes of side equal to one and having center at points of $\mathscr{L}_{v} \cap t \Gamma_{0}$ may not all lie entirely within $\Gamma_{0}$. For some fixed $\varepsilon$ all these cubes will lie inside $(t+\varepsilon) \Gamma_{0}$ and $(t-\varepsilon) \Gamma_{0}$ will be contained in the union of these cubes. It follows then that

$$
(t-\varepsilon)^{d} \operatorname{vol}\left(\Gamma_{0}\right) \leqslant M(t) \leqslant(t+\varepsilon)^{d} \operatorname{vol}\left(\Gamma_{0}\right) .
$$

Also

$$
\left|\operatorname{vol}\left(t \Gamma_{0}\right)-M(t)\right| \leqslant\left[(t+\varepsilon)^{d}-(t-\varepsilon)^{d}\right] \operatorname{vol}\left(\Gamma_{0}\right)<a_{1} t^{d-1}
$$

for some constant $a_{1}$. After making the substitutions indicated above, one finds
2.15 Statement. $s(n, k) \leqslant a_{2} n+a_{3} n^{1-(1 / d)}$ for some positive constants $a_{2}, a_{3}$.

Now consider the function

$$
\zeta(s, k)-a_{2} \zeta_{Q}(s)=\sum \frac{b(n)}{n^{s}}
$$

We have at once from (2.15)

$$
\left|\sum_{n \leqslant x} b(n)\right| \leqslant\left|s(x, k)-a_{2} x\right| \leqslant a_{3} x^{1-(1 / d)}
$$

This means the series converges for all $s$ with $\operatorname{Re}(s)>1-1 / d$ by Proposition 2.1. We have already seen that $\zeta_{Q}(s)$ can be analytically continued into this region except for the simple pole at $s=1$. It follows the same must hold for $\zeta(s, k)$.
2.16 Theorem. The function $\zeta(s, k)$ can be analytically continued to the region $\operatorname{Re}(s)>1-1 / d$ except for the simple pole at $s=1$.

This is not the whole story. The functions $\zeta_{K}(s)$ can be continued to the whole plane except for the pole at $s=1$. However we shall not discuss this matter any further here.

## 3. CHARACTERS OF ABELIAN GROUPS

In this section, $A$ denotes a finite abelian group.
Definition. A character of $A$ is a homomorphism of $A$ into the multiplicative group of complex numbers of absolute value one. The collection of all characters of $A$ is denoted by $\hat{A}$.

If $\chi_{1}, \chi_{2}$ are characters of $A$, then their product is the function sending $a$ to $\chi_{1}(a) \chi_{2}(a)$. Clearly $\chi_{1} \chi_{2}$ is also a character. This operation makes $\hat{A}$ into an abelian group. The identity is called the principal character and is usually denoted by $\chi_{0}$. One sees $\chi_{0}(a)=1$ for all $a \in A$.
3.1 Proposition. $A \cong \hat{A}$.

Proof. Use induction on $|A|$. Suppose $A$ is cyclic of order $m$ with generator $y$. Then $y^{m}=1$ implies $\chi(y)$ is an $m$ th root of unity. If $\omega$ is a fixed primitive $m$ th root of unity then the characters of $A$ are determined by the equations $\chi_{r}(y)=\omega^{r}$. There are $m$ choices for $r$ and so $m$ characters. They all are powers of $\chi_{1}$ so $\hat{A}$ is also cyclic of order $m$.

Now suppose $A=A_{1} \times A_{2}$ is noncyclic. We shall prove $\hat{A} \cong \hat{A}_{1} \times \hat{A}_{2}$ and the result will follow because $\hat{A}_{i} \cong A_{i}$ by induction.

Map $\hat{A}$ into $\hat{A}_{1} \times \hat{A}_{2}$ by sending $\chi$ to $\left(\chi\left|A_{1}, \chi\right| A_{2}\right)$. Then map $\hat{A}_{1} \times \hat{A}_{2}$ into $\hat{A}$ by identifying ( $\chi_{1}, \chi_{2}$ ) with the character sending $\left(a_{1}, a_{2}\right)$ to $\chi_{1}\left(a_{1}\right) \chi_{2}\left(a_{2}\right)$.

One checks easily these two maps are inverses of one another so both are isomorphisms.
3.2 Corollary. $A$ is naturally isomorphic to $\hat{A}$ by letting the element $a \in A$ correspond to the character $\chi \rightarrow \chi(a)$ on $\hat{A}$.

Proof. The indicated correspondence is a homomorphism of $A$ into $\hat{A}$. If it is one to one, then the groups are isomorphic because they have the same order by Proposition 3.1. Suppose the kernel of this homomorphism is the subgroup $B$. Then for any character $\chi$ of $A$ we have $\chi(b)=1$ for $b \in B$. This means $\chi$ can be viewed as a character on $A / B$. Thus $|A|=|\hat{A}| \leqslant|A| /|B|$. It follows $B=1$ as required.

### 3.3 Proposition (Orthogonality relations)

$$
\begin{align*}
\sum_{a \in A} \chi_{1}(a) \chi_{2}(a) & =\left\{\begin{array}{cll}
0 & \text { if } & \chi_{1} \neq \chi_{2}^{-1}, \\
|A| & \text { if } & \chi_{1}=\chi_{2}^{-1} .
\end{array}\right.  \tag{I}\\
\sum_{\chi \in A} \chi(a) \chi(b) & =\left\{\begin{array}{cll}
0 & \text { if } & a b \neq 1, \\
|A| & \text { if } & a b=1 .
\end{array}\right. \tag{2}
\end{align*}
$$

Proof. Let $\chi$ denote a nonprincipal character and $b$ some element of $A$ with $\chi(b) \neq 1$. Then

$$
\sum_{a \in A} \chi(a)=\sum_{a \in A} \chi(a b)=\chi(b) \sum_{a \in A} \chi(a) .
$$

Since $\chi(b) \neq 1$ it must happen that $\sum \chi(a)=0$. Now if $\chi=\chi_{1} \chi_{2}$ the first alternative of Eq. (1) is proved. The second alternative is obvious since $\chi_{1}(a) \chi_{1}^{-1}(a)=1$ for each $a \in A$. To prove Eq. (2) just use the identification of $A$ with $\hat{A}$ and Eq. (1) with $\hat{A}$ in place of $A$.

## 4. L-SERIES AND PRODUCT REPRESENTATIONS

We shall extend slightly the $\zeta$-functions considered above. Let $\mathfrak{n t}$ be a modulus for $K$ and $\chi$ a character of the finite group $\mathbf{I}^{\mathrm{m}} / i\left(K_{\mathrm{m}, 1}\right)$. We view $\chi$ as a function on all of $\mathbf{I}^{\mathbf{\prime \prime}}$ by defining $\chi(\mathbb{C})$ for an ideal $\mathbb{C}$ to be the value of $\chi$ at the coset $i\left(K_{\mathrm{rn}, 1}\right) \mathbb{C}$.

The $L$-series for $\chi$ is

$$
L(s, \chi)=\sum_{(\mathrm{m}, \tilde{w})=1} \chi(\mathfrak{H}) / \mathcal{N}(\mathfrak{H})^{s},
$$

where the sum is taken over all integral ideals prime to m . Since $\chi\left({ }^{(9)}\right)$ depends only upon the class, $k$, of $\mathfrak{Q}$ we may express $L(s, \chi)$ in terms of $\zeta$-functions
already introduced. Namely

$$
\begin{align*}
L(s, \chi) & =\sum_{k} \chi(k) \cdot \sum_{\mathscr{U} \in k} \mathcal{N}(\mathscr{H})^{-s}  \tag{1}\\
& =\sum_{k} \chi(k) \zeta(s, k) .
\end{align*}
$$

### 4.1 Proposition

$$
\lim _{s \rightarrow 1}(s-1) L(s, \chi)=\left\{\begin{array}{cl}
0 & \text { if } \quad \chi \neq \chi_{0} \\
h_{m} g_{m} & \text { if } \quad \chi=\chi_{0}
\end{array}\right.
$$

where $h_{\mathrm{m}}$ is the order of the ray class group mod $\mathfrak{m}$ and $g_{\mathrm{m}}$ is the constant in Theorem 2.13.

Proof. By Eq. (1) the limit in the proposition is $\sum_{k} \chi(k) g_{m}$ since the functions $(s-1) \zeta(s, k)$ all have the same limit $g_{m}$ at $s=1$. Now apply Proposition 3.3.

The next result expresses the $L$-functions in turns of primes rather than all the ideals. This is the stepping off point to the investigation of primes and their part in the groups mentioned so far.
4.2 Theorem. For all $s$ with $\operatorname{Re}(s)>1$ the function $L(s, \chi)$ can be represented as a uniformly convergent product

$$
L(s, \chi)=\prod_{\mathfrak{p} \nmid \mathfrak{m}}\left(1-\chi(\mathfrak{p}) / \mathscr{N}(\mathfrak{p})^{s}\right)^{-1}
$$

taken over all primes of $K$ not dividing $m$.
Proof. Let $p$ denote any prime ideal. There is an absolutely convergent series

$$
\left(1-\frac{\chi(\mathfrak{p})}{\mathscr{N}(\mathfrak{p})^{s}}\right)^{-1}=1+\frac{\chi(\mathfrak{p})}{\mathscr{N}(\mathfrak{p})^{s}}+\frac{\chi\left(p^{2}\right)}{\mathscr{N}\left(\mathfrak{p}^{2}\right)^{s}}+\cdots
$$

Suppose $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}$ are all the primes in $\mathbf{I}^{m}$ having norm $\leqslant t$. Then

$$
\begin{aligned}
\prod\left(1-\frac{\chi\left(p_{i}\right)}{\mathcal{N}\left(p_{i}\right)^{s}}\right)^{-1} & =\sum \frac{\chi\left(p_{1}^{a_{1}} \cdots \mathfrak{p}_{r}^{a_{r}}\right)}{\mathscr{N}\left(\mathfrak{p}_{1}^{a_{1}} \cdots \mathfrak{p}_{r}^{a_{r}}\right)^{s}} \\
& =\sum_{:!}^{*} \frac{\chi(\mathfrak{G l})}{\mathcal{N}(\mathfrak{N})^{s}}
\end{aligned}
$$

where the * means the sum is taken over all integral ideals in $I^{m}$ divisible only by primes with norm $\leqslant t$. Now one sees that

$$
\left|L(s, \chi)-\prod_{\mathscr{N}(p) \leqslant t}\left(1-\frac{\chi(p)}{\mathscr{N}(p)^{s}}\right)^{-1}\right| \leqslant\left|\sum_{\mathcal{N}(\mathfrak{R 1 )}>t} \frac{\chi(\mathfrak{A})}{\mathscr{N}(\mathfrak{H})^{s}}\right|
$$

The rightmost term is the remainder term for $L(s, \chi)$. The convergence of
$L(s, \chi)$ is implied by that for $\zeta(s, k)$ when $\operatorname{Re}(s)>1$ so the remainder term must have a zero limit as $t$ increases. The result follows.

Some special cases are worth recording. Take $m=1$ and $\chi=\chi_{0}$; then $L(s, \chi)=\zeta_{K}(s)$.

### 4.3 Corollary

(a) $\zeta_{K}(s)=\prod_{\mathfrak{p}}\left(1-1 / \mathcal{N}(\mathfrak{p})^{s}\right)^{-1}$,
(b) $\zeta_{Q}(s)=\prod_{p}\left(1-1 / p^{s}\right)^{-1}$.

The uniform convergence of the infinite series that arise can be used to obtain uniform convergence of the infinite product. In particular the product may be taken in any order without changing the value.

Let $\log z$ denote the branch of the logarithm function having imaginary part on $(-\pi / 2, \pi / 2)$ when $\operatorname{Re}(z)>0$. Then $\log z$ is real for real $z$ and the function has an absolutely convergent series representation

$$
-\log (1-z)=z+\frac{z^{2}}{2}+\frac{z^{3}}{3}+\cdots
$$

for $|z|<1$. We shall apply this to the infinite products but first we give a lemma that allows us to change a product into a sum.
Lemma. Let $\left\{u_{j}\right\}$ be a sequence of real numbers all $\geqslant 2$ and suppose the function

$$
f(s)=\prod_{j}\left(1-u_{j}^{-s}\right)^{-1}
$$

is uniformly convergent in each region $D(1, \delta, \varepsilon)$. Then

$$
\log f(s)=\sum_{j} u_{j}^{-s}+g(s)
$$

where $g(s)$ is bounded in neighborhood of $s=1$.
Proof. The uniform convergence allows the following manipulations:

$$
\begin{aligned}
\log f(s) & =-\sum_{j} \log \left(1-u_{j}^{-s}\right) \\
& =\sum_{j} \sum_{m=1}^{\infty} \frac{1}{m u_{j}^{s m}} \\
& =\sum_{j} \frac{1}{u_{j}^{s}}+\sum_{j} \sum_{m=2}^{\infty} \frac{1}{m u_{j}^{s m}} \\
& =\sum_{j} \frac{1}{u_{j}^{s}}+g(s) .
\end{aligned}
$$

Let $\sigma=\operatorname{Re}(s)$ so we obtain

$$
|g(s)| \leqslant \sum_{j} \sum_{m=2}^{\infty} \frac{1}{m u_{j}^{m \sigma}}
$$

Estimate the inner sum by using

$$
\sum_{2}^{\infty} \frac{1}{m u^{m \sigma}} \leqslant \sum_{2}^{\infty} \frac{1}{2}\left(\frac{1}{u^{\sigma}}\right)^{m}=\frac{1}{2}\left\{\frac{1}{1-u^{-\sigma}}-u^{-\sigma}-1\right\}<\frac{1}{u^{2 \sigma}}
$$

Thus

$$
|g(s)| \leqslant \sum_{j} \frac{1}{u_{j}^{2 \sigma}}
$$

The convergence of $f(2 \sigma)$ for $2 \sigma \geqslant 1+\delta$ implies the finiteness of $|g(s)|$ at $\sigma=1$ or $s=1$. In particular $g(s)$ is bounded in a disk $|s-1|<\frac{1}{2}$.

As an immediate consequence of this and Corollary 4.3 we have
(a) $\log \zeta_{K}(s)=\sum_{\mathfrak{p}} \frac{1}{\mathcal{N}(\mathfrak{p})^{s}}+g_{1}(s)$,
(b) $\log \zeta_{Q}(s)=\sum_{p} \frac{1}{p^{s}}+g_{2}(s)$,
with $g$ representing a function bounded at $s=1$.
To illustrate the kind of reasoning to be used below, we show how the expression 4.4(b) can be used along with Theorem 2.14 to prove the existence of infinitely many primes.

If there were only a finite number of primes then $\log \zeta_{Q}(s)$ would be bounded near $s=1$. By Theorem 2.14 the function $(s-1) \zeta_{Q}(s)$ has a finite positive limit at $s=1$ so $\log (s-1) \zeta_{Q}(s)$ is also bounded near $s=1$. It follows that

$$
\log (s-1)=\log (s-1) \zeta_{Q}(s)-\log \zeta_{Q}(s)
$$

is bounded at $s=1$. This is impossible, of course, so there exist infinitely many primes.

Since this idea will be used several times we shall use the following notation. For functions $f_{1}(s)$ and $f_{2}(s)$ defined for $\operatorname{Re}(s)>1$ at least, we write.

$$
f_{1}(s) \sim f_{2}(s)
$$

to mean $f_{1}(s)-f_{2}(s)$ has a finite limit at $s=1$.
4.5 Proposition. Let $K$ be an algebraic number field and $S$ the set of primes of $K$ which have relative degree one over $Q$. Then $S$ is an infinite set.

Proof. If we exclude the finite number of ramified primes which may be in $S$, then $S$ is the set of primes $\mathfrak{P}$ of $K$ for which $\mathscr{N}(\mathfrak{P})=p$ is prime.

By Eq. 4.4(a) it follows that

$$
\log \zeta_{K}(s) \sim \sum_{\mathfrak{P}} \frac{1}{\mathscr{N}(\mathfrak{P})^{s}}
$$

with the sum taken over all primes of $K$. Estimate this sum by first taking it over those primes outside $S$. Again ignore the ramified primes since the sum over a finite set is bounded at $s=1$. For $\mathfrak{P}$ outside $S, \mathcal{N}(\mathfrak{P})=p^{f} \geqslant p^{2}$ and at most ( $K: Q$ ) possible $\mathfrak{P}$ have their norms equal to a power of the same prime. Thus

$$
\left|\sum_{\mathfrak{P} \notin S} \frac{1}{\mathscr{N}(\mathfrak{P})^{s}}\right| \leqslant(K: Q) \sum_{p} \frac{1}{p^{2 \sigma}} .
$$

This sum is bounded at $\sigma=1$ so it follows that

$$
\log \zeta_{K}(s) \sim \sum_{\mathfrak{P} \in S} \frac{1}{\mathscr{N}(\mathfrak{P})^{s}}
$$

By Theorem 2.14 it follows that $\log (s-1) \zeta_{K}(s)$ is bounded at $s=1$ and since $\log (s-1)$ is not bounded at $s=1$ it follows that

$$
\log \zeta_{K}(s) \sim-\log (s-1) \sim \sum_{\mathfrak{P} \in S} \frac{1}{\mathscr{N}(\mathfrak{P})^{s}}
$$

and $S$ must be an infinite set which completes the proof.
This idea can be expanded.
Definition. Let $S$ be a set of primes of the algebraic number field $K$. If there exists a real number $\delta$ such that

$$
\sum_{\mathfrak{P} \in S} \frac{1}{\mathscr{N}(\mathfrak{P})^{s}} \sim-\delta \log (s-1)
$$

then we say $\delta$ is the Dirichlet density of $S$ and we write $\delta(S)=\delta$.
We have just proved that $\delta(S)=1$ when $S$ is the set of primes having relative degree one over $Q$.

### 4.6 Properties of the Dirichlet Density

(4.6.1) If $S$ has $\delta(S) \neq 0$ then $S$ is an infinite set.

Proof. If $S$ is a finite set then

$$
\sum_{\mathfrak{P} \in S} \mathscr{N}(\mathfrak{P})^{-s} \sim 0
$$

(4.6.2) Let $S_{1}$ denote the set of primes of $K$ having relative degree one over $Q$. If $S$ is any set which has a Dirichlet density, then $\delta(S)=$ $\delta\left(S \cap S_{1}\right)$.

Proof. The estimates given in the proof of Proposition 4.5 can be used to show

$$
\sum_{\substack{\mathfrak{P} \in S \\ \mathfrak{P} \neq S_{1}}} \mathcal{N}(\mathfrak{P})^{-s} \sim 0
$$

Then it follows

$$
\sum_{\mathfrak{P} \in S} \mathscr{N}(\mathfrak{P})^{-s} \sim \sum_{\mathfrak{P} \in S \cap s_{1}} \mathcal{N}(\mathfrak{P})^{-s}
$$

(4.6.3) If $S \subset S^{\prime}$ then $\delta(S) \leqslant \delta\left(S^{\prime}\right)$ whenever both densities exist.

This follows from the observation that $\sum \mathscr{N}(\mathfrak{P})^{-s}$ cannot be negative for real $s$ sufficiently close to $s=1$.

One sees from these remarks that $0 \leqslant \delta(S) \leqslant 1$ whenever $S$ has a density. Thus $\delta$ provides a way of measuring the ratio of primes in $S$ to all primes of $K$.

We shall make a computation of a density that will be important later.
Let in be a modulus for $K$ and $H$ a group such that

$$
i\left(K_{\mathrm{m}, 1}\right) \subseteq H \subseteq \mathbf{I}^{\mathrm{m}}
$$

Let $h$ denote the index of $H$ in $\mathbf{I}^{\mathbf{m}}$ (finite by Corollary 1.6).
4.7 Theorem. Let $S$ be a set of primes contained in $H$. If $S$ has density $\delta(S)$, then $\delta(S) \leqslant 1 / h$.

Proof. Let $\chi$ be a character of $\mathbf{I}^{\mathbf{m}} / H$ viewed as a homomorphism on $\mathbf{I}^{\mathbf{m}}$ with kernel containing $H$. Then

$$
\log L(s, \chi)=\sum_{\mathfrak{P} \nmid \mathfrak{m}} \chi(\mathfrak{P}) \mathscr{N}(\mathfrak{P})^{-s}+g_{\chi}(s)
$$

with $g_{\chi}(s)$ a convergent Dirichlet series for $\operatorname{Re}(s)>\frac{1}{2}$. In particular $g_{\chi}(s)$ is bounded at $s=1$.

For any $\mathfrak{P}, \sum \chi(\mathfrak{P})$ taken over all characters of $\mathbf{I}^{\mathbf{m}} / H$ is zero unless $\mathfrak{P} \in H$ in which case the value is $h$. Thus

$$
\begin{aligned}
\sum_{\mathfrak{p} \in H} h \mathcal{N}(\mathfrak{P})^{-s}= & \sum_{\chi \neq \chi_{0}}\left\{\log L(s, \chi)-g_{\chi}(s)\right\} \\
& +\log (s-1) L\left(s, \chi_{0}\right)-\log (s-1)-g_{\chi_{0}}(s) .
\end{aligned}
$$

By assumption we also have

$$
\sum_{\mathfrak{P} \in s} \mathscr{N}(\mathfrak{P})^{-s}=-\delta(S) \log (s-1)+g(s)
$$

with $g(s)$ bounded at $s=1$. The assumption $S \subset H$ implies

$$
\sum_{\mathfrak{P} \in H} \mathcal{N}(\mathfrak{P})^{-s}-\sum_{\mathfrak{P} \in S} \mathscr{N}(\mathfrak{P})^{-s}
$$

is nonnegative when $s$ is real and $>1$. This means that

$$
\begin{gathered}
-(1 / h-\delta(S)) \log (s-1)+\sum_{\chi \neq \chi_{0}}\left\{\log L(s, \chi)-g_{\chi}(s)\right\} \\
\quad+\log (s-1) L\left(s, \chi_{0}\right)-g_{\chi_{0}}(s)-g(s)
\end{gathered}
$$

is positive when $s$ is real and $>1$. All the functions denoted by $g$ s are bounded at $s=1$. The same is true of $\log (s-1) L\left(s, \chi_{0}\right)$ by Proposition 4.1.

The terms $\log L(s, \chi)$ are bounded at $s=1$ unless $L(1, \chi)=0$. [By Proposition 4.1 one can show that $L(s, \chi)$ is continuous at $s=1$ provided $\chi \neq \chi_{0}$. So it is permissible to write $L(1, \chi)$.] In case $L(1, \chi)=0$ for some $\chi$ then the log terms become negatively infinite at $s=1$. We insist $s>1$ so $\log (s-1)$ is also negative near $s=1$. The only way for the expression to be positive is $\delta(S) \leqslant$ $1 / h$ as required.

Remark. It is true that $L(1, \chi) \neq 0$ for $\chi \neq \chi_{0}$ but this is fairly difficult to prove and will not be done in this generality here. See Section 10, Chapter V for a proof.

If we assume this result one obtains that the set of primes in $H$ has density exactly $1 / h$. The above proof does show the following result.
4.8 Proposition. In the above context if $\delta(S)=1 / h$ then $L(1, \chi) \neq 0$ for each nonprincipal character $\chi$ of $\mathbf{I}^{\mathbf{m}} / H$.

Proof. The function above now is positive for real $s$ sufficiently close to 1 but the $\log (s-1)$ term has zero coefficient. The remaining terms are bounded at 1 or become negatively infinite when $L(1, \chi)=0$. Accordingly this cannot occur.

## 5. FROBENIUS DENSITY THEOREM

In this section we let $L$ denote a Galois extension of $K$ with $G=G(L / K)$. The main idea here is to prove the existence of primes in $K$ having certain prescribed decompositions in $L$.

We prepare first with a purely group theoretic result.
Definition. Let $\sigma$ be an element of order $n$ in $G$. The division of $\sigma$ is the collection of all elements in $G$ which are conjugate to some $\sigma^{m}$ with $m$ relatively prime to $n$.
5.1 Lemma. Let $\sigma$ be an element of order $n$ in $G, H$ the cyclic group $\langle\sigma\rangle$, and $t$ the number of elements in the division of $\sigma$. Then $t=\phi(n)\left[G: \mathrm{N}_{\mathrm{G}}(H)\right]$ with $\phi(n)$ the Euler function.

Proof. For $m$ relatively prime to $n$ we have $\mathrm{C}_{G}(\sigma)=\mathrm{C}_{G}\left(\sigma^{m}\right)$. Thus $\sigma^{m}$ has [ $G: \mathrm{C}_{G}(\sigma)$ ] conjugates. As $m$ ranges over all integers between 1 and $n$ relatively prime to $n$ we count $\phi(n)\left[G: \mathrm{C}_{G}(\sigma)\right]$ conjugates this way. But these are not all different. An element is counted $q$ times if it is conjugate to $q$ distinct powers $\sigma^{m}$. Evaluate $q$ by observing the number of conjugates of $\sigma^{m}$ which are also powers of $\sigma$ is the number of distinct automorphisms of $H$ induced by conjugation; namely the index $\left[\mathrm{N}_{G}(H): \mathrm{C}_{G}(\sigma)\right]=q$. It follows that

$$
t=\frac{\phi(n)\left[G: \mathrm{C}_{G}(\sigma)\right]}{\left[\mathrm{N}_{G}(H): \mathrm{C}_{G}(\sigma)\right]}=\phi(n)\left[G: \mathrm{N}_{G}(H)\right]
$$

Now we can state the main result.
5.2 Theorem (Frobenius Density Theorem). Let $\sigma$ be an element of $G=$ $G(L / K)$ having $t$ elements in its division. Let $S_{1}$ denote the set of primes of $K$ which are divisible by a prime of $L$ whose Frobenius automorphism is in the division of $\sigma$. Then $S_{1}$ has Dirichlet density $t /|G|$.

Proof. The proof is done by induction on $n$, the order of $\sigma$. Consider the case $n=1$ first. Then $\sigma=1$ and $S_{1}$ is the set of primes of $K$ which split completely in $L$. Let $S^{*}$ denote the set of primes of $L$ dividing some prime in $S_{1}$. For each $\mathfrak{p}$ in $S_{1}$ there exists exactly $(L: K)=|G|$ distinct primes in $S^{*}$ dividing $\mathfrak{p}$ and each of these has norm exactly $\mathfrak{p}$. Thus we find

$$
\begin{aligned}
\sum_{\mathfrak{P} \in S^{\bullet}} \mathscr{N}_{L / Q}(\mathfrak{P})^{-s} & =\sum_{\mathfrak{P} \in S^{*}} \mathscr{N}_{K / Q}\left(\mathscr{N}_{L / K}(\mathfrak{P})\right)^{-s} \\
& =|G| \sum_{p \in S_{1}} \mathscr{N}_{K / Q}(\mathfrak{p})^{-s}
\end{aligned}
$$

The first sum can be evaluated. Let $T$ denote the set of primes of $L$ which have relative degree one over $Q$. Then $T \subseteq S^{*}$ and the sum $\sum_{\mathfrak{P} \in S^{*}-\boldsymbol{T}} \mathcal{N}(\mathfrak{P})^{-s} \sim 0$.

Now it has already been proved that $\delta(T)=1$ so we have $\delta\left(S^{*}\right)=1$. This means

$$
\sum_{\mathfrak{p} \in S_{1}} \mathscr{N}(\mathfrak{p})^{-s} \sim-|G|^{-1} \log (s-1)
$$

and $\delta\left(S_{1}\right)=1 /|G|$ as required for this case.
Now assume the order of $\sigma$ is $n$ and $n>1$. For each divisor $d$ of $n$ let $t_{d}$ denote the number of elements in the division of $\sigma^{d}$. Let $S_{d}$ denote the set of primes of $K$ divisible by some prime of $L$ whose Frobenius automorphism belongs to the division of $\sigma^{d}$. By induction we know $\delta\left(S_{d}\right)=t_{d} /|G|$ if $d \neq 1$.

Let $E$ denote the subfield of $L$ left fixed by $\langle\sigma\rangle$. Let $H$ denote the group $\langle\sigma\rangle$. We use the description given in Chapter III, Corollary 2.9 for the decomposition of primes in $E$. The primes $\mathfrak{p}$ of $K$ which have at least one prime factor in $E$ having relative degree one are precisely those $p$ divisible by a prime $\mathfrak{P}$ of $L$ such that the Frobenius automorphism $\tau$ of $\mathfrak{P}$ has a cycle of length one on the cosets of $H$. This occurs precisely when $\sigma_{i} \tau \sigma_{i}^{-1}$ is in $H$ for some $\sigma_{i}$. This means $\tau$ is conjugate to some power of $\sigma$ and so $\mathfrak{p}$ is in $S_{d}$ for some $d$.

Let $S_{E}$ denote the set of primes of $E$ having relative degree one over $K$. For $\mathfrak{p} \in S_{d}$ let $n(\mathfrak{p})$ denote the number of primes of $E$ dividing $\mathfrak{p}$ and having relative degree one over $K$. Thus each $p$ in $S_{d}$ is the norm of $n(p)$ distinct primes in $S_{E}$. Just as before $\delta\left(S_{E}\right)=1$ because $S_{E}$ contains the primes of $E$ having relative degree one over $Q$. Put these facts together to obtain
(1) $-\log (s-1) \sim \sum_{\mathcal{P} \in S_{E}} \mathscr{N}_{K / Q}\left(N_{E / K}(\mathfrak{P})\right)^{-s}=\sum_{d \mid n} \sum_{p \in S_{d}} n(p) \mathscr{N}(p)^{-s}$.

Next we evaluate $n(\mathfrak{p})$. Suppose $\mathfrak{p} \in S_{d}$. By Chapter III, Corollary 2.9 this is the number of distinct cosets $H \sigma_{i}$ such that $H \sigma_{i} \sigma^{d}=H \sigma_{i}$. This holds if and only if

$$
\sigma_{i} \sigma^{d} \sigma_{i}^{-1} \in H
$$

Since $H$ is cyclic this only can happen if $\sigma_{i} \in \mathrm{~N}_{G}\left(\left\langle\sigma^{d}\right\rangle\right)$. So we have

$$
n(\mathfrak{p})=\left[\mathrm{N}_{G}\left(\left\langle\sigma^{d}\right\rangle\right): H\right], \quad \mathfrak{p} \in S_{d}
$$

Using this equation and the induction hypothesis we write Eq. (1) as

$$
\left[\mathrm{N}_{G}(H): H\right] \sum_{\mathfrak{p} \in S_{1}} \mathrm{~N}(\mathfrak{p})^{-s} \sim\left\{-1+\sum_{\substack{d \mid n \\ d \neq 1}} \frac{\left[\mathrm{~N}_{G}\left\langle\sigma^{d}\right\rangle: H\right] t_{d}}{|G|}\right\} \log (s-1) .
$$

Next use Lemma 5.1 to evaluate $t_{d}=\phi(n / d)\left[G: \mathrm{N}_{G}\left\langle\sigma^{d}\right\rangle\right]$. The coefficient of $\log (s-1)$ on the right becomes

$$
-1+\sum_{\substack{d| | n \\ d \neq 1}} \frac{1}{n} \phi\left(\frac{n}{d}\right)=-1-\phi(n) / n+\frac{1}{n} \sum_{d \mid n} \phi\left(\frac{n}{d}\right)
$$

A well-known formula of elementary number theory asserts the summation remaining here has the value $n$ so the entire expression is just $-\phi(n) / n$. Thus finally

$$
\sum_{p \in S_{1}} \mathscr{N}(\mathfrak{p})^{-s} \sim \frac{-\phi(n)}{\left[\mathrm{N}_{G}(H): H\right] n} \log (s-1)=\frac{-t}{|G|} \log (s-1)
$$

again using Lemma 5.1 for the value of $t$. This completes the proof. We can now prove an important property of the Artin map.
5.3 Corollary. Assume $L$ is an abelian extension of $K$ and $S$ is any finite set of primes of $K$ containing all the primes ramified in $L$. Then the Artin map $\varphi_{L \mid K}$ carries $\mathrm{I}_{K}{ }^{S}$ onto $G(L / K)$.

Proof. Given an element $\sigma$ in $G$, the division of $\sigma$ consists precisely of the elements which generate the cyclic group $\langle\sigma\rangle$. By the Frobenius density theorem there exist infinitely many primes of $L$ whose Frobenius automorphism generates $\langle\sigma\rangle$ so some $\mathfrak{P}$ can be found with $\mathfrak{p}=\mathfrak{P} \cap K$ not in $S$ and $\varphi_{L \mid K}(\mathfrak{p})$ a generator of $\langle\sigma\rangle$. Thus $\varphi_{L \mid K} \operatorname{maps} \mathbf{I}_{K}{ }^{\text {s }}$ onto $G$.
5.4 Corollary. Assume $G(L / K)$ is cyclic of order $n$, and let $d$ be a divisor of $n$. The set $S_{d}$ of primes of $K$ having exactly $d$ prime factors in $L$ has Dirichlet density $\phi(n / d) / n$.

In particular there exist infinitely many primes of $K$ which remain prime in $L$.
Proof. In Chapter III, Proposition 2.8 , take $H=1$ so $E=L$. A prime $\mathfrak{p}$ has $d$ factors in $L$ if and only if $\sigma=\varphi_{L \mid K}(\mathfrak{p})$ has $d$ cycles in the representation of $G$ by permutations of its elements (the cosets of $H$ ). When $G$ is cyclic $\sigma$ has this property if and only if it has order $n / d$. There exist exactly $\phi(n / d)$ such elements in a cyclic group so by the Frobenius density theorem, $\delta\left(S_{d}\right)=$ $\phi(n / d) / n$.
5.5 Corollary. Let $L_{1}, L_{2}$ be normal extensions of $K$ and let $S_{1}, S_{2}$ denote the sets of primes of $K$ which split completely in $L_{1}, L_{2}$, respectively. If $S_{1} \subset S_{2}$ (except possibly for a set of density 0 ) then $L_{2} \subset L_{1}$ and conversely.

Proof. One direction is immediate. If $L_{2} \subset L_{1}$ and $p$ splits completely in $L_{1}$ then it also splits completely in $L_{2}$.

Now suppose $S_{1} \subset S_{2}$ except for a set of density 0 . Let $L=L_{1} \cdot L_{2}$ be the least extension of $K$ containing both $L_{1}$ and $L_{2}$. By Chapter III, Corollary 2.7, the primes of $K$ which split completely in $L$ are those in $S_{1}$ since they split completely in both $L_{1}$ and $L_{2}$. Now compute the densities of $S_{1}$ and $S_{2}$. Use Theorem 5.2 to get

$$
(L: K)^{-1}=\delta\left(S_{1}\right)=\left(L_{1}: K\right)^{-1}
$$

This forces $L=L_{1} L_{2}=L_{1}$ and so $L_{2} \subset L_{1}$ as required.
This seems like a theorem which classifies all normal extensions of $K$ in terms of objects in $K$ alone; namely certain sets of primes. Unfortunately it is not known yet which sets of primes can arise as the set of primes which split completely in some normal extension of $K$. This problem is solved for abelian extensions by class field theory in Chapter V.

Another application of Theorem 5.2 will give us the so-called first fundamental inequality of class field theory.
5.6 Theorem. Assume $L$ is normal over $K$ and $m$ is a modulus for $K$. Let $\mathbf{I}_{L}{ }^{\text {m }}$ denote the subgroup of $I_{L}$ generated by all primes $\mathfrak{P}$ of $L$ for which $\mathfrak{P} \cap K$ is in $\mathbf{I}_{K}{ }^{\mathbf{m}}$. Then

$$
\left[\mathbf{I}_{K}{ }^{\mathrm{m}}: \mathrm{N}_{L \mid K}\left(\mathbf{I}_{L}{ }^{m}\right) i\left(K_{\mathrm{w}, 1}\right)\right] \leqslant(L: K)
$$

Proof. Except for a finite set of primes, the primes that split completely in $L$ are found in $\mathrm{N}_{L \mid K}\left(\mathbf{I}_{L}{ }^{\text {II }}\right)$. The density of this set is $\mathrm{I} /(L: K)$ by Theorem 5.2. If $h$ is the index on the left above, then by Theorem 4.7, we obtain

$$
\mathrm{I} /(L: K) \leqslant \mathrm{I} / h
$$

which is equivalent with the desired conclusion.
Notice this first inequality holds for any modulus and any normal extension. The reverse inequality will be proved later under very restrictive conditions. The Galois group of $L$ over $K$ must be abelian and the modulus must be divisible by all the primes of $K$ which ramify in $L$. Some restriction is also necessary upon the exponents of these primes. This theorem is called the second inequality and the proof is entirely different from that of the first inequality.

As a final application of the Frobenius density theorem we shall prove Dirichlet's famous theorem on primes in an arithmetic progression.

Let $m$ be a positive integer and $m$ the modulus $(m) p_{\infty}$ for $Q$. We write $H=i\left(Q_{\mathrm{m}, 1}\right)$ in $\mathbf{I}_{Q}{ }^{m}$.

Let $\beta$ denote a primitive $m$ th root of unity. We have seen already in Proposition 3.3 of Chapter III that the set of primes of $Q$ which split completely in $L=Q(\beta)$ is the set of primes in $H$. The density of this set is $(L: Q)^{-1}$ by Theorem 5.2. Also by Theorem 4.7 this number is at most $\left[\mathbf{I}^{\mathrm{m}}: H\right]^{-1}=$ $\phi(m)^{-1}$. This index is computed using the results of Section 1 . Thus $(L: Q) \geqslant$ $\phi(m)$. On the other hand, $\beta$ has at most $\phi(m)$ conjugates so its minimum polynomial has degree $\leqslant \phi(m)$. Thus $(L: Q)=\phi(m)$. [We have proved again the cyclotomic polynomials are irreducible.] Now this information along with Proposition 4.8 yields a useful fact.
5.7 Proposition. If $\chi$ is a nonprincipal character of $\mathbf{I}^{m} / i\left(Q_{m, 1}\right)$ then $L(1, \chi) \neq 0$.

This is the crucial step in the next theorem.
5.8 Theorem. Let $k_{0}$ be any coset of $i\left(Q_{\mathrm{m}, 1}\right)$ in $\mathbf{I}_{Q}{ }^{\text {" }}$. Then the set of primes in $k_{0}$ has density $1 / \phi(m)$.

Proof. Let $\mathbf{C}^{m}$ denote $\mathbf{I}_{Q}{ }^{m} / i\left(Q_{m, 1}\right)$. For any character $\chi$ of $\mathbf{C}^{m}$ we have

$$
\log L(s, \chi) \sim \sum_{p} \frac{\chi(p)}{p^{s}}=\sum_{k \in \mathbf{C}^{m}} \chi(k) \sum_{p \in k} p^{-s} .
$$

Now multiply this by $\chi\left(k_{0}^{-1}\right)$ and sum over all characters $\chi$ of $\mathbf{C}^{m}$ to obtain,

$$
\log L\left(s, \chi_{0}\right)+\sum_{\chi \neq x_{0}} \chi\left(k_{0}^{-1}\right) \log L(s, \chi)=\sum_{k} \sum_{\chi} \chi\left(k_{0}^{-1} k\right) \sum_{p \in k} p^{-s} .
$$

The orthogonality relations for characters allow the evaluation of the sum over $\chi$ as

$$
\begin{array}{rlrl}
\sum_{x} \chi\left(k_{0}^{-1} k\right) & =\phi(m) & & \text { if } \\
& k=k_{0} \\
& & \text { if } & k \neq k_{0} .
\end{array}
$$

Use the fact that $L(1, \chi) \neq 0$ if $\chi \neq \chi_{0}$ (Proposition 5.7) to see that the sum over nonprincipal characters above is bounded at $s=1$. We finally obtain

$$
\log L\left(s, \chi_{0}\right) \sim \phi(m) \sum_{p \in k_{0}} p^{-s} .
$$

The function $L\left(s, \chi_{0}\right)$ differs from $\zeta(s)$ only by a finite number of factors due to primes dividing $m$. It follows then

$$
\log L\left(s, \chi_{0}\right) \sim \log \zeta(s) \sim-\log (s-1) .
$$

Finally we combine the last equivalences to get

$$
\sum_{p \in k_{0}} p^{-s} \sim-1 / \phi(m) \log (s-1)
$$

as required.
Now let $m$ be a positive integer and $a$ an integer relatively prime to $m$. Suppose $p$ is a prime in the arithmetic progression $m t+a, t \in Z$. Then clearly $p$ is in the coset $a Q_{\mathrm{m}, 1}$ since $m t+a \equiv a$ implies $(m t+a) / a \in Q_{\mathrm{m}, 1}$. Conversely if $p$ belongs to $a Q_{m, 1}$ then $p=a x / y$ with $x \equiv y \bmod m$. It follows $x=m t_{1}+y$ and $p=m t+a$ for some $t$. So the primes $p$ which are congruent to $a \bmod m$ are precisely those generating a prime ideal in a fixed coset of $i\left(Q_{m, 1}\right)$. By the above result there exist infinitely many of these so we have recovered Dirichlet's well-known theorem.
5.9 Theorem. For each positive integer $m$ and each integer $a$ relatively prime to $m$, there exist infinitely many primes of the form $m t+a$.

The proof of this theorem depends upon the nonvanishing of $L(1, \chi)$ which in turn depends upon the existence of a certain field, $Q(\beta)$ in this case. Appropriate generalizations of these facts will be seen later in Section 10 of Chapter V .

In the following exercises let $f(X)$ denote a monic polynomial with integer coefficients, $L$ the splitting field of $f(X)$ over $Q, E=Q(\theta)$ with $\theta$ a root of $f(X), G=\operatorname{Gal}(L / Q)$ and $H=\operatorname{Gal}(L / E)$. Regard $G$ as a permutation group on the roots of $f(X)$. Assume $f(X)$ is irreducible so that $G$ is transitive.

Exercise 1. For an element $\sigma$ in $G$, the cycles of $\sigma$ on the cosets of $H$ have
the same length as the cycles of $\sigma$ when viewed as a permutation of the roots of $f(X)$. In fact the correspondence $\tau H \rightarrow \tau(\theta)$ between cosets of $H$ and roots of $f(X)$ is preserved by $G$.

Exercise 2. Let $p$ be a rational prime, $\mathfrak{W}$ a prime of $L$ dividing $p$. Assume $p$ is unramified in $L$. Then $f(X)$ is irreducible modulo $p$ if and only if the Frobenius automorphism of $\mathfrak{P}$ has a single cycle on the cosets of $H$.

Exercise 3. If $p$ is a rational prime which ramifies in $L$, then $p$ ramifies in $E$. Conclude $f(X)$ is reducible modulo $p$.

Procedure. Let $\mathfrak{P}$ be a prime of $L$ dividing $p$. If $p$ does not ramify in $E$ then the inertia group $T(\mathfrak{P})$ is contained in $H$. Moreover $p$ is not ramified in $\tau(E)$ so $T(\mathfrak{P})$ is contained in $\tau H \tau^{-1}$. However the intersection of the conjugates $\tau H \tau^{-1}$ is the identity so $T(\mathfrak{P})$ has order one.

Exercise 4. Let $f(X)$ have prime degree $q$. There exist infinitely many primes $p$ for which $f(X)$ is irreducible modulo $p$.

Procedure. The prime $q$ divides $|G|$ but not $|H|$. Any prime $p$ of $Q$ divisible by a prime $\mathfrak{P}$ of $L$ whose Frobenius automorphism has order $q$ satisfies the requirements.

Exercise 5. Let $f(X)$ have arbitrary degree. There exist infinitely many primes $p$ such that $f(X)$ has no root modulo $p$.

Procedure. Any prime $p$ divisible by a prime $\mathfrak{P}$ of $L$ whose Frobenius automorphism has no cycle of length one will do. To show $G$ contains such an element observe that any element fixing a point must lie in some conjugate $\tau H \tau^{-1}$. The conjugates of $H$ can account for at most

$$
[G: H](|H|-1)+1<|G|
$$

elements.
Exercise 6. Show that an irreducible polynomial $f(X)$ can be reducible modulo every prime.

First Procedure. Let $f(X)$ be a polynomial such that $G$ is abelian but noncyclic.

Second Procedure. Let $f(X)$ be a polynomial with even degree $2 n$ whose Galois group is isomorphic to the alternating group $A_{2 n}$. There is no element in $A_{2 n}$ consisting of a single cycle on all $2 n$ symbols. Apply Problems 1-3.

## Chapter V

## CLASS FIELD THEORY

## 1. COHOMOLOGY OF CYCLIC GROUPS

Let $G$ be a finite group. By a $G$-module we mean an abelian group $A$ together with a homomorphism $\sigma \rightarrow \bar{\sigma}$ of $G$ into the automorphism group of $A$. The action of $\bar{\sigma}$ upon an element $a \in A$ will be written as $\sigma(a)$.

The most frequently encountered examples of $G$-modules include the groups associated with a normal extension field $L$ of $K$ and $G$ is the Galois group. Some $G$-modules are $L^{*}, \mathrm{I}_{L}, \mathrm{C}_{L}$; the multiplicative group of $L$, the ideal group, and the ideal class group.

Consider now the case with $G=\langle\sigma\rangle$, a cyclic group of order $n$. The generator $\sigma$ is fixed throughout the discussion. Let

$$
\Delta=1-\sigma, \quad N=1+\sigma+\cdots+\sigma^{n-1}
$$

For each $G$-module $A, \Delta$ and $N$ act as endomorphisms on $A ; \Delta(a)=a-\sigma(a)$ if $A$ is written additively, $\Delta(a)=a / \sigma(a)$ if $A$ is multiplicative. In case $A=L^{*}$, then $\mathrm{N}=\mathrm{N}_{L \mid K}$ is the usual norm.

In general we write $\Delta \mid A$ and $N \mid A$ to emphasize the module upon which these endomorphisms are acting.

Regardless of the module, the equations $\Delta \mathrm{N}=\mathrm{N} \Delta=0$ always hold. This means

$$
\operatorname{Im} N \subseteq \operatorname{ker} \Delta \quad \text { and } \quad \operatorname{Im} \Delta \subseteq \operatorname{ker} N
$$

Equality need not hold here so we measure the difference by a pair of abelian groups.

Definition. For a $G$-module $A$, the cohomology groups of $A$ are

$$
H^{0}(A)=\frac{\operatorname{ker} \Delta \mid A}{\mathrm{~N}(A)}, \quad H^{1}(A)=\frac{\operatorname{ker} \mathrm{N} \mid A}{\Delta(A)}
$$

1.1 Lemma. If $A$ and $B$ are $G$-modules and $f: A \rightarrow B$ is a $G$-homomorphism, then there exist maps $f_{0}, f_{1}$ induced by $f$ such that $f_{i}$ is a homomorphism from $H^{i}(A)$ to $H^{i}(B)$.

Proof. Since $f$ is a $G$-homomorphism, it commutes with $\Delta$ and $N$. In particular $f(\operatorname{ker} \Delta \mid A) \subseteq \operatorname{ker} \Delta \mid B$ and $f(\mathrm{~N}(A)) \subseteq \mathrm{N}(B)$. There is an induced $\operatorname{map} f_{0}$ from $H^{0}(A)$ to $H^{0}(B)$ by $f_{0}(a+\mathrm{N}(A))=f(a)+\mathrm{N}(B)$.

Similary one obtains $f_{1}$.
1.2 Lemma (The Exact Hexagon). Let

be an exact sequence of $G$-modules and $G$-homomorphisms. There exists maps $\delta_{0}, \delta_{1}$ such that the hexagon is exact at each group:


Proof. We shall define $\delta_{0}, \delta_{1}$, the so-called connecting homomorphisms. Once this is done, the verification of exactness is an elementary, but tedious exercise using nothing but the exactness of the original sequence. This is left to the reader.
Begin with $c \in \operatorname{ker} \Delta \mid C$. There exists $b \in B$ such that $g(b)=c$. Then $\Delta g(b)=$ $g(\Delta b)=\Delta c=0$ implies $\Delta b \in \operatorname{ker} g=\operatorname{Im} f$. So there exists $a \in A$ with $f(a)=$ $\Delta b$. The equation $\mathrm{N} f(a)=f(\mathrm{~N} a)=\mathrm{N} \Delta b=0$ shows $\mathrm{N} a \in \operatorname{ker} f=(0)$. Finally $a \in \operatorname{ker} \mathrm{~N}$. The map $\delta_{0}$ is defined by the equation

$$
\delta_{0}(c+\mathrm{N}(C))=a+\Delta(A)
$$

and thus it is a map from $H^{0}(C)$ to $H^{1}(A)$. It must be shown that $\delta_{0}$ is well defined. Suppose $c+\mathrm{N}(C)=c^{\prime}+\mathrm{N}(C)$ and $g\left(b^{\prime}\right)=c^{\prime}$. Then $\Delta b^{\prime}=f\left(a^{\prime}\right)$ and it must be shown that $a-a^{\prime} \in \Delta(A)$. There exists $b^{\prime \prime} \in B$ with $c-c^{\prime}=\mathrm{N} g\left(b^{\prime \prime}\right)=$ $g\left(\mathrm{~N} b^{\prime \prime}\right)$. We now have $g\left(b-b^{\prime}-\mathrm{N} b^{\prime \prime}\right)=0$ so there is $a^{\prime \prime} \in A$ with $b-b^{\prime}-\mathrm{N} b^{\prime \prime}=$ $f\left(a^{\prime \prime}\right)$. It follows that $\Delta b-\Delta b^{\prime}=f\left(a-a^{\prime}\right)=f\left(\Delta a^{\prime \prime}\right)$. Since $f$ is one to one it follows $a-a^{\prime} \in \Delta(A)$ as required.

That $\delta_{0}$ is a homomorphism follows easily since at each step an element was selected using the homomorphisms in the sequence.

The map $\delta_{1}$ is defined analogously. For $c \in \operatorname{ker} N \mid C$ we set

$$
\delta_{1}(c+\Delta(C))=a+\mathrm{N}(A)
$$

if $g(b)=c$ and $f(a)=\mathrm{N} b$. The remaining details of the proof are left as an exercise.

Definition. For a $G$-module $A$ we say the Herbrand quotient $q(A)$ is defined if $H^{0}(A), H^{1}(A)$ are finite groups. We set

$$
q(A)=\left|H^{1}(A)\right| /\left|H^{0}(A)\right|
$$

and call this the Herbrand quotient of $A$.
1.3 Lemma. If $0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0$ is an exact sequence of $G$-modules and if two of the objects $q(A), q(B), q(C)$ are defined, then all three are defined and $q(A) q(C)=q(B)$.

Proof. Use the exact hexagon above. Suppose $q(A)$ and $q(B)$ are defined. Then

$$
\left|H^{i}(C)\right|=\left|\operatorname{ker} \delta_{i}\right|\left|\operatorname{Im} \delta_{i}\right|=\left|\operatorname{Im} g_{i}\right|\left|\operatorname{Im} \delta_{i}\right|
$$

Now $g_{i}$ is defined on a finite group and $\operatorname{Im} \delta_{i}$ is contained in a finite group so $q(C)$ is defined. Similar arguments work if two others are assumed to be defined.

For the second assertion we prove the equation

$$
\left|H^{0}(A)\right|\left|H^{0}(C)\right|\left|H^{1}(B)\right|=\left|H^{1}(A)\right|\left|H^{1}(C)\right|\left|H^{0}(B)\right|
$$

by observing both sides are equal to

$$
\left|\operatorname{ker} f_{0}\left\|\operatorname{Im} f_{0}\right\| \operatorname{ker} \delta_{0}\left\|\operatorname{Im} \delta_{0}\right\| \operatorname{ker} g_{1} \| \operatorname{Im} g_{1}\right|
$$

The equality $q(A) q(C)=q(B)$ now follows.
1.4 Corollary. If $A \subset B$ are $G$-modules and $C=B / A$ is finite, then $q(A)=$ $q(B)$ whenever either one is defined.

Proof. The result follows immediately if we show $q(C)=1$ when $C$ is finite. For this case we find

$$
q(C)=\frac{[\operatorname{ker} \mathrm{N}: \operatorname{Im} \Delta]}{[\operatorname{ker} \Delta: \operatorname{Im} \mathrm{N}]}=\frac{|\operatorname{ker} \mathrm{N}||\operatorname{Im} \mathrm{N}|}{|\operatorname{ker} \Delta||\operatorname{Im} \Delta|}=\frac{|C|}{|C|}
$$

so we are done.
To illustrate these ideas as well as for later use we shall consider an example.
Let $d$ be any divisor of $n=|G|$ and let

$$
A=\sum_{1}^{d} Z u_{i}
$$

be a free $Z$-module on the $d$ generators $u_{i}$. Let $G$ operate on $A$ according to the rules:

$$
\begin{aligned}
\sigma u_{i} & =u_{i+1}, \quad i<d ; \\
\sigma u_{d} & =u_{1}
\end{aligned}
$$

Clearly $\sigma^{d}$ generates the subgroup which acts like the identity on $A$. Let $G_{A}=\left\langle\sigma^{d}\right\rangle$.
1.5 Proposition. When $Z$ is the ring of integers then $q(A)$ is defined and $q(A)=\left|G_{A}\right|^{-1}$. When $Z$ is a commutative ring with characteristic zero, then $q(A)=[Z: m Z]^{-1}, m d=n$, provided this is finite.

Proof. One simply computes all the groups involved. The calculations are not difficult so we shall only state the relevant facts:
(a) $\operatorname{ker} \mathrm{N}=\left\{\sum a_{i} u_{i} \mid \sum a_{i}=0\right\}$,
(b) $\operatorname{Im} \Delta=\operatorname{ker} N$,
(c) $\operatorname{ker} \Delta=Z\left(u_{1}+\cdots+u_{d}\right)$,
(d) $\operatorname{Im} \mathrm{N}=m Z\left(u_{1}+\cdots+u_{d}\right)$.

This yields $H^{0}(A) \cong Z / m Z$ and $H^{1}(A)=1$ and the result is proved.

## 2. PREPARATIONS FOR THE SECOND INEQUALITY

Assume $L / K$ is normal with a cyclic Galois group $G=\langle\sigma\rangle$.
Definition. Let $\mathfrak{p}$ be an infinite prime of $K$. We say $\mathfrak{p}$ is ramified in $L$ if $\mathfrak{p}$ is real (on $K$ ) but $p$ extends to a complex prime of $L$. In this case we set the ramification index $e_{p}=2$ and formally set $f_{\mathrm{p}}=1$. For unramified infinite primes $p$ we set $e_{p}=f_{p}=1$.

Let $m$ be a modulus for $K$ containing at least the primes of $K$ which ramify in $L$ (finite and infinite).

Each prime $p$ of $K$ may be viewed also as a product of primes in $L$. In this way $\mathfrak{m}$ is also considered a modulus for $L$. Thus $\mathbf{I}_{L}{ }^{\text {m }}$ has meaning and in fact this is a $G$-module. That is if $\mathfrak{P}$ is a prime of $L$ not dividing m , then $\sigma(\mathfrak{P})$ does not divide in either.

We begin by computing some groups.

### 2.1 Proposition

(a) $H^{1}\left(\mathbf{I}_{L}{ }^{m}\right)=H^{1}\left(L^{*}\right)=1$,
(b) $H^{0}\left(L^{*}\right)=K^{*} / \mathrm{N}\left(L^{*}\right)$,
(c) $H^{0}\left(\mathbf{I}_{L}{ }^{m}\right)=\mathbf{I}_{K}{ }^{m} / \mathrm{N}\left(\mathbf{I}_{L}{ }^{m}\right)$.

Proof. The statement $H^{1}\left(L^{*}\right)=1$ is just a restatement of Hilbert's Theorem 90 . Statement (b) is clear because ker $\Delta$ consists of the elements left fixed by $G$. In the same way ker $\Delta \mid \mathbf{I}_{L}{ }^{m}$ is the set of fractional ideals $\mathfrak{g}$ of $\mathbf{I}_{L}{ }^{m}$ left fixed by $G$. Suppose $\mathfrak{B}^{k}$ divides $\mathfrak{M}$ for a prime $\mathfrak{P}$ of $L$. Then $\sigma^{i}(\mathfrak{P})^{k}$ also divides $\mathfrak{A}$ and so the product of the distinct conjugates of $\mathfrak{P}$ divides $\mathfrak{g l}$ (with exponent $k$ ). Now if $\mathfrak{P} \cap K=\mathfrak{p}$, then $\mathfrak{p}+\mathfrak{m}$ so $\mathfrak{p}$ is unramified in $L$. Thus $\mathfrak{p}$ is the product of the distinct conjugates of $\mathfrak{P}$ so $\mathfrak{H}=\mathfrak{p}^{k} \mathfrak{N}_{0}$ with $\mathfrak{I I}_{0}$ also $G$-invariant. It follows in this way that $\mathfrak{Q l} \in \mathbf{I}_{K}{ }^{\text {m }}$ and then (c) is obvious.
We have left to prove $H^{1}\left(\mathbf{I}_{L^{\prime}}{ }^{\prime \prime}\right)=1$. Take $\mathfrak{H} \in \mathbf{I}_{L^{\prime \prime}}$ with $\mathrm{N}(\mathfrak{H})=1$. Let $\mathfrak{P}_{0}^{a_{0}}$ be the exact power of the prime $\mathfrak{P}_{0}$ appearing in $\mathfrak{Y}$. Let $\mathfrak{P}_{i}=\sigma^{i}\left(\mathfrak{P}_{0}\right)$ for $1 \leqslant i \leqslant g-1$ and suppose $\sigma^{g}\left(\mathfrak{P}_{0}\right)=\mathfrak{P}_{0}$ with $g$ minimal. Let $\mathfrak{P}_{i}^{a_{i}}$ be the power of $\mathfrak{P}_{\boldsymbol{i}}$ dividing $\mathfrak{M}$. Set

$$
\mathfrak{B}=\mathfrak{P}_{0}^{a_{0}} \mathfrak{P}_{1}^{a_{0}+a_{1}} \ldots \mathfrak{P}_{g-2}^{a_{0}+\ldots+a_{g}-2}
$$

so that

$$
\Delta \mathfrak{B}=\mathfrak{P}_{0}^{a_{0}} \mathfrak{P}_{1}^{a_{1}} \ldots \mathfrak{P}_{g_{-2}-2}^{a_{a}-2} \mathfrak{P}_{g-1}^{b},
$$

where $b=-a_{0}-\cdots-a_{g-2}$. Let $\mathrm{N}\left(\mathfrak{P}_{0}\right)=\mathfrak{p}^{f}$. Since $\mathrm{N}(\mathfrak{H})=1$ and since the $\mathfrak{p}$-part of $\mathrm{N}(\mathfrak{H})$ must come from the terms $\mathrm{N}\left(\mathfrak{P}_{i}\right)$ we see

$$
\mathrm{N}\left(\Pi \mathfrak{P}_{i}^{a_{i}}\right)=\boldsymbol{p}^{f\left(a_{0}+\cdots+a_{g}-1\right)}=1
$$

It follows that $\sum a_{i}=0$ and so $b=a_{g-1}$. Thus $\Delta \mathfrak{B}$ is the part of $\mathfrak{A r}$ contributed by the $\mathfrak{P}_{i}$. After this procedure is repeated with the other primes dividing $\mathfrak{g}$ we are left with $\mathfrak{A} \in \operatorname{Im} \Delta$ and so $\operatorname{ker} N=\operatorname{Im} \Delta$ as was to be proved.

The next step is to define some maps that will be used frequently in this and the next few sections.
The homomorphism

$$
j: \mathbf{I}_{L} \rightarrow \mathbf{I}_{L}{ }^{m}
$$

is defined on primes by

$$
j(\mathfrak{P})= \begin{cases}\mathfrak{P}, & \mathfrak{P}+\mathfrak{m}, \\ 1, \mathfrak{P} \mid \mathfrak{m}\end{cases}
$$

Evidently $j$ maps an ideal $\mathfrak{A}$ onto the part of $\mathfrak{A}$ relatively prime to $\mathfrak{m}$.
Recall that the map $i$ carries an element $\alpha$ in $L^{*}$ to its principal ideal in $\mathbf{I}_{L}$. We denote by $f$ the composite $j i$ so that

$$
\begin{equation*}
f: L^{*} \rightarrow \mathbf{I}_{L^{m}} . \tag{1}
\end{equation*}
$$

Notice that all the groups mentioned are $G$-modules and the maps $i, j, f$ are $G$-homomorphisms.

Now let $S$ denote the set of primes of $L$ which divide $m$. Let $L^{S}=\operatorname{ker} f$. One easily sees
(2) $L^{S}=\left\{\alpha \in L^{*} \mid i(\alpha)\right.$ is divisible only by primes in $\left.S\right\}$.

In the case that $S \subseteq S_{\infty}$ the set of infinite primes, then $L^{S}=\mathbf{U}_{L}$ is the group of (absolute) units of $L$. For this reason one says (for any $S$ ) $L^{S}$ is the group of $S$-units. One must keep in mind that $L^{S}$ is the set of elements which are units locally outside $S$.

We begin a series of calculations to determine the Herbrand quotient of several $G$-modules.
2.2 Lemma. If $q\left(\mathbf{U}_{L}\right)$ and $q(\operatorname{ker} j)$ are defined, then $q\left(L^{S}\right)=q\left(\mathbf{U}_{L}\right) q(\operatorname{ker} j)$.

Proof. The equation $1=f\left(L^{S}\right)=j i\left(L^{S}\right)$ gives rise to an exact sequence

$$
1 \rightarrow i\left(L^{S}\right) \rightarrow \operatorname{ker} j \rightarrow C \rightarrow 1
$$

for some group $C$. In fact $C$ is finite because

$$
C \cong \frac{\operatorname{ker} j}{i\left(L^{S}\right)} \cong \frac{i\left(L^{*}\right) \operatorname{ker} j}{i\left(L^{*}\right)}
$$

which is a subgroup of the class group of $L$. We are assuming $q(\operatorname{ker} j)$ is defined so by the results in Section 1 we obtain $q\left(i\left(L^{S}\right)\right)=q(\operatorname{ker} j)$. Next use the exact sequence

$$
1 \rightarrow \mathrm{U}_{L} \rightarrow L^{S} \rightarrow i\left(L^{S}\right) \rightarrow 1
$$

to conclude $q\left(L^{S}\right)=q\left(\mathbf{U}_{L}\right) q\left(i\left(L^{S}\right)\right)=q\left(\mathbf{U}_{L}\right) q(\operatorname{ker} j)$.
The next task is the computation of $q\left(\mathbf{U}_{L}\right)$ and $q(\operatorname{ker} j)$. The first is done by finding a suitable subgroup with finite index in $U_{L}$ so that Corollary 1.4 can be applied.

Let $L$ have $r$ real primes $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{r}$ and $s$ complex primes $\mathfrak{P}_{r+1}, \ldots, \mathfrak{P}_{r+s}$. Let $|X|_{i}$ denote a valuation in $\mathfrak{P}_{i}$. When $\mathfrak{P}=\mathfrak{P}_{i}$ we also write $|X|_{\mathfrak{F}}$ for $|X|_{i}$.
2.3 Theorem. There exists units $w_{1}, \ldots, w_{r+s}$ in $\mathbf{U}_{L}$ in one-to-one correspondence with the infinite primes of $L$ such that
(a) $G$ permutes cyclically the $w_{i}$ corresponding to the $\mathfrak{P}_{i}$ which extend an infinite prime $p$ of $K$;
(b) $1=\prod w_{i}$ is the only relation between them;
(c) the subgroup $W$ generated by all the $w_{i}$ has finite index in $\mathbf{U}_{L}$.

Proof. For each infinite prime $\mathfrak{p}$ of $K$ select one prime $\mathfrak{p}$ of $L$ which extends $\mathfrak{p}$. For each such $\mathfrak{P}$ select a unit $w_{\mathfrak{p}}$ of $\mathbf{U}_{L}$ such that $\left|w_{\mathfrak{p}}\right|_{i}<1$ whenever $\mathfrak{P} \neq \mathfrak{P}_{\mathrm{i}}$. Such a unit exists as one sees from the proof of the Dirichlet unit theorem (Chapter 1, Section 11).

Let $G(\mathfrak{P})$ denote the decomposition group of $\mathfrak{P}$ and set

$$
w_{\mathfrak{p}}^{\prime}=\prod_{\tau \in G(\mathfrak{P})} \tau\left(w_{\mathfrak{P}}\right) .
$$

Then $w_{\mathfrak{P}}{ }^{\prime}$ is still in $\mathbf{U}_{L}$ and

$$
\left|w_{\mathfrak{P}}^{\prime}\right|_{i}=\Pi\left|\tau\left(w_{\mathfrak{P}}\right)\right|_{i}=\Pi\left|w_{\mathfrak{F}}\right|_{\tau\left(\mathfrak{P}_{i}\right)} .
$$

When $\tau \in G(\mathfrak{P})$ and $\mathfrak{P}_{i}=\mathfrak{P}$, then $\tau\left(\mathfrak{P}_{i}\right)=\mathfrak{P}$ so it follows that $\left|w_{\mathfrak{P}}{ }^{\prime}\right|_{i}<1$ if $\mathfrak{P}_{\boldsymbol{i}} \neq \mathfrak{P}$.

The point of changing to $w_{\mathfrak{p}}{ }^{\prime}$ is that $\mathfrak{P}$ and $w_{\mathfrak{p}}{ }^{\prime}$ are left fixed by exactly the same subgroup of $G$. Now if $\mathbb{Q}$ is a prime of $L$ also extending $\mathfrak{p}$ and if $\tau(\mathfrak{P})=\mathfrak{Q}$ with $\tau \in G$ then we define

$$
w_{\mathfrak{Q}}^{\prime}=\tau\left(w_{\mathfrak{P}}^{\prime}\right)
$$

We now have a one to one correspondence between the images of $w_{\mathfrak{P}}{ }^{\prime}$ and the primes of $L$ above $p$. When all the infinite primes are used, we obtain a set of $r+s$ units in $\mathrm{U}_{L}$. The conditions of (11.17), Chapter I are satisfied by the $w_{\oplus}{ }^{\prime}$ in place of the $u_{j}$ used there. Set $W^{\prime}$ equal to the group generated by all $w_{\mathfrak{p}}{ }^{\prime}$ and apply Proposition 11.18 of Chapter I to conclude $\ell\left(W^{\prime}\right)$ is a lattice of rank $r+s-1$ and in fact any $r+s-1$ of the elements $\ell\left(w_{\mathfrak{p}}{ }^{\prime}\right)$ give a basis.

For each infinite prime $\mathfrak{p}$ of $K$ let

$$
v_{\mathfrak{p}}=\prod_{\mathfrak{P} \mid \mathfrak{p}} w_{\mathfrak{p}}{ }^{\prime} .
$$

Notice $v_{p} \in \mathbf{U}_{K}$ because $v_{p}$ is fixed by $G$. Let $r^{\prime}+s^{\prime}$ be the number of infinite primes of $K$. There are $r^{\prime}+s^{\prime}$ elements $v_{\mathrm{p}}$ of which $r^{\prime}+s^{\prime}-1$ are independent. There exist integers $a_{\mathrm{p}}$ (not all zero) such that

$$
1=\prod_{p} v_{p}^{a_{p}}
$$

In fact none of the $a_{p}$ are zero because there cannot be a relation between fewer than $r+s-1$ of the $\ell\left(w_{v}^{\prime}\right)$. Finally set $w_{i}=\left(w_{\mathfrak{w}}^{\prime}\right)^{a_{p}}$ if $\mathfrak{P}_{i} \mid \mathfrak{p}$. Then the product of the $w_{i}$ equals 1 and there is no other relation between them. Let $W$ denote the group generated by the $w_{i}$. Then $\ell(W)$ has rank $r+s-1$ and so [ $\left.\ell\left(\mathbf{U}_{L}\right): \ell(W)\right]$ is finite. Since ker $\ell$ is also finite it follows [ $\left.\mathbf{U}_{L}: W\right]$ is finite and the proof is complete.

This group $W$ is useful because we are able to evaluate $q(W)$. Proceed as follows. For each infinite prime $\mathfrak{p}$ of $K$ and prime $\mathfrak{P}$ of $L$ extending $\mathfrak{p}$, let $d_{\mathfrak{p}}=[G: G(\mathfrak{P})]$ and set

$$
A_{p}=\sum_{1}^{d_{\mathrm{p}}} Z u_{i, p}
$$

This is a free $Z$-module on $d_{p}$ generators upon which $G$ acts by permuting the basis elements cyclically. We now have an exact sequence

$$
0 \longrightarrow Z \xrightarrow{g} \sum_{p \nmid \infty} A_{\mathfrak{p}} \xrightarrow{h} W \longrightarrow 1,
$$

where $g(z)=z \sum_{i} \sum_{p} u_{i, p}$ and $h$ is defined so that the $d_{p}$ basis elements $u_{i, p}$ map onto those $w_{j}$ corresponding to the divisors $\mathfrak{P}_{j}$ of $\mathfrak{p}$ in such a way that $h$ is
$G$-homomorphism. The exactness follows at once from (b) of Theorem 2.3. Now compute

$$
q(W) q(Z)=q\left(\sum A_{\mathfrak{p}}\right)=\prod q\left(A_{p}\right)
$$

The action of $G$ upon $Z$ is the trivial action so $q(Z)=1 /|G|$ by Proposition 1.5. The same proposition gives $q\left(A_{\mathfrak{p}}\right)=|G(\mathfrak{P})|^{-1}$ if $\mathfrak{P} \mid \mathfrak{p}$. The groups $G(\mathfrak{P})$ are easily calculated. If $\mathfrak{p}$ is an unramified infinite prime then there exist ( $L: K$ ) extensions to $L$ so $G(\mathfrak{P})=1$. When $\mathfrak{p}$ is ramified there exist $(L: K) / 2$ extension to $L$ so $|G(\mathfrak{P})|=2$.

Now use $q(W)=q\left(\mathbf{U}_{L}\right)$ to get the end of the computation.
2.4 Theorem. Let $r_{0}$ be the number of infinite primes of $K$ which ramify in L. Then

$$
q\left(\mathbf{U}_{L}\right)=(L: K) / 2^{r_{0}} .
$$

To complete the evaluation of $q\left(L^{S}\right)$ we need now to determine $q(\operatorname{ker} j)$.
The group ker $j$ is the free abelian group on the primes in $S$. For each prime $\mathfrak{p}$ of $K$ with $\mathfrak{p}$ divisible by primes in $S$ set $I(\mathfrak{p})=$ subgroup of ker $j$ generated by the divisors of $\mathfrak{p}$. We see at once that

$$
\operatorname{ker} j=\prod I(\mathfrak{p}), \quad q(\operatorname{ker} j)=\prod q(I(\mathfrak{p}))
$$

Let $\mathfrak{p}=\left(\mathfrak{P}_{1} \cdots \mathfrak{P}_{g}\right)^{e}$ and $\mathrm{N}_{L \mid K}\left(\mathfrak{P}_{i}\right)=\mathfrak{p}^{f}$. We know $G$ is transitive on the $\mathfrak{P}_{i}$ so one easily verifies
(a) $\operatorname{ker} \mathrm{N} \mid I(\mathfrak{p})=\left\{\prod \mathfrak{P}_{i}^{a_{i}} \mid \sum a_{i}=0\right\}$,
(b) $\operatorname{Im} \Delta|I(\mathfrak{p})=\operatorname{ker} \mathrm{N}| I(\mathfrak{p})$,
(c) $\operatorname{ker} \Delta \mid I(p)=\langle\mathfrak{Q}\rangle, \quad \mathcal{Q}=\mathfrak{P}_{1} \cdots \mathfrak{P}_{g}$,
(d) $\operatorname{Im} \mathrm{N} \mid I(\mathfrak{p})=\left\langle\mathfrak{p}^{f}\right\rangle=\left\langle\mathfrak{Q}^{e f}\right\rangle$.

Thus $q(I(p))=1 / e f=1 / e_{p} f_{p}$. Finally apply Lemma 2.2 and these last calculations to compute $q\left(L^{S}\right)$.

### 2.5 Theorem

$$
q\left(L^{S}\right)=\frac{(L: K)}{\prod_{p \mid m} e_{\mathfrak{p}} f_{v}}
$$

## 3. A NORM INDEX COMPUTATION

As before $L / K$ has cyclic Galois group $G=\langle\sigma\rangle$. For a modulus $m$ for $K$ we set

$$
a(m)=\left[K^{*}: \mathrm{N}\left(L^{*}\right) K_{\mathrm{m}, 1}\right] .
$$

Our goal is to evaluate this at least under the assumption that the prime divisors of $m$ have sufficiently large exponents. This will be made more precise later.
3.1 Lemma. If $m$ and $n$ are relatively prime moduli, then $a(m n)=a(m) a(n)$.

Proof. The approximation theorem implies that the map

$$
\alpha \rightarrow\left(\alpha K_{\mathrm{m}, 1}, \alpha K_{\mathrm{n}, 1}\right)
$$

induces an isomorphism

$$
\frac{K^{*}}{K_{\mathrm{mn}, 1}} \rightarrow \frac{K^{*}}{K_{\mathrm{m}, 1}} \times \frac{K^{*}}{K_{\mathrm{n}, 1}}
$$

This induces a homomorphism

$$
\frac{K^{*}}{K_{\mathrm{mn}, 1}} \rightarrow \frac{K^{*}}{\mathrm{~N}\left(L^{*}\right) K_{\mathrm{m}, 1}} \times \frac{K^{*}}{\mathrm{~N}\left(L^{*}\right) K_{\mathrm{n}, 1}}
$$

which is onto the direct product. The lemma will be proved if we show the kernel of this map is exactly $\mathrm{N}\left(L^{*}\right) K_{\mathrm{mn}, 1} / K_{\mathrm{mn}, 1}$.

Suppose $\alpha K_{\mathrm{mn}, 1}$ is in the kernel. There exist $\beta_{1}, \beta_{2}$ in $L$ such that

$$
\alpha \equiv \mathrm{N}\left(\beta_{1}\right) \bmod \mathrm{n}, \quad \alpha \equiv \mathrm{~N}\left(\beta_{2}\right) \bmod \mathrm{n}
$$

View $m$ and $\mathfrak{n}$ as moduli for $L$. They are still relatively prime and so there is a solution $\beta$ in $L$ to

$$
\beta \equiv \beta_{1} \bmod \mathfrak{m}, \quad \beta \equiv \beta_{2} \bmod \mathfrak{n}
$$

From this it follows that

$$
\begin{aligned}
& \mathrm{N}(\beta) \mathrm{N}\left(\beta_{1}\right)^{-1} \in K \cap \mathrm{~N}_{L / K}\left(L_{\mathrm{m}, 1}\right) \\
& \mathrm{N}(\beta) \mathrm{N}\left(\beta_{2}\right)^{-1} \in K \cap \mathrm{~N}_{L / K}\left(L_{\mathrm{n}, 1}\right)
\end{aligned}
$$

Next we show $K \cap \mathrm{~N}_{L / K}\left(L_{\mathrm{m}, 1}\right) \subseteq K_{\mathrm{m}, 1}$. Let $\mathfrak{p}^{a}$ be the power of the prime $\mathfrak{p}$ of $K$ dividing $\mathfrak{m}$ and let $\mathfrak{p}=\left(\mathfrak{P}_{1} \cdots \mathfrak{P}_{g}\right)^{c}$ be the factorization of $\mathfrak{p}$ in $L$. If $\gamma=a / b$ in $L$ with $a$ and $b$ algebraic integers and $\gamma \equiv 1 \bmod m$, then

$$
a \equiv b \bmod \left(\mathfrak{P}_{1} \cdots \mathfrak{P}_{g}\right)^{a e}
$$

Since the product $\mathfrak{P}_{1} \cdots \mathfrak{P}_{g}$ is $\sigma$ invariant for any $\sigma$ in $G(L / K)$, we have

$$
\sigma(a) \equiv \sigma(b) \bmod \left(\mathfrak{P}_{1} \cdots \mathfrak{P}_{\theta}\right)^{a e}
$$

and so

$$
\mathrm{N}_{L / K}(a) \equiv \mathrm{N}_{L / K}(b) \bmod \left(\mathfrak{P}_{1} \cdots \mathfrak{P}_{g}\right)^{a e}
$$

These norms lie in $K$ so the congruences may be read modulo $K \cap$ $\left(\mathfrak{P}_{1} \cdots \mathfrak{P}_{q}\right)^{a e}=\mathfrak{p}^{a}$. It follows that $\mathrm{N}_{L / K}(a) \equiv \mathrm{N}_{L / K}(b)$ and so $\mathrm{N}_{L / K}(\gamma) \equiv 1 \bmod$ $\mathfrak{p}^{a}$. Since this holds for each divisor of $\mathfrak{m}$, the stated inclusion follows.

We already have $\alpha \mathrm{N}_{L / K}\left(\beta_{1}\right)^{-1}$ in $K_{\mathrm{m}, 1}$ and $\alpha \mathrm{N}_{L / K}\left(\beta_{2}\right)^{-1}$ in $K_{\mathrm{n}, 1}$, so

$$
\alpha \mathbf{N}_{L / K}(\beta)^{-1} \in K_{\mathrm{m}, 1} \cap K_{\mathrm{n}, 1}=K_{\mathrm{mn}, 1}
$$

which is enough to prove the lemma.
This lemma reduces the calculation of $a(\mathfrak{m})$ to the case $\mathfrak{m}=\mathfrak{p}^{n}$ for a prime $p$ and $n \geqslant 1$. The case $p$ infinite is easy so we take care of it at once.
3.2 Lemma. If $p$ is an infinite prime of $K$ then $a(p)=e_{p}=$ the ramification index.

Proof. Suppose $m=\mathfrak{p}$ is real and is ramified in $L$. Let $\mathfrak{P}_{1} \ldots \mathfrak{P}_{\boldsymbol{g}}$ be the (complex) primes of $L$ extending $\mathfrak{p}$. Then for $\alpha \in L^{*}$,

$$
N_{L \mid K}(\alpha)=\prod_{i} N_{L_{w_{i}} \mid K_{p}}(\alpha)
$$

Since $L_{\mathfrak{P}_{i}}$ is the complex field and $K_{p}$ the real field, all the norms on the right are positive. Hence $\mathrm{N}\left(L^{*}\right)=K_{\mathrm{m}, 1}$ and $K^{*} / K_{\mathrm{m}, 1}$ has order $2=e_{\mathrm{p}}$.

The reader can verify in all other cases $\left[K^{*}: \mathrm{N}\left(L^{*}\right) K_{\mathrm{m}, \mathrm{i}}\right]=1=e_{\mathrm{p}}$ as required.

For the rest of the section we work with a finite prime $\mathfrak{p}$ and $\mathfrak{m}=\mathfrak{p}^{n}$. $\mathfrak{P}$ denotes a prime of $L$ dividing $\mathfrak{p}$. As usual, $e_{p}, f_{p}$ denote the ramification number and relative degree of $\mathfrak{P}$ over $\mathfrak{p}$.

### 3.3 Lemma

(a) $\left[K^{*}: \mathrm{N}\left(L^{*}\right) K_{\mathrm{m}}\right]=f_{\mathrm{p}} ;$
(b) $a(\mathfrak{m})=f_{\mathrm{p}}\left[K_{\mathrm{m}}:\left(K_{\mathrm{m}} \cap \mathrm{N}\left(L^{*}\right)\right) K_{\mathrm{m}, 1}\right]$.

Proof. Since $1 \pi=\mathfrak{p}^{n}$ it follows that $K_{\mathrm{m}}=$ units in the valuation ring $R_{\mathfrak{p}}$ of $p$. Let $\pi$ be a generator for the maximal ideal so every element in $K^{*}$ has the form $\pi^{a} u, u \in K_{\mathrm{m}}$.

We know $\mathbf{N}(\mathfrak{P})=\left(\pi^{f}\right)$ so elements in $N\left(L^{*}\right)$ have the form $\pi^{f b} w$ with $w \in K_{\mathrm{m}}$. It follows

$$
K^{*} / K_{\mathrm{m}} \mathrm{~N}\left(L^{*}\right) \cong\langle\pi\rangle /\left\langle\pi^{\delta}\right\rangle
$$

which has order $f=f_{p}$ as required for Part (a).
A factorization of $a(m)$ can be obtained from the successive indices of subgroups in the chain

$$
K^{*} \supset \mathrm{~N}\left(L^{*}\right) K_{\mathrm{m}} \supset \mathrm{~N}\left(L^{*}\right) K_{\mathfrak{m}, 1}
$$

The first index is $f_{\mathrm{p}}$ by Part (a). To get the second index in the stated form one need only observe there is a natural isomorphism

$$
\frac{K_{\mathrm{m}}}{\left(K_{\mathrm{m}} \cap \mathrm{~N}\left(L^{*}\right)\right) K_{\mathrm{m}, 1}} \cong \frac{\mathrm{~N}\left(L^{*}\right) K_{\mathrm{m}}}{\mathrm{~N}\left(L^{*}\right) K_{\mathrm{m}, 1}}
$$

induced by the inclusion of $K_{\mathrm{m}}$ into $\mathrm{N}\left(L^{*}\right) K_{\mathrm{m}}$.
The procedure from this point is to express this last-mentioned group purely in local terms. For this we need some additional notation. As usual $K_{\mathfrak{p}}, L_{\mathfrak{p}}$ denote the completions at the primes $\mathfrak{p}$ and $\mathfrak{p}$. Let $\mathbb{U}_{\mathfrak{p}}$ denote the units in the valuation ring of $K_{\mathfrak{叉}}$ and $\mathbf{U}_{\mathfrak{q}}$ the units in the valuation ring of $L_{\mathfrak{p}}$. The maximal ideals in the valuation rings are just denoted by $\mathfrak{p}$ and $\mathfrak{P}$. For each positive integer $n$ we set

$$
\mathbf{U}_{\boldsymbol{p}}^{(n)}=1+\mathfrak{p}^{n}
$$

which is the set of units in $\mathbf{U}_{p}$ congruent to 1 modulo $\mathfrak{p}^{n}$. Finally we write $N_{p}$ for the norm from $L_{\mathfrak{p}}$ to $K_{\mathrm{p}}$.
3.4 Lemma. For $\mathfrak{m}=\mathfrak{p}^{n}$ there is an isomorphism

$$
\frac{K_{\mathrm{m}}}{\left(K_{\mathrm{m}} \cap \mathrm{~N}\left(L^{*}\right)\right) K_{\mathrm{m}, 1}} \cong \frac{\mathbf{U}_{\mathrm{p}}}{\mathrm{~N}_{\mathrm{p}}\left(\mathrm{U}_{\mathfrak{q}}\right) \mathrm{U}_{\mathrm{p}}^{(n)}} .
$$

Proof. The group $\mathrm{U}_{\mathrm{p}} / \mathrm{U}_{\mathrm{p}}^{(n)}$ is the image of the units in $R_{\mathrm{p}}=K_{\mathrm{m}}$ and so the map

$$
v: \alpha \rightarrow \alpha \mathrm{N}_{\boldsymbol{p}}\left(\mathbf{U}_{\boldsymbol{q}}\right) \mathbf{U}_{\mathfrak{p}}^{(n)}
$$

maps $K_{\mathrm{m}}$ onto the given group and the kernel contains $K_{\mathrm{m}, 1}$ since this is the set mapping onto $\mathbf{U}_{p}^{(n)}$. Now suppose $\alpha$ is in the kernel. For some $\beta \in \mathbf{U}_{\mathfrak{B}}$ we have $\alpha \mathrm{N}_{\mathfrak{p}}(\beta)^{-1} \in \mathbf{U}_{\mathfrak{p}}^{(\mathfrak{n})}$. Let $\mathfrak{P}=\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{\mathfrak{g}}$ be all the primes of $L$ dividing $\mathfrak{p}$. There is an element $\gamma \in L$ such that

$$
\begin{aligned}
& \gamma \equiv \beta \bmod \mathfrak{P}_{1}^{n e} \\
& \gamma \equiv 1 \bmod \mathfrak{P}_{j}^{n}, \quad j \neq 1, \quad e=e(\mathfrak{P} / \mathfrak{p})
\end{aligned}
$$

Now for $\tau \in G(L / K)$ but $\tau \notin G(\mathfrak{P})$ we have $\tau^{-1}(\mathfrak{P})=\mathfrak{P}_{J} \neq \mathfrak{P}_{1}$ and so

$$
\tau(\gamma) \equiv 1 \bmod P_{1}^{n e}
$$

Let $\tau_{i} G(\mathfrak{P})$ denote the cosets of $G(\mathfrak{P})$ in $G$. Then

$$
\mathrm{N}_{L \mid \mathbb{K}}(\gamma)=\prod_{i} \prod_{\tau \in G(\mathfrak{P})} \tau_{i} \tau(\gamma) \equiv \prod_{\tau \in G(\mathfrak{P})} \tau(\gamma) \equiv \mathrm{N}_{\mathrm{p}}(\gamma) \bmod \mathfrak{P}^{n e}
$$

Thus $\mathrm{N}_{\mathrm{L} \mid \mathrm{K}}(\gamma) \equiv \mathrm{N}_{\mathrm{p}}(\beta) \bmod \mathfrak{P}^{\text {ne }}$ and so $\alpha \in \mathrm{N}(\gamma) K_{\mathrm{m}, 1}$. Since $\alpha \in K_{\mathrm{m}}$ we see $\mathrm{N}(\gamma)$ is in $\left(K_{\mathrm{m}} \cap \mathrm{N}\left(L^{*}\right)\right) K_{\mathrm{m}, 1}$. We have already seen $K_{\mathrm{m}, 1}$ is in the kernel. It is trivial that norms from $L$ are mapped into $\mathrm{N}_{\mathrm{p}}\left(\mathrm{U}_{\mathbb{q}}\right)$ so the stated isomorphism is proved.

The computation of $a\left(p^{n}\right)$ is now reduced to a problem about the units in the complete fields. This is carried out in two steps, each of which requires a number of preliminary calculations. Roughly one must show $\mathbf{U}_{\mathfrak{p}}^{(n)} \subseteq \mathbf{N}_{\mathfrak{p}}\left(\mathbf{U}_{\mathfrak{p}}\right)$ if $n$ is sufficiently large. Then the problem is to compute $\left[\mathbf{U}_{\mathfrak{p}}: \mathrm{N}_{\boldsymbol{p}}\left(\mathbf{U}_{\mathfrak{P}}\right)\right]$ which is done using the Herbrand quotient, $q\left(\mathbf{U}_{\mathfrak{q}}\right)$.

We work only in the complete fields $K_{p}, L_{p}$ now.
Consider the series

$$
\begin{aligned}
\exp (x) & =\sum_{0}^{\infty} x^{n} / n! \\
\log (1+x) & =\sum_{1}^{\infty}(-1)^{n+1} x^{n} / n
\end{aligned}
$$

This will be used for $x$ in $L_{\mathfrak{F}}$ and $K_{\mathfrak{p}}$. It is necessary to determine the region of convergence. Let $v_{\mathfrak{P}}$ denote the exponential valuation. An infinite series $\sum a_{n} x^{n}$ converges in $L_{\mathfrak{p}}$ if and only if $v_{\mathfrak{p}}\left(a_{n} x^{n}\right) \rightarrow \infty$ as $n \rightarrow \infty$.

Let $q$ be the prime integer in $\mathfrak{P}$ and set $e_{0}=v_{\mathfrak{B}}(q)$. Suppose $n!=q^{\prime \prime} t$ with $(q, t)=1$. Then

$$
r=\left[\frac{n}{q}\right]+\left[\frac{n}{q^{2}}\right]+\cdots<n \sum_{1}^{\infty} q^{-i}=\frac{n}{q-1} .
$$

Thus $v_{\mathfrak{P}}\left(x^{n} / n!\right)=n v_{\mathfrak{P}}(x)-v_{\mathfrak{P}}(n!)>n\left(v_{\mathfrak{P}}(x)-e_{0} /(q-1)\right)$. It follows that $\exp (x)$ converges if $v_{\mathfrak{p}}(x)>e_{0} /(q-1)$.

Similarly $v_{\mathfrak{p}}\left(x^{n} / n\right)=n\left(v_{\mathfrak{p}}(x)-v_{\mathfrak{p}}(n) / n\right)$ so $\log (1+x)$ converges whenever $v_{\mathfrak{F}}(x) \geqslant 1$. Finally the two familiar relations

$$
\log \exp (x)=x, \quad \exp \log (1+x)=1+x
$$

can be verified formally. We use the properties at once.
3.5 Proposition. For sufficiently large $n$, the function $\log$ gives an isomorphism of $\mathbf{U}_{\boldsymbol{p}}{ }^{(n)}$ with the additive group $\boldsymbol{p}^{n}$.

Proof. Take $n$ large enough so that $\exp (x)$ converges for $x$ in $\mathfrak{p}^{n}$. Then $\exp (x)=1+x+\cdots$ is in $\mathbf{U}_{p}{ }^{(n)}$ and for $1+y$ in $\mathbf{U}_{\boldsymbol{p}}{ }^{(n)}, \log (1+y)=y+\cdots$ is in $\mathfrak{p}^{n}$. Moreover these are group homomorphisms and are inverses of each other.
3.6 Proposition. Let $d$ be a positive integer. For $n$ sufficiently large, every element of $\mathbf{U}_{p}{ }^{(n)}$ is the $d$ th power of an element in $\mathbf{U}_{p}$. In particular with $d=\left(L_{\mathfrak{P}}: K_{\mathfrak{p}}\right)$ and $n$ sufficiently large, $\mathbf{U}_{\mathfrak{p}}^{(n)} \subseteq \mathrm{N}_{\mathfrak{p}}\left(\mathbf{U}_{\mathfrak{P}}\right)$.

Proof. Let $v_{\mathrm{p}}(d)=k$ and take $n$ large enough so $\exp (x)$ converges for $x$ in $\mathfrak{p}^{n-k e_{0}}$. Take any $1+x$ in $\mathbf{U}_{\mathfrak{p}}^{(n)}$ and set $y=\log (1+x)$. Then $y$ is in $p^{n}$ and $y / d$ is in the region of convergence of exp. When we set $z=\exp (y / d)$, then $z \in \mathbf{U}_{\mathbf{p}}$ and $z^{d}=1+x$.

To prove the statement about norms notice that for $u$ in $K_{p}, \mathbf{N}_{p}(u)=u^{d}$ and so all $d$ th powers are norms. In particular $\mathbf{U}_{\boldsymbol{p}}{ }^{(n)}$ consists entirely of norms.
3.7 Corollary. For $n$ sufficiently large, we have

$$
a\left(\mathfrak{p}^{n}\right)=f_{\mathfrak{p}}\left[\mathbf{U}_{\mathfrak{p}}: \mathbf{N}_{\mathfrak{p}}\left(\mathbf{U}_{\mathfrak{p}}\right)\right]
$$

The index remaining here is equal to $\left|H^{0}\left(\mathrm{U}_{\mathfrak{p}}\right)\right|$ which is equal to $q\left(\mathbf{U}_{\mathfrak{P}}\right)^{-1}\left|H^{1}\left(\mathbf{U}_{\mathfrak{F}}\right)\right|$. We shall evaluate these.
3.8 Lemma. $\left|H^{1}\left(\mathrm{U}_{\mathfrak{p}}\right)\right|=e_{\mathfrak{p}}=$ ramification index of $\mathfrak{p}$.

Proof. By Hilbert's Theorem $90, \operatorname{ker} N \mid \mathbf{U}_{\mathfrak{P}}=\mathbf{U}_{\mathfrak{P}} \cap \Delta\left(L_{\mathfrak{P}}{ }^{*}\right)$. Let $\pi$ be a generator of the ideal $\mathfrak{P}$ so that any $x$ in $L_{\mathfrak{p}}$ has the form $\pi^{a} u$ with $u$ in $\mathbf{U}_{\mathfrak{p}}$. Let $\sigma$ be a generator of $G(\mathfrak{P})=G\left(L_{\mathfrak{P}} / K_{\mathfrak{p}}\right)$. Then $\sigma(\pi)=\pi w, w \in \mathbf{U}_{\mathfrak{p}}$ so $\Delta(x)=$ $\pi^{a} u / \pi^{a} w^{\prime}$ is in $\mathbf{U}_{\mathfrak{B}}$. Thus $\operatorname{ker} \mathrm{N} \mid \mathbf{U}_{\mathfrak{P}}=\Delta\left(L_{\mathfrak{F}}{ }^{*}\right)$. This enables us to write

$$
H^{1}\left(\mathbf{U}_{\mathfrak{P}}\right) \cong \Delta\left(L_{\mathfrak{P}}^{*}\right) / \Delta\left(\mathbf{U}_{\mathfrak{P}}\right) \cong L_{\mathfrak{P}}^{*} / K_{\mathfrak{p}}^{*} \mathbf{U}_{\mathfrak{P}}
$$

with the last isomorphism induced by the map $x \rightarrow \Delta(x)$ of $L_{\mathfrak{p}}{ }^{*}$ onto $\Delta\left(L_{\mathfrak{q}}{ }^{*}\right)$.
Let $\pi_{0}$ be a generator for $\mathfrak{p}$ so that $\pi_{0}=\pi^{e} u$ for some unit $u$ and $e=e_{p}$. Then

$$
\begin{aligned}
L_{\mathfrak{P}} * & \cong\langle\pi\rangle \times \mathbf{U}_{\mathfrak{P}} \\
K_{\mathfrak{p}} * \mathbf{U}_{\mathfrak{P}} & \cong\left\langle\pi^{e}\right\rangle \times \mathbf{U}_{\mathfrak{P}}
\end{aligned}
$$

and so the quotient has order $e_{\mathfrak{p}}$ as we wished to prove.
Finally we come to the last term remaining.

### 3.9 Lemma

$$
q\left(\mathbf{U}_{\mathfrak{P}}\right)=1
$$

Proof. Lemma 1.3 and Corollary 1.4 will be used repeatedly.
For any positive integer $n, \mathrm{U}_{\mathfrak{P}} / \mathrm{U}_{\mathfrak{B}}^{(n)}$ is finite since it is the unit group of the finite ring $R_{\mathfrak{p}} / \mathfrak{P}^{n}$. Thus $q\left(\mathrm{U}_{\mathfrak{p}}\right)=q\left(\mathbf{U}_{\mathfrak{p}}{ }^{(n)}\right)$.

Take $n$ large enough so that Proposition 3.5 can be used. Then log gives an isomorphism of $\mathrm{U}_{\mathfrak{p}}{ }^{(n)}$ with the additive group $\mathfrak{P}^{n}$. Moreover this is a $G(\mathfrak{P})$ isomorphism so $q\left(\mathbf{U}_{\mathfrak{P}}^{(n)}\right)=q\left(\mathfrak{P}^{n}\right)$. This in turn equals $q\left(R_{\mathfrak{F}}\right)$ because $R_{\mathfrak{F}} / \mathfrak{P}^{n}$ is finite.

Next apply the normal basis theorem. There is an element $\alpha$ in $R_{\mathfrak{P}}$ such that the distinct images under $G(\mathfrak{P})$ are linearly independent over $K_{\mathfrak{p}}$. This means

$$
\mathfrak{P}=\sum_{\tau \in G(P)} R_{p} \tau(\alpha)
$$

is a free $R_{\mathfrak{p}}$-module with the same rank as $R_{\mathfrak{P}}$ over $R_{\mathfrak{p}}$. This forces $R_{\mathfrak{p}} / \mathfrak{P}$ finite and $q\left(R_{\mathrm{p}}\right)=q(\mathfrak{P})$. Now $\mathfrak{P}$ is a module upon which $G(\mathfrak{P})$ merely permutes the basis elements. By Proposition 1.5 we find $q(\mathfrak{M})=1$ because no elements of $G(\mathfrak{P})$ act trivially (except 1 ).

Now combine the results of this section to finish the original problem.
3.10 Theorem. Let m be a modulus for $K$. If the finite primes dividing m have sufficiently high exponents, then

$$
\left[K^{*}: \mathrm{N}\left(L^{*}\right) K_{\mathrm{m}, 1}\right]=\prod_{\mathfrak{p} \mid m} e_{\mathrm{p}} f_{\mathrm{p}} .
$$

In the course of obtaining this result some other facts of interest were proved for cyclic extensions.
3.11 Proposition. If $\mathfrak{p}$ is unramified then every element in $\mathbf{U}_{\mathfrak{p}}$ is a norm from $\mathbf{U}_{\boldsymbol{p}}$.

Proof. By Lemmas 3.8 and 3.9 it follows $H^{0}\left(\mathbf{U}_{\mathfrak{p}}\right)=1$ so $\mathbf{U}_{\mathfrak{p}}=\mathrm{N}_{\mathfrak{p}}\left(\mathbf{U}_{\mathfrak{p}}\right)$.
3.12 Proposition. The quotient $K_{\mathfrak{p}}^{*} / \mathrm{N}_{\mathfrak{p}}\left(L_{\mathfrak{p}}{ }^{*}\right)$ has order $\left(L_{\mathfrak{p}}: K_{\mathfrak{p}}\right)$.

Proof. We have $G(\mathfrak{P})$-modules $\mathrm{U}_{\mathfrak{P}} \subseteq L_{\mathfrak{p}}{ }^{*}$ with quotient $\langle\bar{\pi}\rangle$, the infinite cyclic group generated by the image of the prime element $\pi$. Then $\langle\bar{\pi}\rangle$ is also a $G(\mathfrak{P})$-module with trivial action.

It follows that $q(\langle\bar{\pi}\rangle)=|G(\mathfrak{P})|^{-1}$ and so $q\left(L_{\mathfrak{P}}{ }^{*}\right)=|G(\mathfrak{P})|^{-1}$ follows also because $q\left(\mathbf{U}_{\mathfrak{p}}\right)=1$. Use the definition of $q$ and Hilbert's Theorem 90 to conclude $H^{0}\left(L_{\mathfrak{p}}{ }^{*}\right)$ has order $|G(P)|$.

In the first four exercises below, we sketch a proof of Proposition 3.11 which avoids the logarithmic function. Let $L_{\mathfrak{p}}$ be an unramified finite-dimensional extension of the completion $K_{\mathrm{p}}$ of an algebraic number field; $R_{\Re}$ and $R_{\mathrm{p}}$ are the respective valuation rings and bars denote passage to the residue class fields.

Exercise 1. Let $\bar{N}$ denote the norm from $\bar{R}_{\mathfrak{F}}$ to $\bar{R}_{\mathrm{p}}$ and N the norm from $L_{\mathfrak{F}}$ to $K_{\mathfrak{p}}$. For $x$ in $R_{\mathfrak{p}}$ we have $\overline{\mathrm{N}(x)}=\overline{\mathrm{N}}(\bar{x})$.
EXERCISE 2. An element $u$ of $R_{\mathfrak{p}}$ is a norm of an element $w \in R_{\mathfrak{F}}$ if and only if the characteristic polynomial of $w$ over $K_{\mathrm{p}}$ has constant term ( -1$)^{n} u$, $n=\left(L_{\mathfrak{p}}: K_{\mathfrak{p}}\right)$.

Exercise 3. Suppose ( $L_{\mathfrak{p}}: K_{\mathfrak{p}}$ ) $=n$ is prime and $u$ is a unit in $R_{\mathfrak{p}}$. Let $\bar{w}$ be an element of $\bar{R}_{\mathfrak{P}}$ with $\overline{\mathrm{N}}(\bar{w})=\bar{u}$. The minimum polynomial of $\bar{w}$ over $\bar{R}_{\mathrm{p}}$ is the reduction $\bmod p$ of a monic polynomial $f(X) \in R_{p}[X]$ for which $f(0)=$ $(-1)^{n} u$. Conclude $u$ is a norm from $\mathbf{U}_{\mathfrak{P}}$.

Exercise 4. Use induction and the above problems to prove Proposition 3.11.

ExERCISE 5. The multiplicative group $K_{\mathfrak{p}}^{*} / \mathrm{N}\left(L_{\mathfrak{p}}{ }^{*}\right)$ is cyclic of order ( $L_{\mathfrak{p}}: K_{\mathfrak{p}}$ ).

## 4. THE FUNDAMENTAL EQUALITY FOR CYCLIC EXTENSIONS

We assume $L / K$ is normal with cyclic Galois group $G=\langle\sigma\rangle$. For a modulus m for $K$ we let

$$
\mathbf{C}^{\mathbf{m}}=\mathbf{I}_{K}^{m} / \mathbf{N}_{L / K}\left(\mathbf{I}_{L}^{m}\right) i\left(K_{m, 1}\right)
$$

This is a finite group whose order is denoted by $h_{\mathrm{m}}(L / K)$. Our object is to prove this order equals ( $L: K$ ) for suitable choice of $m$. The calculations of the previous sections play a crucial part.

Start with the exact sequence

$$
\begin{equation*}
1 \longrightarrow L^{S} \longrightarrow L^{*} \xrightarrow{f} I_{L}^{m} \longrightarrow V \longrightarrow 1 \tag{1}
\end{equation*}
$$

where $f$ is defined in Section 2 and $L^{S}$ in Eq. (2) of Section 2. From $f$ we obtain the induced map $f_{0}$ sending $H^{0}\left(L^{*}\right)$ into $H^{0}\left(\mathbf{I}_{L}{ }^{m}\right)$. These groups are described in Proposition 2.1. Using these one constructs the following diagram:


Here $\partial$ is the natural projection and all other vertical maps are induced by $\partial$. The map $g$ is the unique map that makes the square (and the whole diagram) commute. All the groups in the lower row are finite so using the exactness, we obtain a formula for the order of $\mathbf{C l}^{\prime \prime}$.

$$
\begin{equation*}
h_{\mathrm{m}}(L / K)=\left[K^{*}: \mathrm{N}\left(L^{*}\right) K_{\mathrm{m}, 1}\right]|\operatorname{cok} g| /|\operatorname{ker} g| \tag{2}
\end{equation*}
$$

4.1 Lemma. The groups $\operatorname{ker} f_{0}, \operatorname{cok} f_{0}$ are finite and

$$
\frac{|\operatorname{cok} g|}{|\operatorname{ker} g|}=\frac{\left|\operatorname{cok} f_{0}\right|}{\left|\operatorname{ker} f_{0}\right|} n(\mathrm{~m}),
$$

where $n(\mathrm{~m})=\left[K_{\mathrm{m}, \mathrm{l}} \cap i^{-1}\left(\mathrm{~N}\left(\mathbf{I}_{L}{ }^{\mathrm{m}}\right)\right): K_{\mathrm{m}, 1} \cap \mathrm{~N}\left(L^{*}\right)\right]$.
Proof. By simply applying a standard isomorphism theorem one finds $\operatorname{cok} f_{0} \cong \operatorname{cok} g$.

From the exact sequence Eq. (1) and the exact hexagon theorem we find $\operatorname{ker} f_{0}$ is a subgroup of $H^{0}\left(L^{S}\right)$. This group is finite since $q\left(L^{S}\right)$ is defined.

Again using exactness we see that

$$
|\operatorname{ker} g|=\left[\operatorname{ker} f_{0}: \operatorname{ker} f_{0} \cap \operatorname{ker} \partial\right]
$$

The elements in the intersection on the right are the cosets $\alpha \mathrm{N}\left(L^{*}\right)$ for which $\alpha \in K_{\mathrm{m}, 1}$ and $f(\alpha) \in \mathrm{N}\left(\mathrm{I}_{L}{ }^{m}\right)$. The condition $\alpha \in K_{\mathrm{m}, 1}$ implies $i(\alpha)$ is relatively
prime to $\mathrm{m} \operatorname{so} f(\alpha)=i(\alpha)$. The number of such cosets $\alpha \mathrm{N}\left(L^{*}\right)$ equals the number of cosets of $\mathrm{N}\left(L^{*}\right)$ with representatives in $K_{\mathrm{m}, 1} \cap i^{-1}\left(\mathrm{~N}\left(\mathbf{I}_{L}{ }^{m}\right)\right)$. This is the number $n(m)$ given above.

### 4.2 Lemma

$$
q\left(L^{s}\right)=\frac{\left|\operatorname{cok} f_{0}\right|}{\left|\operatorname{ker} f_{0}\right|}
$$

Proof. From the exact sequence (Eq. (1)) we extract two short exact sequences,

$$
\begin{aligned}
& 1 \longrightarrow L^{S} \xrightarrow{\gamma} L^{*} \xrightarrow{\alpha} f\left(L^{*}\right) \longrightarrow 1 \\
& 1 \longrightarrow\left(L^{*}\right) \xrightarrow{\rho} \mathrm{I}_{L^{m}} \xrightarrow{\lambda} V \longrightarrow 1
\end{aligned}
$$

We shall write the exact hexagon for each of these sequences. They are simplified by Conditions (a) of Proposition 2.1:


We are able to pass from the upper sequence to the lower because they have a common group. Notice that $f_{0}=\beta_{0} \alpha_{0}$.

We shall make a rather long calculation of orders of groups in these sequences. At each step we use nothing but the exactness of the rows and the following result whose proof is left to the reader.

Lemma. Let $\beta$ be a homomorphism defined on an abelian group $A$. Let $B$ be a subgroup of finite index in $A$. Then

$$
[A: B]=[\beta(A): \beta(B)][\operatorname{ker} \beta: B \cap \operatorname{ker} \beta] .
$$

Now we begin with

$$
\begin{aligned}
\left|\operatorname{cok} f_{0}\right| & =\left[H^{0}\left(\mathbf{I}_{L}^{m}\right): \operatorname{Im} \beta_{0} \alpha_{0}\right] \\
& =\left|\operatorname{cok} \beta_{0}\right|\left[\operatorname{Im} \beta_{0}: \operatorname{Im} \beta_{0} \alpha_{0}\right] \\
& =\left|\operatorname{Im} \lambda_{0}\right|\left[\operatorname{Im} \beta_{0}: \operatorname{Im} \beta_{0} \alpha_{0}\right] \\
& =\frac{\left|H^{0}(V)\right|}{\left|H^{1}\left(f L^{*}\right)\right|} \frac{\left|H^{1}\left(L^{S}\right)\right|}{\left|H^{1}(V)\right|}\left|\operatorname{Im} \alpha_{0} \cap \operatorname{ker} \beta_{0}\right|
\end{aligned}
$$

where the last step is made with the help of the preceding lemma using $A=H^{0}\left(f L^{*}\right), B=\operatorname{Im} \alpha$, and $\beta=\beta_{0}$.

Now do a similar calculation:

$$
\begin{aligned}
\left|\operatorname{ker} f_{0}\right| & =\left|\operatorname{ker} \beta_{0} \alpha_{0}\right|=\left|\operatorname{ker} \alpha_{0}\right|\left|\operatorname{Im} \alpha_{0} \cap \operatorname{ker} \beta_{0}\right| \\
& =\left|\operatorname{Im} \gamma_{0}\right|\left|\operatorname{Im} \alpha_{0} \cap \operatorname{ker} \beta_{0}\right| \\
& =\frac{\left|H^{0}\left(L^{S}\right)\right|}{\left|H^{1}\left(f L^{*}\right)\right|}\left|\operatorname{Im} \alpha_{0} \cap \operatorname{ker} \beta_{0}\right| .
\end{aligned}
$$

Combine these two equations and get

$$
\frac{\left|\operatorname{cok} f_{0}\right|}{\left|\operatorname{ker} f_{0}\right|}=q\left(L^{S}\right) / q(V)
$$

The group $V$ is finite since it is isomorphic to the class group of $L$ (Section 1 of Chapter IV). Thus $q(V)=1$ and the lemma is proved.

This finally brings us to the main result.
4.3 Theorem (Fundamental Equality). Let $L / K$ have a cyclic Galois group and let in be a modulus for $K$ divisible by sufficiently high powers of every prime of $K$ which ramifies in $L$. Then $h_{\mathrm{m}}(L / K)=(L: K)$.

Proof. The results of this section yield the equation

$$
h_{\mathrm{m}}(L / K)=q\left(L^{S}\right)\left[K^{*}: \mathrm{N}\left(L^{*}\right) K_{\mathrm{m}, 1}\right] n(\mathrm{~m})
$$

When $m$ is sufficiently large Theorem 2.5 and Theorem 3.10 combined give $h_{\mathrm{m}}(L / K)=(L: K) n(\mathrm{~m})$.

The first fundamental inequality says $h_{m}(L / K) \leqslant(L: K)$ so the theorem follows. In addition we obtain $n(m)=1$. We state this separately.
4.4 Corollary. With the same assumptions as in the theorem it holds that

$$
K_{\mathrm{m}, 1} \cap i^{-1}\left(\mathrm{~N}\left(\mathbf{I}_{L^{\mathrm{m}}}\right)\right)=K_{\mathrm{m}, 1} \cap \mathrm{~N}\left(L^{*}\right)
$$

This corollary says that any element in $K_{m, 1}$ which generates an ideal that is a norm must itself be a norm. We shall use the corollary to prove an elegant theorem originally proved by Hasse.

An element $\alpha$ in $K$ is a local norm at $\mathfrak{p}$ if for some prime $\mathfrak{P}$ of $L$ dividing $\mathfrak{p}, \alpha$ is a norm from $L_{\mathfrak{P}}$.
4.5 Theorem (Hasse Norm Theorem). Let $L / K$ be a cyclic extension. An element in $K$ is a norm from $L$ if and only if it is a local norm at every prime of $K$.

Proof. It is elementary to see that a norm from $L$ to $K$ is a local norm at all primes of $K$.

Suppose the element $\alpha \in K^{*}$ is a local norm at all primes of $K$. We show first the ideal $(\alpha)$ is the norm of an ideal from $L$. Let $p^{a}$ be the exact power of the prime $\mathfrak{p}$ dividing $(\alpha)$ and let $\mathfrak{P}$ be a prime of $L$ dividing $\mathfrak{p}$. If $\mathrm{N}_{L / K}(\mathfrak{P})=\mathfrak{p}^{f}$
then $\mathfrak{p}^{a}$ is a norm if and only if $f$ divides $a$. To see this is the case let $\beta \in L_{\mathfrak{y}}$ be an element such that $\mathrm{N}_{\mathrm{p}}(\beta)=\alpha$. Then $(\beta)=\mathfrak{P}^{t}$ (in $L_{\mathfrak{p}}$ ) and

$$
\mathrm{N}_{\mathfrak{p}}\left(\mathfrak{P}^{t}\right)=\mathfrak{p}^{f t}=(\alpha)_{\mathfrak{p}}=\mathfrak{p}^{a}
$$

We have written ( $\alpha)_{\mathrm{p}}$ for the ideal in $K_{\mathrm{p}}$ generated by $\alpha$. This last equation shows $f$ divides $a$.

Now let $\mathfrak{m}$ be a modulus such that $n(\mathfrak{m})=1$. Suppose

$$
\mathfrak{m}=\prod \mathfrak{p}_{i}^{b_{i}}
$$

Let $\mathfrak{P}_{i}$ be one prime of $L$ dividing $\boldsymbol{p}_{i}$ and let $e_{i}$ denote the ramification index.
There is an element $\beta_{i} \in L_{\mathfrak{P}_{i}}$ with $\alpha=\mathrm{N}_{\mathfrak{p}_{i}}\left(\beta_{i}\right)$. Use the approximation theorem in $L$ to obtain an element $\gamma \in L$ which satisfies

$$
\begin{aligned}
\gamma & \equiv \beta_{i} \bmod \mathfrak{P}_{i}^{b_{i} e_{i}} \\
\gamma & \equiv 1 \bmod \mathfrak{P}^{b_{i} e_{i}} \quad \text { if } \quad \mathfrak{P} \mid \mathfrak{p}_{i}, \quad \mathfrak{P} \neq \mathfrak{P}_{i}
\end{aligned}
$$

For $\sigma \in G(L / K)$ but $\sigma \notin G\left(\mathfrak{P}_{i}\right)$ one has

$$
\gamma \equiv 1 \bmod \sigma^{-1}\left(\mathfrak{P}_{i}\right)^{b_{l} e_{t}} \quad \text { and } \quad \sigma(\gamma) \equiv 1 \bmod \mathfrak{P}_{i}^{b_{i} e_{l}} .
$$

This implies

$$
\mathbf{N}_{L / K}(\gamma)=\prod_{\tau_{j}} \prod_{\sigma \in G\left(\mathcal{P}_{i}\right)} \tau_{j} \sigma(\gamma) \equiv \prod_{\sigma \in G\left(\mathcal{P}_{i}\right)} \sigma(\gamma) \equiv \mathbf{N}_{\mathrm{p}}(\gamma) \equiv \mathrm{N}_{\mathrm{p}}\left(\beta_{i}\right),
$$

all congruences modulo $\Re_{i}^{b_{i} e_{i}}$. After combining these for all $i$ one sees that

$$
\alpha \equiv \mathbf{N}_{L / K}(\gamma) \bmod \mathfrak{m}
$$

and so

$$
\alpha \mathrm{N}_{L / \mathrm{K}}(\gamma)^{-1} \in K_{\mathrm{m}, 1} .
$$

This implies $\alpha \mathrm{N}_{L / K}(\gamma)^{-1}$ is in $K_{\mathrm{m}, 1} \cap i^{-1}\left(\mathrm{~N}_{L}\left(\mathbf{I}_{L}{ }^{m}\right)\right)$ and so the element is a norm. It follows that $\alpha$ is also a norm.
It will be seen later that $h_{\mathbf{m}}(L / K)=(L: K)$ for $L$ an abelian extension of $K$ not necessarily cyclic. It is tempting to guess the Hasse norm will also hold in this case. It does not however. Counterexamples are discussed in Cassels and Frohlich [4, p. 360]. For example one takes $K=Q, L=Q(\sqrt{ } 13, \sqrt{ } 17)$ so the Galois group is noncyclic of order four. One can check easily that any prime of $Q$ must split completely in one of the three quadratic subfields and so ( $L_{\mathfrak{p}}: K_{\mathfrak{p}}$ ) $=1$ or 2 . Thus every square of a rational number is a local norm at all primes. However (the hard part) $5^{2}$ is not a global norm from $L$.

## 5. THE RECIPROCITY THEOREM

For a cyclic extension $L / K$ we have seen that the group $\mathrm{N}\left(\mathbf{I}_{L}{ }^{\text {m }}\right) i\left(K_{\mathrm{m}, 1}\right)$ has index $(L: K)$ in $\mathbf{I}_{K}{ }^{\prime \prime \prime}$ for suitable $m$. Also the Artin map $\varphi_{L / K}$ maps $\mathbf{I}_{K}{ }^{\text {m }}$ onto the Galois group $G(L / K)$ so $\operatorname{ker} \varphi_{L / K}$ has index ( $L: K$ ) in $\mathbf{I}_{K}{ }^{\mathrm{m}}$. Our object here is
to show these two subgroups are actually equal. In fact this will be the case for $L / K$ any abelian extension.

We say the reciprocity law holds for the triple $(L, K, \mathfrak{m})$ if $G(L / K)$ is abelian and $i\left(K_{\mathrm{m}, 1}\right) \subseteq \operatorname{ker} \varphi_{L / K}$.
5.1 Lemma. If $m$ contains all the primes which ramify in $L$ and the reciprocity law holds for $(L, K, m)$ then $\operatorname{ker} \varphi_{L / K}=\mathrm{N}\left(\mathbf{I}_{L}{ }^{\mathrm{m}}\right) i\left(K_{\mathrm{m}, 1}\right)$.

Proof. By Corollary 3.2 of Chapter III we know

$$
\mathrm{N}\left(\mathbf{I}_{L}{ }^{m}\right) \subseteq \operatorname{ker} \varphi_{L / K}
$$

so the reciprocity law implies

$$
\mathrm{N}\left(\mathbf{I}_{L}^{m}\right) i\left(K_{\mathrm{m}, 1}\right) \subseteq \operatorname{ker} \varphi_{L / K} \subseteq \mathbf{I}_{K}^{\mathrm{m}}
$$

By the first inequality the first group has index at most $(L: K)$ in $\mathbf{I}_{K}{ }^{m}$ whereas $\operatorname{ker} \varphi_{L / K}$ has index exactly $(L: K)$ in $\mathbf{I}_{K}{ }^{m}$. This forces the first inclusion to be an equality.

There are several important situations in which the reciprocity law is already known to hold.
(5.1.1) If $\beta$ is a primitive $m$ th root of unity, and $m$ is the modulus $(m) p_{\infty}$, then the reciprocity law holds for ( $Q(\beta), Q, m)$.

This was proved in Chapter III, Proposition 3.3.
(5.1.2) If the reciprocity law holds for ( $L, K, \mathfrak{m}$ ) and $E$ is any finitedimensional extension of $K$, then the reciprocity law holds for ( $L E, E, \mathrm{~m}$ ).

Proof. We know $\varphi_{E L / E}=\varphi_{L / K} \mathrm{~N}_{E / K}$ by Chapter III, Proposition 3.1. Then for $\alpha \in E_{\mathrm{m}, 1}$ it follows $\mathrm{N}_{E / K}(\alpha) \in K_{\mathrm{m}, 1}$ so

$$
\varphi_{E L / \mathrm{E}}(\alpha) \in \varphi_{L / K}\left(i\left(K_{\mathrm{m}, 1}\right)\right)=1
$$

Thus $i\left(E_{\mathrm{m}, 1}\right) \subseteq \operatorname{ker} \varphi_{E L / E}$.
(5.1.3) If the reciprocity law holds for ( $L, K, m$ ) then it also holds for ( $L, K, \mathrm{mn}$ ).

This is evident because $K_{m n, 1} \subseteq K_{m, 1}$.
(5.1.4) If $\beta$ is a primitive $n$th root of unity and $m$ is a modulus for $K$ divisible by ( $n$ ) $p_{\infty}$ (the modulus on $Q$ extended to $K$ ) then the reciprocity law holds for $(K(\beta), K, \mathfrak{m})$.

This just combines the last three assertions.
(5.1.5) With the same assumptions as in (5.1.4) and with $K(\beta) \supseteq E \supseteq K$, the reciprocity law holds for $(E, K, m)$.

Proof. By Property 2.4, Chapter III of the Artin map we see $\varphi_{E \mid K}=$ res $\varphi_{K(\beta) K K}$ with res denoting the restriction of automorphisms to $E$. If $i\left(K_{\mathrm{m}, 1}\right) \subseteq \operatorname{ker} \varphi_{K(\beta) \mid K}$ then also $i\left(K_{\mathrm{m}, 1}\right) \subseteq \operatorname{ker} \varphi_{E \mid K}$ and so the reciprocity law holds.

Any field extension $K(\beta)$ of $K$ with $\beta$ a root of unity is called a cyclotomic extension. These fields seem to be crucial to the proof of the reciprocity law. It is necessary to construct cyclotomic extensions having some very delicate properties. We begin with two numerical lemmas.
5.2 Lemma. Let $a$ and $r$ be integers $\geqslant 2$ and $q$ a prime integer. There exists a prime $p$ such that $a$ has order $q^{r}$ modulo $p$.

Proof. We shall use the polynomial

$$
\begin{align*}
g(X) & =\frac{X^{q}-1}{X-1}=X^{q-1}+X^{q-2}+\cdots+X+1  \tag{1}\\
& =(X-1)^{q-1}+\cdots+\binom{q}{t}(X-1)^{t-1}+\cdots+q .
\end{align*}
$$

Let $p$ be a prime divisor of $g\left(a^{q^{--1}}\right)=g$. If $p$ does not divide the denominator

$$
a^{q^{r-1}}-1
$$

then $r$ must be the least integer such that

$$
a^{q^{r}} \equiv 1 \bmod p,
$$

so this choice of $p$ works.
Now suppose $p \mid a^{q^{r-1}}-1$. Then (with $X=a^{q^{r-1}}$ ) we see that $p=q$ by Eq. (1). We shall prove $g$ is not a power of $q$ so that some choice of $p$ can be made covered by the first case.

Suppose first $q>2$. Then every term

$$
(X-1)^{q-1}, \quad\binom{q}{t}(X-1)^{t-1}, \quad t \neq 1
$$

is divisible by $q^{2}$ since $q$ divides the binomial coefficient. It follows from Eq. (1) that $q^{2}+g$. But also $a \geqslant 2$ implies $q \neq g$ so some suitable $p$ can be selected.

Finally suppose $q=2$. Then

$$
g=\left(a^{2 r-1}-1\right)+2=a^{2 r-1}+1 .
$$

It is necessary to show this is not a power of 2 . Clearly $a$ cannot be even if $g$ is a power of 2 . But with $a=2 k+1$ we see

$$
g \equiv 2 \bmod 4
$$

because $r-1 \geqslant 1$. So $g$ is not a power of 2 and all cases have been considered.
Two elements $\sigma, \tau$ is an abelian group are independent if $\langle\sigma\rangle \cap\langle\tau\rangle=1$.
Two integers $a, b$ relatively prime to $m$ are independent $\bmod m$ if they are independent in the multiplicative group of integers $\bmod m$.
5.3 Lemma. Let $n=q_{1}^{r_{1}} \cdots q_{s}^{r_{s}}$ be the factorization of $n$ as a product of distinct primes $q_{l}$, and let $a>1$ be an integer. There exist infinitely many square free integers

$$
m=p_{1} \cdots p_{s} p_{1}^{\prime} \cdots p_{s}^{\prime}
$$

such that the order of $a \bmod m$ is divisible by $n$. Also there exists an integer $b$ whose order $\bmod m$ is divisible by $n$ and such that $a$ and $b$ are independent $\bmod m$. Furthermore the smallest divisor of $m$ can be selected arbitrarily large.

Proof. For any $r \geqslant r_{i}$ and $r \geqslant 2$ there is a prime $p_{i}$ such that $a$ has order $q_{i}{ }^{\prime} \bmod p_{i}$. As $r$ increases, also $p_{i}$ increases and the order of $a$ is still divisible by $q^{r_{i}}$.

Now find (large) distinct primes $p_{1}, \ldots, p_{s}$ such that $a$ has order $q_{i}^{r i} \bmod p_{i}$ with $r_{i}^{\prime} \geqslant r_{i}$. Find still larger primes $p_{i}^{\prime}$ such that $a$ has order $q_{i}^{r^{\prime \prime}} \bmod p_{i}^{\prime}$ with $r_{i}{ }^{\prime \prime}>r_{i}^{\prime}$. Then

$$
m=p_{1} \cdots p_{s} p_{1}^{\prime} \cdots p_{s}^{\prime}
$$

is square free and $n$ divides the order of $a \bmod m$. Select $b$ an integer $>1$ such that

$$
b \equiv a \bmod p_{1} \cdots p_{s}, \quad b \equiv 1 \bmod p_{1}^{\prime} \cdots p_{s}^{\prime}
$$

Also $n$ divides the order of $b \bmod m$. To show $a$ and $b$ are independent suppose $u$ and $v$ are positive integers for which

$$
a^{u} b^{v} \equiv 1 \bmod m
$$

Then $1 \equiv a^{u} b^{v} \equiv a^{u} \bmod p_{1}^{\prime} \cdots p_{s}^{\prime}$ so that $q_{i}^{r_{i}^{\prime \prime}} \mid u$. This forces $a^{u} \equiv 1 \bmod m$ and so also $b^{v} \equiv 1 \bmod m$. Thus $a$ and $b$ are independent.

Now we consider an abelian extension $L / K$ of algebraic number fields and translate these lemmas into results about cyclotomic extensions of $K$.
5.4 Proposition. Let $n=(L: K)$ and $s=$ positive integer. Select a prime $\mathfrak{p}$ of $K$ which is unramified in $L$. There exists a positive integer $m$ relatively prime to $p$ and $s$ with the following properties:
(i) For a primitive $m$ th root of unity, $\beta$, and $E=K(\beta)$, the element $\varphi_{E \mid K}(p)$ has order divisible by $n$;
(ii) $L \cap E=K$;
(iii) there is an automorphism $\tau$ in $G(E / K)$ whose order is divisible by $n$ and which is independent of $\varphi_{E \mid K}(\mathfrak{p})$.

Proof. We shall apply Lemma 5.3 using $a=\mathcal{N}_{\text {K|Q }}(\mathfrak{p})$. The field $L$ has only a finite number of subfields so there exists an $M$ th root of unity $\beta_{M}$ such that $Q\left(\beta_{M}\right)$ contains every cyclotomic subfield of $L$. In Lemma 5.3 arrange that $m$ has no prime divisor less than $M s$. Then $Q\left(\beta_{M}\right) \cap Q\left(\beta_{m}\right)=Q$ and $L \cap$ $Q\left(\beta_{m}\right)=Q$. With $E=K\left(\beta_{m}\right)$ it follows that Property (ii) holds.

Let $\sigma=\varphi_{E \mid K}(\mathfrak{p})$. The defining property of the Frobenius automorphism insures

$$
\sigma\left(\beta_{m}\right)=\beta_{m}^{K(p)}=\beta_{m}{ }^{a}
$$

so Property (i) holds. Finally take $b$ as in the lemma and set

$$
\tau\left(\beta_{m}\right)=\beta_{m}{ }^{b}
$$

Then Property (iii) holds and the lemma is proved.
5.5 Artin's Lemma. Let $L / K$ be a cyclic extension, $s$ an integer, $\mathfrak{p}$ a prime of $K$ unramified in $L$. There exists an extension field $F$ of $K$ and an integer $m$ such that
(i) $L \cap F=K$,
(ii) $L \cap K\left(\beta_{m}\right)=K$,
(iii) $L\left(\beta_{m}\right)=F\left(\beta_{m}\right)$,
(iv) $\mathfrak{p}$ splits completely in $F$.

Proof. Select $m$ and $\beta=\beta_{m}$ as in the last proposition. Then $L(\beta)=L E$ and $L \cap E=K$ so

$$
G(L(\beta) / K)=G(L / K) \times G(E / K)
$$

Let $\sigma$ be a generator for $G(L / K)$ and $\tau$ the element in $G(E / K)$ defined in Proposition 5.4 (iii).

Let $H$ be the subgroup generated by

$$
\sigma \times \tau \quad \text { and } \quad \varphi_{L \mid K}(\mathfrak{p}) \times \varphi_{E \mid K}(\mathfrak{p})
$$

and let $F$ be the subfield of $L E$ fixed by $H$ :


The Property 2.4, Chapter III, of the Frobenius automorphism yields

$$
\varphi_{L E \mid K}(\mathfrak{p})=\varphi_{L \mid K}(\mathfrak{p}) \times \varphi_{E \mid K}(\mathfrak{p})
$$

This element generates the decomposition group of $\mathfrak{p}$ in $G(L E / K)$ (that is the decomposition group of a prime of $L E$ over $\mathfrak{p}$ ) and so the decomposition group is in $H$. Now Proposition 2.7, Chapter III and the fact that $G(L E / K)$ is abelian implies $\mathfrak{p}$ splits completely in the fixed field $F$ of $H$.

The field $F(\beta)=F E$ is the fixed field of

$$
H \cap(G(L / K) \times 1)
$$

We shall argue this is the identity to prove Property (iii). Suppose

$$
(\sigma \times \tau)^{u}\left(\varphi_{L \mid K}(\mathfrak{p}) \times \varphi_{E \mid K}(\mathfrak{p})\right)^{v} \in G(L / K) \times 1
$$

Then $\tau^{u}$ is in $\left\langle\varphi_{E \mid K}(\mathfrak{p})\right\rangle$ and so $\tau^{u}=1$ by the independence. This means $n$ divides $u$ and so $\sigma^{u}=1$ because $\sigma$ has order $(L: K)=n$. This implies also $\varphi_{E \mid K}(\mathfrak{p})^{v}=1$ and $n$ divides $v$. Once again $\varphi_{L \mid K}(\mathfrak{p})^{v}=1$ to complete the proof of this point.

To finish the lemma we observe $L \cap F$ is the subfield of $L$ fixed by $H$. Since $\sigma \times \tau$ is in $H$, this is the field fixed by $\sigma$, namely $K$.
5.6 Theorem. Let $L / K$ be a cyclic extension with group $G$ and let $m$ be a modulus for $K$ divisible by all the ramified primes. Suppose also the fundamental equality $h_{\mathrm{m}}(L / K)=(L: K)$ holds. Then the reciprocity law holds for ( $L, K, \mathfrak{m}$ ).

Proof. We shall prove $\operatorname{ker} \varphi_{L \mid K} \mid \mathbf{I}_{K}{ }^{m} \subseteq i\left(K_{\mathrm{m}, \mathrm{I}}\right) \mathrm{N}\left(\mathbf{I}_{L}{ }^{\mathbf{m}}\right)$. Then equality must hold here because both groups have index $(L: K)$ in $\mathbf{I}_{K}{ }^{m}$.

Take an ideal $\mathfrak{A}$ in $\mathbf{I}_{K}{ }^{\mathbf{m}}$ and suppose $\varphi_{L \mid K}(\mathfrak{U})=1$. Factor $\mathfrak{A}$ as

$$
\mathfrak{\mathfrak { A }}=\prod_{1}^{r} \mathfrak{p}_{i}^{a_{i}}
$$

The primes $\mathfrak{p}_{\boldsymbol{i}}$ are unramified in $L$ because all ramified primes divide $\mathfrak{n}$. Apply Artin's lemma to each prime $p_{i}$ in turn to obtain for each a root of unity, $\beta_{m_{i}}$, such that the integers $m_{i}$ are relatively prime in pairs. According to the choices made in Proposition 5.4 we can also insure $K \cap Q\left(\beta_{m_{i}}\right)=Q$. Then the group

$$
G_{i}=G\left(K\left(\beta_{m_{i}}\right) / K\right) \cong G\left(Q\left(\beta_{m_{i}}\right) / Q\right)
$$

Furthermore the group of $L\left(\beta_{m_{1}}, \cdots, \beta_{m_{r}}\right)$ over $K$ is the direct product

$$
G \times G_{1} \times \cdots \times G_{r}
$$

Let $G=\langle\sigma\rangle$ and let $\tau_{i}$ be the element in $G_{i}$ selected as above and let $H_{i}$ be the subgroup of $G \times G_{i}$ generated by

$$
\sigma \times \tau_{i} \quad \text { and } \quad \varphi_{L \mid K}\left(\mathfrak{p}_{i}\right) \times \varphi_{K\left(\beta_{m i}\right) \mid K}\left(\mathfrak{p}_{i}\right) .
$$

Let $F_{i}$ denote the fixed field under $H_{i} \times \prod_{j \neq i} G_{j}$ and $F=F_{1} F_{2} \cdots F_{r}$.

Assertion. $\quad L \cap F=K$ and $G(L / K)=G(L F / F)$.
The intersection of the groups $G\left(L F / F_{i}\right)$ fixes $F$ and contains

$$
\sigma \times \tau_{1} \times \cdots \times \tau_{r}
$$

The field $L \cap F$ is fixed also by this element and also by $1 \times \tau_{1} \times \cdots \times \tau_{r}$. Thus $L \cap F$ is fixed by $\sigma$ and $L \cap F=K$ which proves the assertion.

Now let $\varphi_{L \mid K}\left(\mathfrak{p}_{i}^{a_{i}}\right)=\sigma^{d_{i}}$ for some integer $d_{i} \geqslant 0$. Then $\varphi_{L \mid K}(\mathfrak{H})=\sigma^{d}=1$ with

$$
d=d_{1}+\cdots+d_{r}
$$

Necessarily $n|d, n=(L: K)=|G|$.
The Artin $\operatorname{map} \varphi_{L F \mid F}$ maps $\mathbf{I}_{F}{ }^{m^{\prime}}$ onto $G(L F / F)$ for a sufficiently large modulus $\mathfrak{m}^{\prime}$. So there is an ideal $\mathfrak{B}_{0}$ relatively prime to $\mathfrak{m}$ and to all the integers $m_{1}, \ldots, m_{r}$ such that

$$
\varphi_{L F \mid F}\left(\mathfrak{B}_{0}\right)=\sigma .
$$

Let $\mathrm{N}_{F \mid K}\left(\mathfrak{B}_{0}\right)=\mathfrak{B} \in \mathbf{I}_{K}{ }^{m}$. By the proof of Statement 5.1 .2 we see $\varphi_{L \mid K}(\mathfrak{B})=$ $\sigma$. Each prime $\mathfrak{p}_{i}$ splits completely in $F_{i}$ so is a norm. There is then an ideal $\mathfrak{C}_{i}$ prime to m and all $m_{i}$ such that

$$
\mathrm{N}_{F_{i} \mid K}\left(\mathbb{C}_{i}\right)=\mathfrak{p}_{i}^{a_{i}} \mathfrak{B}^{-d_{i}}
$$

By the choice of $d_{i}$ one obtains

$$
\varphi_{L F_{i} \mid F_{i}}\left(\mathbb{C}_{i}\right)=\varphi_{L \mid K}\left(\mathrm{~N}_{F_{i} \mid K}\left(\mathbb{C}_{i}\right)\right)=1
$$

The extension $L F_{i}$ of $F_{i}$ satisfies

$$
F_{i} \subseteq L F_{i} \subseteq F_{i}\left(\beta_{m_{i}}\right)
$$

by Property (iii) of Artin's lemma. By Statement 5.1.5 the reciprocity law holds for ( $L F_{i}, F_{i}, \mathrm{~m}^{\prime}$ ) so long as $\mathrm{m}^{\prime}$ is divisible by $m_{i} \mathfrak{p}_{\infty}$. By choice $\mathfrak{C}_{i}$ is prime to $m_{i}$ and so we may select $\boldsymbol{m}^{\prime}$ in such a way that $\mathbb{C}_{i} \in \mathbf{I}_{F_{i}}{ }^{\boldsymbol{m}^{\prime}}$. Thus there exists $\gamma_{i} \in F_{i}, \gamma_{i} \equiv 1 \bmod \mathfrak{m}^{\prime}$ and an ideal $\boldsymbol{D}_{i} \in \mathbf{I}_{L F_{i}}{ }^{m^{\prime}}$ such that

$$
\mathfrak{C}_{i}=\left(\gamma_{i}\right) \mathbf{N}_{\boldsymbol{L F} \mid F_{i}}\left(\mathcal{D}_{i}\right)
$$

Take norms into $K$ to obtain

$$
\mathfrak{p}_{i}^{a_{i}} \mathfrak{B}^{-d_{i}}=\left(\mathbf{N}_{\boldsymbol{F}_{i} \mid K}\left(\gamma_{i}\right)\right) \mathbf{N}_{L F_{i} \mid K}\left(\mathcal{D}_{i}\right)
$$

The modulus $m^{\prime}$ could have been selected so that $\mathfrak{m} \mid \mathfrak{m}^{\prime}$ because $\mathbb{C}_{\boldsymbol{i}}$ is prime to $1 m$. Thus with this choice

$$
\alpha_{i}=\mathrm{N}_{F_{i} \mid K}\left(\gamma_{i}\right) \in K_{\mathrm{m}, 1} .
$$

Now take products over all subscripts $i$ to get

$$
\mathfrak{A} \mathfrak{B}^{-d}=\prod \mathfrak{p}_{i}^{a_{i}} \mathfrak{B}^{-d_{i}}=\prod \alpha_{i} \prod \mathbf{N}_{L F_{i} \mid K}\left(\mathfrak{D}_{i}\right)
$$

Write $\mathfrak{D}_{i}^{\prime}=\mathrm{N}_{L F_{i} \mid L}\left(\mathcal{D}_{i}\right)$ and observe that $\mathfrak{D}_{i}^{\prime}$ is prime to m . Finally

$$
\mathfrak{A}=\mathfrak{B}^{d}\left(\alpha_{1} \cdots \alpha_{s}\right) \mathbb{N}_{L \mid K}\left(\mathcal{D}_{1}^{\prime} \cdots \mathfrak{D}_{s}^{\prime}\right)
$$

We saw above that $n \mid d$ so $\mathfrak{B}^{d}$ is a norm from $L$; finally $\mathfrak{H} \in i\left(K_{m, 1}\right) \mathrm{N}_{L \mid K}\left(\mathbf{I}_{L}{ }^{m}\right)$ as required.

We now have good results for cyclic extensions. The step up to abelian extensions is not difficult.
5.7 Theorem (Artin Reciprocity Theorem). Let $L / K$ be an extension with abelian Galois group $G$. Let $m$ be a modulus for $K$ divisible at least by all primes which ramify in $L$ and assume the exponents of the prime divisors of $\mathfrak{m}$ are sufficiently large. Then the Artin map $\varphi_{L \mid K}$ maps $\mathbf{I}_{K}{ }^{m}$ onto $G$ and the kernel is $\mathrm{N}_{L \mid K}\left(\mathbf{I}_{L}{ }^{m}\right) i\left(K_{\mathrm{m}, 1}\right)$.

Proof. Express the group $G$ as a direct product

$$
G=C_{1} \times \cdots \times C_{s}, \quad C_{i} \quad \text { cyclic. }
$$

Let $H_{j}$ be the direct product of all $C_{i}$ with $i \neq j$ so that $G=C_{j} \times H_{j}$. Let $E_{j}$ denote the subfield fixed by $H_{j}$. Then $E_{j}$ is a cyclic extension of $K$ with group $C_{j}$. There is a modulus $\mathfrak{m}_{j}$ such that the reciprocity law holds for $\left(E_{j}, K, \mathfrak{m}_{j}\right)$. It is possible to arrange $m_{i} \mid \mathfrak{m}$ so the reciprocity law holds for $\left(E_{j}, K, \mathfrak{m}\right)$. This means

$$
i\left(K_{m, 1}\right) \subseteq \bigcap_{j} \operatorname{ker} \varphi_{E_{j} \mid K}
$$

For any ideal $\mathfrak{A}$ we have from Property 2.4, Chapter III of the Frobenius automorphism

$$
\varphi_{L \mid K}(\mathfrak{U}) \mid E_{j}=\varphi_{E_{j} \mid K}(\mathfrak{H})
$$

and so for $\mathfrak{A} \in i\left(K_{\mathrm{m}, 1}\right)$ we see

$$
\varphi_{L \mid K}(\mathfrak{H}) \mid E_{j}=1 \quad \text { for each } \quad j
$$

But $E_{1} \cdots E_{s}=L$ because the group fixing all the $E_{j}$ is the intersection of the $H_{j}$ which is trivial. Any automorphism trivial on each $E_{j}$ is the identity on all of $L$. Thus $i\left(K_{\mathfrak{m}, 1}\right) \subseteq \operatorname{ker} \varphi_{L \mid K}$ and the reciprocity law holds for $(L, K, \mathfrak{m})$. This implies the desired conclusion because of Lemma 5.1.

As an illustration of the scope of this result one obtains the following results as corollaries.
5.8 Theorem. Let $L / K$ be an abelian extension and $m$ a modulus such that the reciprocity law holds for $(L, K, \mathfrak{m})$. Let $E / K$ be a normal extension such that

$$
\mathrm{N}_{E \mid K}\left(\mathbf{I}_{E}{ }^{m}\right) \subseteq \mathrm{N}_{L \mid K}\left(\mathbf{I}_{L}{ }^{m}\right) i\left(K_{m, 1}\right)
$$

Then $L \subseteq E$.

Proof. Except for a finite number of primes dividing $m$, the primes of $K$ which split completely in $E$ are in $\mathrm{N}_{E \mid K}\left(\mathbf{I}_{K}{ }^{m}\right)$. These must also split completely in $L$ because they lie in $\operatorname{ker} \varphi_{L \mid K}$. Thus $L \subseteq E$ by Corollary 5.5 , Chapter IV.
5.9 Theorem (Kronecker-Weber). If $L$ is an abelian extension of $Q$, then $L \subseteq Q(\beta)$ for some root of unity $\beta$.

Proof. The reciprocity law holds for $(L, Q, \mathrm{~m})$ for some modulus $m$. We may suppose $\mathfrak{m}=(m) p_{\infty}$ for some positive integer $m$. Take $\beta$ a primitive $m$ th root of unity. Then from the calculation in Proposition 3.3 of Chapter III we have $E=Q(\beta)$ and $i\left(Q_{m, 1}\right)=\operatorname{ker} \varphi_{E / Q}$ so

$$
i\left(Q_{\mathfrak{m}, 1}\right)=i\left(Q_{\mathrm{m}, 1}\right) \mathrm{N}_{E \mid Q}\left(\mathbf{I}_{E}^{m}\right) \subseteq i\left(Q_{\mathrm{m}, 1}\right) \mathrm{N}_{L \mid Q}\left(\mathbf{I}_{L}^{m}\right)=\operatorname{ker} \varphi_{L \mid Q}
$$

The previous theorem applies to give $L \subseteq E$.
Because of its scope and the simplicity of the statement, this must be regarded as one of the really elegant theorems in mathematics. The result was first stated by Kronecker and a complete proof was given by Weber in 1886. There are proofs which are more elementary than the one given here. For example Speiser [10] gives a proof using only ramification theory.

An explicit classification of all abelian extensions of $Q(\sqrt{D}), D<0$, can also be given. This requires the study of "complex multiplications" and is discussed by J. P. Serre in [4, Chapter XIII]. This description, as well as Kronecker-Weber, classifies the abelian extensions by explicitly giving generating elements for the extension fields. This is not possible for general algebraic number fields with the present state of knowledge. We shall give a classification of all the abelian extensions of a number field $K$ in other terms; they are classified by certain subgroups of the ideal group $\mathrm{I}_{K}$. This is the main goal of the rest of the chapter.

ExERCISE 1. Let $K=Q(\sqrt{d}) \neq Q$. Show $K$ has an abelian extension which is not contained in $K(\theta)$ for any root of unity, $\theta$.

Procedure. Find $u$ in $K$ such that $K(\sqrt{u})$ is not normal over $Q$. Since $K(\theta)$ is abelian over $Q$, every subfield must be normal over $Q$; thus $\sqrt{u}$ is not in $K(\theta)$.

Exercise 2. An element $\theta$ in the Galois extension $L$ of $Q$ is said to give an integral normal basis if the ring of algebraic integers in $L$ is $\Sigma Z \sigma(\theta)$ with $\sigma$ in $G(L / Q)$.
a. Let $n$ be a square free positive integer and $\theta$ a primitive $n$th root of unity. Show $\theta$ gives an integral normal basis for $Q(\theta)$.
b. Let $K$ be any intermediate field between $Q$ and $Q(\theta)$. Show $T_{Q(\theta) / K}(\theta)$ gives an integral normal basis for $K$.
c. Let $K$ be an abelian extension of $Q$ which is tamely ramified at every prime; that is, for each prime $p$ of $Q, p$ does not divide the ramification number $e(\mathfrak{P} / p)$ in $K$. Show that $K$ has an integral normal basis.

## 6. IDEAL GROUPS, CONDUCTORS, AND CLASS FIELDS

In this section we consider the groups which eventually will be the objects by which all abelian extensions of a number field are classified.

A subgroup $\mathbf{H}$ of $\mathbf{I}_{K}$ is called a congruence subgroup if there is a modulus $m$ such that

$$
i\left(K_{m, 1}\right) \subseteq \mathbf{H} \subseteq \mathbf{I}^{\mathrm{m}}
$$

We will say $\mathbf{H}$ is defined mod $m$ in this context. Suppose $n$ is a modulus and $n \mid m$. Then $I^{m}$ is a subgroup of $I^{n}$. There may (or may not) be a congruence subgroup $\mathbf{H}^{n}$ defined mod $n$ such that $\mathbf{H}=\mathbf{I}^{m} \cap \mathbf{H}^{n}$. When this does hold we say $\mathbf{H}$ is the restriction of $\mathbf{H}^{\mathbf{n}}$ to $\mathbf{I}^{\mathbf{m}}$. The first lemma shows $\mathbf{H}^{n}$ is uniquely determined by $\mathbf{H}$ and $n$.
6.1 Lemma. Let $\mathfrak{n} \mid \mathfrak{m}$ and $\mathbf{H}^{\mathfrak{m}}, \mathbf{H}^{n}$ be congruence subgroups defined $\bmod m$ and $n$. Suppose $\mathbf{H}^{m}=\mathbf{I}^{m} \cap \mathbf{H}^{\mathbf{n}}$. Then
(a) $\mathbf{I}^{\mathbf{m}} / \mathbf{H}^{\mathbf{m}} \cong \mathbf{I}^{\mathbf{n}} / \mathbf{H}^{\mathbf{n}}$,
(b) $\mathbf{H}^{\mathbf{n}}=\mathbf{H}^{\mathbf{m}} i\left(K_{\mathrm{n}, 1}\right)$.

Proof. We show first that $\mathbf{I}^{\mathbf{n}}=\mathbf{I}^{\mathbf{m}} i\left(K_{\mathrm{n}, 1}\right)$. Take an ideal $\mathfrak{U}_{0}$ in $\mathbf{I}^{\mathbf{n}}$ and write $\mathfrak{A}_{0}=\mathfrak{A M}_{1}$ with $\mathfrak{A}_{1}$ in $\mathbf{I}^{\mathbf{m}}$ and

$$
\mathfrak{A}=\prod \mathfrak{p}_{i}^{a_{i}}
$$

with $\mathfrak{p}_{i}$ a divisor of $\mathfrak{i n}$ but not $\mathfrak{n}$. By the CRT we can find elements $\pi_{i}$ which satisfy

$$
\begin{aligned}
\pi_{i} & \in \mathfrak{p}_{i}-\mathfrak{p}_{i}^{2} \\
\pi_{i} & \equiv 1 \bmod n
\end{aligned}
$$

Then the element $\alpha=\pi_{1}^{a_{1}} \cdots$ belongs to $K_{\mathfrak{n}, 1}$ and $\mathfrak{Q} \alpha^{-1}$ is relatively prime to m . It follows that $\mathfrak{Q}_{0} \in \mathbf{I}^{\mathbf{m}} i\left(K_{\mathrm{n}, 1}\right)$ as claimed.

Now $\mathbf{H}^{\mathbf{n}}$ is a congruence subgroup $\operatorname{modn}$ so $\mathbf{I}^{\mathbf{n}}=\mathbf{I}^{\mathbf{m}} \mathbf{H}^{\mathbf{n}}$. Now use the assumption about $\mathrm{H}^{\mathrm{m}}$ to obtain

$$
\frac{\mathbf{I}^{\mathbf{m}}}{\mathbf{H}^{\mathrm{m}}} \cong \frac{\mathbf{I}^{\mathbf{m}}}{\mathbf{H}^{\mathrm{n}} \cap \mathbf{I}^{\mathrm{m}}} \cong \frac{\mathbf{I}^{\mathrm{m}} \mathbf{H}^{\mathrm{n}}}{\mathbf{H}^{\mathrm{n}}} \cong \frac{\mathbf{I}^{\mathrm{n}}}{\mathbf{H}^{\mathrm{n}}}
$$

This proves (a).
It is clear from definitions that $\mathbf{H}^{\mathbf{n}} \supseteq \mathbf{H}^{\mathbf{m}}$ and $\mathbf{H}^{\mathbf{n}} \supseteq i\left(K_{\mathrm{n}, 1}\right)$ so $\mathbf{H}^{\mathbf{n}} \supseteq$
$\mathbf{H}^{\mathbf{m}} i\left(K_{n, 1}\right)$. This implies $\mathbf{H}^{\mathbf{m}} i\left(K_{n, 1}\right) \cap \mathbf{I}^{\mathbf{m}}=\mathbf{H}^{\mathbf{m}}$.

$$
\frac{\mathbf{I}^{\mathbf{m}}}{\mathbf{H}^{\mathbf{m}}} \cong \frac{\mathbf{I}^{\mathbf{n}}}{\mathbf{H}^{\mathbf{m}}\left(K_{\mathrm{n}, 1}\right)}
$$

and so $\mathbf{H}^{\mathbf{n}}=\mathbf{H}^{\mathbf{m}} i\left(K_{n, 1}\right)$ because both have the same index in $\mathbf{I}^{\mathbf{n}}$ and one is contained in the other. This proves (b).

We now define a relation between congruence subgroups. Say $\mathbf{H}_{1} \sim \mathbf{H}_{2}$ if there is a modulus m such that

$$
\mathbf{H}_{1} \cap \mathbf{I}^{\mathbf{m}}=\mathbf{H}_{2} \cap \mathbf{I}^{\mathrm{m}}
$$

Observe that whenever this condition holds for a modulus $\mathfrak{m}$, it also holds for any modulus divisible by m .

It is easy to see this relation is an equivalence relation. The next lemma shows that equivalent congruence subgroups are obtained as the restriction of a single congruence subgroup.
6.2 Lemma. Let $\mathbf{H}_{1}, \mathbf{H}_{2}$ be congruence subgroups defined $\bmod \mathfrak{m}_{1}, \mathfrak{m}_{2}$, respectively, which have a common restriction $\mathbf{H}_{3}=\mathbf{H}_{i} \cap \mathbf{I}^{\mathbf{m}_{3}}, i=1$, 2. Let m be the greatest common divisor of $\mathrm{m}_{1}, 1 \mathrm{n}_{2}$. Then there is a congruence subgroup $\mathbf{H}$ defined mod $m$ such that $\mathbf{H} \cap \mathbf{I}^{\mathbf{m}^{i}}=\mathbf{H}_{\boldsymbol{i}}, i=1,2$.

Proof. Since $\mathbf{H}_{1}$ and $\mathbf{H}_{2}$ have equal restrictions in $\mathbf{1}^{\mathbf{m}_{3}}$ the same holds for any larger modulus. There is no harm then in assuming $m_{3}$ is divisible by $m_{1}$ and $\boldsymbol{m}_{2}$. If the lemma is correct, then $\mathbf{H}$ is uniquely determined so we set

$$
\begin{equation*}
\mathbf{H}=\mathbf{H}_{\mathbf{3}} i\left(K_{m, i}\right) \tag{1}
\end{equation*}
$$

and try to verify it has the required properties. If we show

$$
\begin{equation*}
\mathbf{H} \cap \mathbf{I}^{\mathbf{m}_{3}}=\mathbf{H}_{3} \tag{2}
\end{equation*}
$$

then $\mathbf{H}_{1}$ and $\mathbf{H} \cap \mathbf{I}^{\mathbf{m}^{\prime}}$ both restrict to $\mathbf{H}_{3}$ so by uniqueness $\mathbf{H}_{1}=\mathbf{H} \cap \mathbf{I}^{\mathrm{m}_{1}}$. Same reasoning applies to $\mathbf{H}_{\mathbf{2}}$. The lemma will be proved then if equation (2) is verified.

Suppose $\mathfrak{G}(\alpha) \in \mathbf{H} \cap \mathbf{I}^{\mathbf{m}_{3}}$. By (1) we may suppose $\mathfrak{M} \in \mathbf{H}_{3}, \alpha \in K_{\mathrm{m}, 1}$. Then $\mathfrak{Q}$ and $\mathfrak{A l}(\alpha)$ are prime to $\mathfrak{m}_{3}$ so $(\alpha)$ is also. Now find an element $\beta \in K$ which satisfies

$$
\beta \in K_{\mathbf{m}_{1}, 1}, \quad \alpha \beta^{-1} \in K_{\mathbf{m}_{2,1}}, \quad(\beta) \in \mathbf{I}^{\mathbf{m}_{3}} .
$$

To show such an element exists we shall list a set of congruences, one for each prime divisor of $m_{1} m_{2} m_{3}$, to be satisfied by $\beta$.

Let $\mathfrak{p}^{a_{1}} \mid \mathfrak{m}_{1}$ and $\mathfrak{p}^{a_{2}} \mid \mathfrak{m}_{2}$ and assume these are the exact powers of $\mathfrak{p}$ dividing the moduli.
If $a_{1} \geqslant a_{2}$ the congruence at $p$ for $\beta$ is

$$
\beta \equiv 1 \bmod \mathfrak{p}^{a_{1}} .
$$

In this case $p^{a_{2}}$ is the power of $\mathfrak{p}$ dividing $m$ so $\beta \equiv \alpha \equiv 1 \bmod \mathfrak{p}^{a_{2}}$.
If $a_{2} \geqslant a_{1}$ then the congruence at $p$ for $\beta$ is

$$
\beta \equiv \alpha \bmod \mathfrak{p}^{a_{2}}
$$

This time $p^{a_{1}}$ divides $m$ and $\beta \equiv \alpha \equiv 1 \bmod p^{a_{1}}$.
For a prime $p$ dividing $m_{3}$ but not $m_{1} m_{2}$ we require

$$
\beta \equiv 1 \bmod \mathfrak{p}
$$

This $\beta$ satisfies our requirements.
Thus

$$
\mathfrak{H}(\beta) \in \mathbf{H}_{3} i\left(K_{\mathrm{m}_{1}, 1}\right)=\mathbf{H}_{1} .
$$

But $\mathfrak{A}(\beta)$ is prime to $\mathrm{m}_{3}$ so

$$
\mathfrak{A}(\beta) \in \mathbf{H}_{1} \cap \mathbf{I}^{m_{3}}=\mathbf{H}_{3} .
$$

Then $\mathfrak{A l}(\beta)\left(\beta^{-1} \alpha\right)=\mathfrak{H}(\alpha) \in \mathbf{H}_{3} i\left(K_{\mathrm{m}_{2}, 1}\right)=\mathbf{H}_{2}$ as well as $\mathfrak{A}(\alpha) \in \mathbf{I}^{\mathbf{m}_{3}}$. Thus

$$
\mathfrak{H}(\alpha) \in \mathbf{H}_{2} \cap \mathbf{I}^{\mathrm{m}_{3}}=\mathbf{H}_{3}
$$

as we wished to prove.
An equivalence class of congruence subgroups is called an ideal group. If H denotes an ideal group and in a modulus for which some congruence subgroup mod $\mathfrak{m}$ belongs to $\mathbf{H}$, we shall denote that (unique) subgroup by $\mathbf{H}^{\mathbf{m}}$.

Lemma 6.2 shows us whenever $\mathbf{H}^{m}$ and $\mathbf{H}^{n}$ belong to the ideal group $\mathbf{H}$, then also $\mathbf{H}^{m^{\prime}} \in \mathbf{H}$ for $m^{\prime}=$ greatest common divisor of $m$ and $n$. This implies there is a unique modulus $\mathfrak{j}$ such that

$$
\mathbf{H}^{\mathrm{j}} \in \mathbf{H} \quad \text { and } \quad \mathbf{H}^{m} \in \mathbf{H} \quad \text { implies } \quad \mathfrak{f} \mid m .
$$

Clearly $f$ is the g.c.d. of all $m$ for which $\mathbf{H}^{m} \in \mathbf{H}$. This modulus is called the conductor of $\mathbf{H}$.

Now suppose $L / K$ is an abelian extension. Let $m$ be a modulus such that the reciprocity law holds for $(L, K, m)$. Then the kernel of $\varphi_{L / K}$ acting on $I^{m}$ is a congruence subgroup which we shall denote by $\mathbf{H}^{\mathrm{m}}(L / K)$.

If $\mathrm{m}^{\prime}$ is another modulus such that the reciprocity law holds for ( $L, K, \mathrm{~m}^{\prime}$ ) then $\mathbf{H}^{\mathbf{m}^{\prime}}(L / K)$ and $\mathbf{H}^{\mathbf{m}^{\prime \prime}}(L / K)$ have a common restriction in $\mathbf{I}^{\mathbf{m m}^{\prime}}$. This is immediate because $\operatorname{ker}\left(\varphi_{1 \mid K} \mid \mathbf{I}^{m}\right) \cap \mathbf{I}^{m m^{\prime}}=\operatorname{ker}\left(\varphi_{L \mid K} \mid \mathbf{I}^{\mathrm{mm} \mathrm{\prime}}\right)=\operatorname{ker}\left(\varphi_{L \mid K} \mid \mathbf{I}^{\mathrm{m}^{\prime}}\right) \cap$ $I^{m m^{\prime}}$.

This implies there is a unique ideal group-denoted by $\mathbf{H}(L / K)$-containing $\mathbf{H}^{\mathrm{m}}(L / K)$. This ideal group is called the class group to $L$ and $L$ is called the class field to $\mathbf{H}(L / K)$. The conductor of $\mathbf{H}(L / K)$ is denoted by $f(L / K)$.

The main goal of the next few sections will be to show the correspondence between ideal groups and abelian extensions of $K$ is in fact a one-to-one
correspondence between all ideal groups and all abelian extensions of $K$. In other words we shall obtain a classification of all abelian extensions of $K$ purely in terms of objects defined directly in terms of $K$.
With regard to the conductor we see at once that $\mathfrak{f}(L / K) \mid m$ whenever the reciprocity law holds for $m$ but we do not know at this point that the reciprocity law holds for ( $L, K, \mathfrak{f}(L / K)$ ). The main point of concern is that a ramified prime might fail to divide the conductor. However this does not actually happen and in fact all ramified primes divide $f$ as we shall see later.

## 7. REDUCTION STEPS TOWARD THE EXISTENCE THEOREM

Consider an ideal group $\mathbf{H}$. Our object is to produce an abelian extension $L / K$ which is class field to $\mathbf{H}$. The construction of $L$ is indirect and is performed by a series of reductions. The first shows it is enough to produce a class field for a subgroup between $i\left(K_{m, 1}\right)$ and $\mathbf{H}^{\mathbf{\prime \prime}}$.
7.1 Proposition. Suppose there is a chain of groups

$$
i\left(K_{\mathrm{m}, 1}\right) \subseteq \mathbf{H}_{0} \subseteq \mathbf{H}_{1} \subseteq \mathbf{I}^{\mathbf{m}}
$$

such that the ideal group containing $\mathbf{H}_{0}$ is class group to the abelian extension $L / K$. Suppose in contains all primes of $K$ which ramify in $L$. Then the ideal group containing $H_{1}$ is class group to the subfield of $L$ fixed by the subgroup $\varphi_{L \mid K}\left(\mathbf{H}_{1}\right)$ of $G(L / K)$.
Remark. The assumption about the ramified primes is necessary so that $\varphi_{L \mid K}$ is defined on $\mathrm{I}^{\mathrm{m}}$. If the first choice of mt does not contain all the ramified primes, enlarge $m$ so that it does and then take restrictions of the groups involved. This does not change the ideal groups so the conclusion is unchanged.

Proof. Let $G_{1}=\varphi_{L \mid K}\left(H_{1}\right)$ and $E$ the subfield of $L$ fixed by $G_{1}$. Let res denote the restriction map from $G(L / K)$ to $G(E / K)$ so that res $G_{1}=1$. For any $\mathfrak{G}$ in $\mathbf{I}^{\mathbf{m}}$ we have

$$
\varphi_{E \mid K}(\mathfrak{H})=\operatorname{res} \varphi_{L \mid K}(\mathfrak{V l})
$$

so in particular $\varphi_{E \mid K}(\mathscr{H})=1$ when $\mathfrak{N} \in \mathbf{H}_{1}$. Thus $\mathbf{H}_{1} \subseteq \operatorname{ker} \varphi_{E \mid K}$. Since $\mathbf{H}_{1}$ is a congruence subgroup we see the reciprocity law holds for the triple ( $E, K, \mathfrak{m}$ ) and so

$$
\left[\mathbf{I}^{\mathbf{I}}: \operatorname{ker} \varphi_{E \mid K}\right]=\left[G(L / K): G_{1}\right]=\left[\mathbf{I}^{\mathrm{m}}: \mathbf{H}_{1}\right] .
$$

It follows that $\mathbf{H}_{1}=\operatorname{ker} \varphi_{E \mid K}$. The reciprocity theorem describes this and so $E$ is class field to the ideal group of $\mathbf{H}_{1}$.

The next reduction shows how the ground field can be changed.
7.2 Proposition. Suppose $E / K$ is a cyclic extension and $\mathbf{H}^{m i}$ is a congruence subgroup $\bmod m$. Let $\mathbf{H}_{E}$ denote the subgroup $\left\{\mathfrak{H} \in \mathbf{I}_{E}{ }^{m} \mid N_{E \mid K}(\mathfrak{H}) \in \mathbf{H}^{m}\right\}$. If the ideal group of $\mathbf{H}_{E}$ has a class field over $E$, then the ideal group for $\mathbf{H}^{m}$ has a class field over $K$.

Proof. Let $L \mid E$ be an abelian extension such that

$$
\mathbf{H}_{E}=N_{L \mid E}\left(\mathbf{I}_{L}{ }^{m}\right) i\left(E_{\mathbf{m}, 1}\right)
$$

We first show $L$ is normal over $K$. Let $\sigma$ be an isomorphism (over $K$ ) of $L$ into some normal field over $K$. Then $\sigma(E)=E$ because $E / K$ is normal. From the equations

$$
\sigma\left(\mathbf{H}^{\mathbf{m}}\right)=\mathbf{H}^{\mathbf{m}}, \quad \sigma\left(\mathbf{H}_{E}\right)=\mathbf{H}_{E}
$$

we deduce $\sigma(L)$ and $L$ have the same norm groups, $\mathbf{H}_{E}$. By Theorem 5.8 we have $L=\sigma(L)$ and so $L$ is normal over $K$.

Next we prove $L / K$ has an abelian Galois group. Let $\sigma$ be an element in $G(L / K)$ whose restriction to $E$ generates $G(E / K)$. To prove $G(L / K)$ is abelian it is sufficient to show $\tau \sigma=\sigma \tau$ for each $\tau$ in $G(L / E)$. For such an element $\tau$ take an ideal $\mathfrak{A}$ in $\mathbf{I}_{E}^{\mathfrak{m}}$ such that $\varphi_{L \mid E}(\mathfrak{H})=\tau$. Then $\sigma \tau \sigma^{-1}=\sigma \varphi_{L \mid E}(\mathfrak{H}) \sigma^{-1}=$ $\varphi_{\sigma L \mid \sigma E}(\sigma \mathfrak{H})=\varphi_{L \mid E}(\sigma \mathfrak{A})$. The ideal $\mathfrak{H} / \sigma(\mathfrak{H})$ has norm 1 so in particular

$$
\mathrm{N}_{E \mid K}\left(\mathfrak{H} \sigma(\mathfrak{H})^{-1}\right) \in \mathbf{H}^{\boldsymbol{m}} \quad \text { and } \quad \mathfrak{H} / \sigma(\mathfrak{A}) \in \mathbf{H}_{E}
$$

But $\mathbf{H}_{E}=\operatorname{ker} \varphi_{L \mid E}$ so $\varphi_{L \mid E}(\mathfrak{N} / \sigma(\mathfrak{A}))=1$. It follows that

$$
\sigma \tau \sigma^{-1}=\varphi_{L \mid E}(\sigma \mathfrak{H})=\varphi_{L \mid E}(\mathfrak{H})=\tau
$$

This shows $L / K$ is abelian. Now we have

$$
\mathbf{N}_{L \mid E}\left(\mathbf{I}_{L}^{m}\right) \subseteq \mathbf{H}_{E} \quad \text { and so } \quad \mathbf{N}_{L \mid K}\left(\mathbf{I}_{L}^{m}\right) \subseteq \mathbf{H}^{m}
$$

by transitivity of the norm. Since $\mathbf{H}^{\mathbf{m}}$ is a congruence subgroup we have

$$
\mathrm{N}_{L \mid K}\left(\mathbf{I}_{L}^{m}\right) i\left(K_{m, 1}\right) \subseteq \mathbf{H}^{\mathrm{m}} \subseteq \mathbf{I}^{\mathrm{m}}
$$

It follows from Proposition 7.1 that the ideal group for $\mathbf{H}^{\mathrm{mm}}$ has a class field which is a subfield of $L$.

These two reductions are used in the following way. Select an ideal group $\mathbf{H}$ and let $\mathbf{H}^{\mathbf{m}} \in \mathbf{H}$. Suppose $\mathbf{I}^{\mathbf{m}} / \mathbf{H}^{\mathrm{m}}$ has exponent $n$. Select a primitive $n$th root of unity $\beta$ and form a chain

$$
K=K^{(1)} \subset K^{(2)} \subset \cdots \subset K^{(t)}=K(\beta)
$$

Let $\mathbf{H}_{1}=\mathbf{H}^{m}$ and inductively define

$$
\mathbf{H}_{i+1}=\left\{\mathscr{A} \in \mathbf{I}_{\boldsymbol{K}^{(i+1)}} \mid \mathbf{N}(\mathscr{H}) \in \mathbf{H}_{i}\right\}
$$

where N means the norm from $K^{(i+1)}$ to $K^{(i)}$.

Assume $K^{(i+1)} / K^{(i)}$ is cyclic. If we show the ideal group of $\mathbf{H}_{t}$ has a class field over $K(\beta)$ then the same is true of $\mathbf{H}_{1}$ over $K$ by repeated application of Proposition 7.2.
 induction in the chain. It was given that $\mathbf{I}_{K}{ }^{m} / \mathbf{H}_{1}$ has exponent $n$. For $\mathfrak{H} \in \mathbf{I}_{K^{(2)}}^{m}$ we see

$$
\mathrm{N}_{K^{(2)} \mid K}\left(\mathfrak{H}^{n}\right) \in\left(\mathbf{I}_{K}{ }^{m}\right)^{n} \subseteq \mathbf{H}_{1}
$$

so $\mathfrak{U l}^{n} \in \mathbf{H}_{2}$. This shows $\mathrm{I}_{\mathbf{K}^{(2)} / \mathbf{H}_{2}}$ has exponent $n$ and the procedure can be repeated.

We summarize now.
Reduction Step. Let H be an ideal group for $K$. The assertion that $\mathbf{H}$ is class group to some abelian extension of $K$ is true provided it can be proved under the additional assumption that $K$ contains a primitive $n$th root of unity where $n$ is the exponent of $\mathbf{I}^{\mathbf{m}} / \mathbf{H}^{\mathbf{m}}$ for $\mathbf{H}^{\mathbf{m}} \in \mathbf{H}$.

This result will be proved in the next sections along with some facts about abelian extensions of $K$ when $K$ contains the $n$th roots of unity.

## 8. KUMMER EXTENSIONS AND THE $S$-UNIT THEOREM

A finite, abelian extension $L$ of $K$ is called a Kummer n-extension if $G(L / K)$ has exponent $n$ and $K$ contains the $n$th roots of unity. The word exponent is used in the sense that $\sigma^{n}=1$ for all $\sigma$ in $G(L / K)$ but $n$ need not be the least such positive integer.

The Kummer $n$-extensions are classified by the finite subgroups of $K^{*} / K^{n}$ where $K^{n}$ is the multiplicative group of nonzero $n$th powers of elements of $K^{*}$.
8.1 Theorem. There is a one-to-one correspondence between the Kummer $n$-extensions $L$ of $K$ and the subgroups $W$ such that $K^{n} \subseteq W \subset K^{*}$ and $W / K^{n}$ is finite. The correspondence associates $W$ with the field $L=K(\sqrt[n]{W})$. In this case the Galois group $G(L / K)$ is isomorphic to $W / K^{n}$.

Proof. Let $L$ be a Kummer $n$-extension of $K$ with group $G$. We show first $L$ has the form asserted in the theorem. Let

$$
M=\left\{\alpha \in L^{*} \mid \alpha^{n} \in K^{*}\right\}
$$

Each $\alpha$ in $M$ is a root of an equation $X^{n}-a$ with $a$ in $K$ so for $\sigma \in G$ it follows that $\sigma(\alpha)=\beta \alpha$ with $\beta$ an $n$th root of unity in $K$. For each $\alpha$ in $M$ let $\psi_{\alpha}$ be the function from $G$ to $K^{*}$ defined by

$$
\psi_{a}(\sigma)=\sigma(\alpha) / \alpha .
$$

The values of $\psi_{\alpha}$ are $n$th roots of unity and $\psi_{\alpha}$ is the principal character precisely when $\alpha$ is fixed by all of $G$; that is when $\alpha$ is in $K^{*}$. One easily checks that $\alpha \rightarrow \psi_{\alpha}$ is a homomorphism of $M$ into the character group $\hat{G}$ and so we have an imbedding

$$
\psi: M / K^{*} \rightarrow \hat{G}
$$

We shall prove this is an isomorphism. If $\psi_{M}$ is a proper subgroup of $\hat{G}$ then there must exist a non-principal character of $\hat{G}$ with $\psi_{M}$ in the kernel-that is, a character of $\hat{G} / \psi_{M}$. Since the character group of $\hat{G}$ is known to consist of the evaluation maps at elements of $G$ (Chapter IV, Corollary 3.2) there must exist an element $\sigma \neq 1$ in $G$ such that $\psi_{\alpha}(\sigma)=1$ for all $\alpha \in M$.

We will obtain a contradiction to this by using Hilbert's Theorem 90. By the decomposition theory for abelian groups we may write

$$
G=\langle\tau\rangle \times G_{0}, \quad \sigma \notin G_{0}
$$

and $\sigma=\tau^{a} \gamma$ with $\tau^{a} \neq 1$ and $\gamma \in G_{0}$. Let $E$ denote the subfield of $L$ fixed by $G_{0}$ so that $G(E / K) \cong\langle\tau\rangle$ is cyclic of order $d$ with $d \mid n$. Let $\beta$ be a primitive $d$ th root of unity in $K$. Then $\mathrm{N}_{E \mid K}(\beta)=\beta^{d}=1$ so by Theorem 90 there is an element $\alpha$ in $E$ with $\beta=\tau(\alpha) / \alpha$. It follows that $\alpha^{d}$ is invariant under $\langle\tau\rangle$ and so $\alpha^{d}$ is in $K$. Also then $\alpha$ is in $M$. Our assumption about $\sigma$ implies $\psi_{\alpha}(\sigma)=1$. But $\psi_{\alpha}$ maps $\langle\tau\rangle$ onto $\langle\beta\rangle$ is a one-to-one way and maps $G_{0}$ onto $\langle 1\rangle$. Thus $\tau^{a} \neq 1$ and $\gamma \in G_{0}$ imply $1 \neq \psi_{\alpha}\left(\tau^{a}\right)=\psi_{\alpha}\left(\tau^{a} \gamma\right)=\psi_{\alpha}(\sigma)$ which gives the required contradiction. This proves $M / K^{*}$ is isomorphic to $\hat{G}$ and this in turn is isomorphic to $G$.

Since no element of $G$ fixes all of $M$, it must be that $L=K(M)$.
Now let $W=M^{n}$. The $n$th power mapping gives a homomorphism of $M / K^{*}$ onto $W / K^{n}$. This is in fact an isomorphism because two elements of $M$ having equal $n$th powers must differ by a factor from $K$-an $n$th root of unity.

This proves the part of the theorem showing all Kummer $n$-extensions arise as indicated. Now suppose $W$ is a subgroup of $K^{*}$ containing $K^{n}$ and with $W / K^{n}$ finite. Let $\alpha_{1}, \ldots, \alpha_{s}$ be elements such that the cosets $\alpha_{i} K^{n}$ independently generate $W / K^{n}$. Then the field $L=K(\sqrt[n]{W})$ is equal to the finite extension $K\left(\sqrt[n]{\alpha_{1}}, \ldots, \sqrt[n]{\alpha_{s}}\right)$ so $(L: K)$ is finite. Let $\sigma$ belong to the Galois group of $L / K$. Then $\sigma \sqrt[n]{\alpha_{i}}=\beta_{i} \sqrt[n]{\alpha_{i}}$ with $\beta_{i}$ an $n$th root of unity. Since $\beta_{i}$ is in $K$, one easily computes that $\sigma^{n}=1$ and $G(L / K)$ is abelian. Thus $L / K$ is a Kummer $n$-extension.

All that remains is to show the group $W$ is uniquely determined by $L=$ $K(\sqrt[n]{W})$. Let $M$ be the group defined above for this field $L$. Then $M^{n} \supseteq W$ and $M^{n} / K^{n}$ has order equal to ( $L: K$ ) by what has been proved above. If we prove $(L: K) \leqslant\left[W: K^{n}\right]$ then the equality $M^{n}=W$ must follow.

Let $\alpha_{i} K^{n}$ have order $d_{i}$ in $W / K^{n}$ so that $\left[W: K^{n}\right]=d_{1} \cdots d_{s}$. Then $\alpha_{i}^{d_{1}}$ is an
$n$th power so $\left(K\left(\sqrt[n]{\alpha_{i}}\right): K\right) \leqslant d_{i}$ and it follows that:

$$
\left(K\left(\sqrt[n]{\alpha_{1}}, \ldots, \sqrt[n]{\alpha_{s}}\right): K\right) \leqslant d_{1} \cdots d_{s}=\left[W: K^{n}\right]
$$

This completes the proof.
Before we take up the existence theorem, a result about $S$-units will be proved. (See the definition in Section 2 of this chapter.) This next result makes no assumptions about the roots of unity in $K$ and is valid for any algebraic number field.
8.2 Theorem. (Dirichlet-Chevalley-Hasse Unit Theorem), Let $S$ be a finite set of primes containing all the infinite primes and let $K^{S}$ denote the group of $S$ units of $K$. Then $K^{s}$ is the direct product of the finite cyclic group of roots of unity in $K$ and a free abelian group of rank $|S|-1$.

Proof. Let $S_{0}$ denote the collection of finite primes in $S$ and $\mathbf{I}\left(S_{0}\right)$ the group of ideals divisible only by primes in $S_{0}$. There is an exact sequence

$$
1 \longrightarrow \mathbf{U}_{K} \longrightarrow K^{s} \xrightarrow{i} \mathbf{I}\left(S_{0}\right) .
$$

in which $i$ maps an element to the principal ideal it generates. Let $h=h_{K}$ denote the class number of $K$. For each $\mathfrak{p} \in S_{0}, \mathfrak{p}^{h}$ is in the image of $i$ so

$$
\mathbf{I}\left(S_{0}\right)^{h} \subseteq i\left(K^{s}\right) \subseteq \mathbf{I}\left(S_{0}\right)
$$

The first and last groups in this chain are free abelian of rank $\left|S_{0}\right|$ and so $i\left(K^{S}\right)$ is also free of rank $\left|S_{0}\right|$. By the elementary properties of free abelian groups (projective modules) it follows that

$$
K^{S} \cong \mathbf{U}_{K} \times i\left(K^{S}\right)
$$

Since the structure of the units is known by Dirichlet's Theorem, the result follows.
8.3 Corollary. Assume $\sqrt[\eta]{ } 1 \in K$ and that $S$ is a finite set of primes containing all the infinite primes of $K$. Then

$$
\left[K^{S}:\left(K^{S}\right)^{n}\right]=n^{|S|}
$$

Proof. We may write $K^{S}=\langle w\rangle \times T$ with $\langle w\rangle$ a finite group of order divisible by $n$ and $T$ of free abelian of rank $|S|-1$. Then $\langle w\rangle \mid\left\langle w^{n}\right\rangle$ has order $n$ and $T / T^{n}$ has order $n^{|S|-1}$ so the result is true.

## 9. THE EXISTENCE THEOREM (proof completed)

Assume $K$ contains the $n$th roots of unity.
Let $S_{1}$ be a finite set of primes of $K$ and $m_{1}$ a modulus divisible by the primes in $S_{1}$ (and no others) to sufficiently high powers. The proof of the
existence of a class field to a given ideal group has been reduced to showing the ideal group containing

$$
i\left(K_{\mathrm{m}_{1}, 1}\right)\left(\mathbf{I}^{\mathrm{m}_{1}}\right)^{n}
$$

has a class field. Rather than prove this directly, a slightly more general result will be proved for later use when the conductor is considered.

Keep $S_{1}$ and $\mathrm{m}_{1}$ fixed and let $S_{2}$ be a finite set of primes (possibly empty) such that $S_{1}$ and $S_{2}$ are disjoint and the union $S=S_{1} \cup S_{2}$ contains all primes $\mathfrak{p}$ such that
(i) $\mathfrak{p} \mid n$,
(ii) $\mathfrak{p} \mid \infty$,
(iii) $\mathfrak{p} \mid \mathscr{H}_{i}$ where $\left\{\mathscr{H}_{i}\right\}$ is a finite set of ideals of $K$ whose images cover the class group $\mathbf{C}_{K}$.
The significance of (iii) is that any ideal $\mathfrak{A}$ can be expressed $\mathfrak{H}=\mathfrak{H}_{i}(\alpha)$ for some $\alpha \in K$ and $\mathfrak{H}_{i}$ divisible only by primes in $S$.

Let $\mathrm{m}_{2}$ be a modulus divisible by the primes in $S_{2}$ (and no others) to sufficiently high powers.

Consider the congruence subgroups

$$
\begin{aligned}
& \mathbf{H}_{1}=i\left(K_{\mathrm{m}_{1}, 1}\right)\left(\mathbf{I}^{\mathrm{m}_{1}}\right)^{n} \mathbf{I}\left(S_{2}\right) \\
& \mathbf{H}_{2}=i\left(K_{\mathrm{m}_{2}, 1}\right)\left(\mathbf{I}^{\mathrm{m}^{2}}\right)^{n} \mathbf{I}\left(S_{1}\right)
\end{aligned}
$$

where $\mathbf{I}\left(S_{j}\right)$ is the group of ideals divisible only by finite primes in $S_{j}$. Because $S_{1}$ and $S_{2}$ are disjoint we have

$$
\mathbf{H}_{j} \subseteq \mathbf{I}^{\mathbf{m}_{j}} \quad j=1,2
$$

Next we consider the subgroups of $K^{*}$ defined by

$$
\begin{aligned}
& W_{1}=K^{s} K^{n} \cap K_{m_{2,1}} \\
& W_{2}=K^{s} K^{n} \cap K_{m_{1}, 1}
\end{aligned}
$$

and let

$$
L_{j}=K\left(\sqrt[n]{W_{j}}\right) \quad j=1,2
$$

Notice that $\left(L_{j}: K\right)$ is finite because

$$
W_{j} K^{n} / K^{n} \subseteq K^{s} K^{n} / K^{n}
$$

which is finite by Corollary 8.3. Our object is to prove the following theorem.
9.1 Theorem. The field $L_{j}$ is class field over $K$ to the ideal group containing $\mathbf{H}_{j}$.

The proof will require quite a few steps. We begin by recording some properties of the fields $L_{j}$.
9.2 Property. The primes in $S_{1}$ split completely in $L_{2}$; the primes in $S_{2}$ split completely in $L_{1}$.

Proof. Let $\mathfrak{p} \in S_{1}$ and $\mathfrak{p}$ a prime of $L_{2}$ which divides $\mathfrak{p}$. We can show $\mathfrak{p}$ splits completely by proving $\left(L_{2 \mathfrak{p}}: K_{p}\right)=e f=1$. For any $\alpha \in W_{2}$, we have also $\alpha \in K_{\mathrm{m}_{1}, 1}$. This means $\alpha \in U_{\mathrm{p}}^{(t)}$ where $\mathfrak{p}^{t}$ divides $\mathrm{m}_{1}$. For sufficiently large $t$ we know by Proposition 3.6 that

$$
U_{p}^{(t)} \subseteq\left(U_{p}\right)^{n}
$$

so $\alpha$ is an $n$th power. Thus $K_{\mathfrak{p}}(\sqrt[n]{\alpha})=K_{\mathfrak{p}}$. It follows then

$$
K_{p}\left(\sqrt[n]{W_{2}}\right)=K_{p}
$$

which implies the desired conclusion.

### 9.3 Property. $L_{i} / K$ is unramified outside $S_{i}$.

Proof. We first argue that any prime ramified in $L_{i}$ is in $S$. Let $\mathfrak{p}$ be a prime of $K$ with $\mathfrak{p} \notin S$.

The field $L_{j}$ is obtained by adjoining to $K$ the roots of certain equations $X^{n}-\alpha$ with $\alpha$ in $K^{S}$. The extension of $K_{p}$ determined by this polynomial is seen to be unramified by the following reasoning. The conditions (1) and (2) upon $S$ imply $n$ and $\alpha$ are $\mathfrak{p}$-units so that modulo $\mathfrak{p}, X^{n}-\alpha$ has distinct roots. Thus the irreducible factors of $X^{n}-\alpha$ over $K_{\mathrm{p}}$ have the same degrees as the irreducible factors modulo p. This uses Hensel's Lemma-Chapter II, Proposition 3.5. It follows that $\mathfrak{p}$ is unramified in the splitting field of $X^{n}-\alpha$ over $K_{\mathfrak{p}}$ and so $p$ is unramified in $L_{j}$. The primes of $S_{1} \cup S_{2}$ are the only primes which can ramify in $L_{1}$, but those in $S_{1}$ split completely in $L_{2}$. Hence only primes in $S_{2}$ can ramify in $L_{2}$. The same argument applies to the primes in $S_{1}$ and the field $L_{1}$ so Property 9.3 is proved.
9.4 Property $G\left(L_{j} / K\right) \cong W_{j} / W_{j} \cap K^{n}$.

This is a consequence of Theorem 8.1.
Now let

$$
\mathbf{H}_{j}^{*}=\mathrm{N}_{L_{j} \mid K}\left(\mathbf{I}_{L_{j}^{\prime}}^{\mathbf{j}}\right) i\left(K_{\mathbf{m}_{j, 1}}\right)
$$

The modulus $\mathrm{m}_{j}$ contains all the primes ramified in $L_{j}$ to high powers so the reciprocity theorem applies to show
9.5 Property $\quad \mathrm{I}^{\mathrm{m}_{j}} / \mathbf{H}_{j}^{*} \cong G\left(L_{j} / K\right) \cong W_{j} / W_{j} \cap K^{n}$.

Our object is the proof of the equality $\mathbf{H}_{j}=\mathbf{H}_{j}{ }^{*}$. An inclusion can be easily proved.

The groups in Property 9.5 have exponent $n$ so $\mathbf{H}_{j}{ }^{*}$ contains the $n$th powers of $\mathrm{I}^{\mathrm{m} / \boldsymbol{j}}$. The primes in $S_{i}, i \neq j$, split completely in $L_{j}$ so the finite primes in
$S_{i}$ are norms from $L_{j}$. This shows $\mathbf{I}\left(S_{i}\right) \subseteq \mathbf{H}_{j}{ }^{*}$. Both $\mathbf{H}_{j}$ and $\mathbf{H}_{j}{ }^{*}$ are congruence subgroups mod $\mathrm{m}_{j}$ so we have

$$
\begin{equation*}
\mathbf{H}_{j} \subseteq \mathbf{H}_{j}^{*} \quad j=1 \text { or } 2 \tag{9.6}
\end{equation*}
$$

The equality will be proved by showing both groups have the same index in $I^{m j}$. From the last two statements it follows

$$
\left[\mathbf{I}^{\mathrm{m}_{j}}: \mathbf{H}_{j}\right] \geqslant\left[W_{j}: W_{j} \cap K^{n}\right]
$$

with equality only if there is equality in Eq. (9.6). The actual method of proof is to show

$$
\begin{equation*}
\frac{\left[\mathbf{I}^{\mathrm{m}_{1}}: \mathbf{H}_{1}\right]\left[\mathrm{I}^{\mathrm{m}_{2}}: \mathbf{H}_{2}\right]}{\left[W_{1}: W_{1} \cap K^{n}\right]\left[W_{2}: W_{2} \cap K^{n}\right]}=1 \tag{9.7}
\end{equation*}
$$

### 9.8 Lemma

$$
\mathbf{I}^{\mathbf{m}_{j}} / \mathbf{H}_{j} \cong \mathbf{I}^{s} / \mathbf{I}^{s} \cap \mathbf{H}_{j}
$$

Proof. Since all the primes dividing $m_{j}$ are in $S$, this follows from the property of congruence subgroups proved in Lemma 6.1.

### 9.9 Lemma

$$
\frac{K^{*}}{K^{n} K^{S} K_{\mathbf{m}_{j, 1}}} \cong \frac{\mathbf{I}^{s}}{\mathbf{I}^{S} \cap \mathbf{H}_{j}}
$$

Proof. Let $f$ denote the composite of the maps

$$
K^{*} \xrightarrow{i} \mathrm{I}_{K} \xrightarrow{j} \mathrm{I}^{s}
$$

where the second map is the identity on primes outside $S$ and maps primes in $S$ to 1 . We first show $f$ is onto. Let $\mathfrak{A}$ be any ideal relatively prime to $S$. Property 3 defining $S$ allows us to write $\mathfrak{U}=\mathfrak{B}(\alpha)$ with $\mathfrak{B}$ divisible only by primes in $S$. Then $f(\alpha)=j\left(\mathfrak{H} \mathfrak{B}^{-1}\right)=\mathfrak{N}$ as required. Next we determine the subgroup of $K^{*}$ mapped by $f$ onto $\mathbf{I}^{S} \cap \mathbf{H}_{j}$. We do this for $\mathbf{H}_{1}$.

Suppose $\alpha \in K$, and $f(\alpha) \in \mathbf{H}_{1}$. Write $i(\alpha)=\mathfrak{N}_{0} \mathfrak{H}_{1}$ with $\mathfrak{M}_{0}$ divisible only by primes in $S$ and $\mathfrak{H}_{1} \in \mathbf{I}^{S}$. Then $f(\alpha)=\mathfrak{U}_{1}$. Since this is in $\mathbf{H}_{1}$ we may write

$$
\mathfrak{N}_{1}=\mathfrak{B}^{n}(\beta) \mathbb{C}, \quad \mathfrak{B} \in \mathbf{I}^{m_{1}}, \quad \beta \in K_{m_{1}, 1}, \quad \mathbb{C} \in \mathbf{I}\left(S_{2}\right)
$$

We can also write $\mathfrak{B}$ in the form:

$$
\mathfrak{B}=\mathfrak{B}_{0}(\theta), \quad \mathfrak{B}_{0} \text { divisible only by primes in } S .
$$

Then $\left(\alpha \theta^{-n} \beta^{-1}\right)=\mathfrak{A r}_{0} \mathfrak{B}_{0}{ }^{n} \mathbb{C}$ is divisible only by primes in $S$ so $\alpha \theta^{-n} \beta^{-1} \in K^{S}$ and thus $\alpha \in K^{n} K^{s} K_{\mathrm{m}_{1}, 1}$. Now let $\alpha \in K_{\mathrm{m}_{1,1}}$ and

$$
(\alpha)=\mathfrak{N} \mathfrak{B}, \quad \mathfrak{B} \in \mathbf{I}\left(S_{2}\right) \quad \mathfrak{A} \in \mathbf{I}^{S_{2}}
$$

Since $(\alpha)$ is prime to $m_{1}$, no primes of $S_{1}$ divide $\mathfrak{H}$. Thus $\mathfrak{H} \in \mathbf{I}^{S}$ and $f(\alpha)=\mathfrak{A}$. Now $(\alpha) \in \mathbf{H}_{1}$ and $\mathfrak{B} \in \mathbf{H}_{1}$ so $f(\alpha)=(\alpha) \mathfrak{B}^{-1}=\mathfrak{Y}$ is in $\mathbf{H}_{1}$ and also in $\mathbf{I}^{\boldsymbol{S}}$. This shows $f\left(K_{\mathrm{m}_{1}, 1}\right) \subseteq \mathbf{H}_{1}$. It is now easy to see that

$$
f^{\prime}\left(K^{n} K^{s} K_{m_{1}, 1}\right)=\mathbf{I}^{S} \cap \mathbf{H}_{1}
$$

and the isomorphism of the lemma now follows.
We begin the index computation now. At one point the following fact is used.
9.10. Lemma. Suppose $A, B$, and $C$ are abelian subgroups of some larger group and $A \supset B$. Then

$$
[A: B]=[A C: B C][A \cap C: B \cap C]
$$

if these numbers are finite.
The proof is straightforward and is left to the reader.
In the next few lines we shall write $K_{1}$ for $K_{\mathrm{m}_{1}, 1}$. Now we find

$$
\begin{aligned}
{\left[K^{*}: K^{n} K^{s} K_{1}\right] } & =\frac{\left[K^{*}: K^{n} K_{1}\right]}{\left[K^{n} K^{s} K_{1}: K^{n} K_{1}\right]} \\
& =\frac{\left[K^{*}: K^{n} K_{1}\right]}{\left[K^{n} K^{s}: K^{n}\right]}\left[K^{n} K^{s} \cap K_{1}: K^{n} \cap K_{1}\right] \\
& =\frac{\left[K^{*}: K^{n} K_{1}\right]}{n^{|S|}}\left[W_{2}: W_{2} \cap K^{n}\right] .
\end{aligned}
$$

To obtain the second equality use Lemma 9.10 with $A=K^{n} K^{S}, B=K^{n}$, and $C=K_{1}$.

Now combine Lemmas 9.8 and 9.9 with the symmetric version of this calculation to obtain

$$
\begin{equation*}
\frac{\left[\mathbf{I}^{m_{1}}: H_{1}\right]\left[\mathbf{I}^{m_{2}}: H_{2}\right]}{\left[W_{1}: W_{1} \cap K^{n}\right]\left[W_{2}: W_{2} \cap K^{n}\right]}=\frac{\left[K^{*}: K^{n} K_{m, 1}\right]\left[K^{*}: K^{n} K_{\mathrm{m} 2,1}\right]}{n^{2|S|}} \tag{9.11}
\end{equation*}
$$

It is necessary to show the numerator on the right is $n^{2|S|}$.
For any modulus m let

$$
c(\mathrm{it})=\left[K^{*}: K^{n} K_{\mathrm{m}, 1}\right] .
$$

By making trivial changes in the proof of Lemma 3.1 one shows $c(m)$ is multiplicative on relatively prime moduli. This reduces the problem to calculating $c(m)$ when $m$ is a prime power.

The case for an infinite prime is easy. If m is a complex prime then $K_{\mathrm{m}, 1}=K^{*}$ so $c(m)=1$.
 $K^{n} K_{m, 1}$ contains only elements positive at $\mathfrak{m}$ so $c(m)=2$.

Now let $\mathfrak{m}=\mathfrak{p}^{\boldsymbol{t}}, \mathfrak{p}$ a finite prime. The computation of $c(\mathfrak{m})$ is very similar to the computation of $a(\mathrm{mt})$ in Section 3 . We shall provide the statements of the results needed and leave to the reader the relatively simple exercise of translating the proofs from Section 3 to the present situation.

## (a) $\left[K^{*}: K^{n} K_{\mathrm{m}}\right]=n$

(b) $c(\mathfrak{m})=n\left[K_{\mathrm{m}}:\left(K_{\mathrm{m}}\right)^{n} K_{\mathrm{m}, 1}\right]$

$$
\begin{equation*}
\frac{K_{\mathrm{m}}}{\left(K_{\mathrm{m}}\right)^{n} K_{\mathrm{m}, 1}} \cong \frac{\mathbf{U}_{\mathrm{p}}}{\mathrm{U}_{\mathrm{p}}{ }^{n} \mathrm{U}_{\mathrm{p}}{ }^{(t)}} \tag{9.13}
\end{equation*}
$$

Here of course $\mathbf{U}_{\mathbf{p}}$ is the unit group in the completion $K_{p}$.
For $t$ sufficiently large we have $\mathbf{U}_{p}{ }^{(t)} \subseteq \mathbf{U}_{p}{ }^{n}$ and so

$$
c(\mathrm{~m})=n\left[\mathbf{U}_{\mathfrak{p}}: \mathbf{U}_{\boldsymbol{p}}^{n}\right] .
$$

To keep the analogy with Section 3 we let $G$ denote the cyclic group of order $n$ which operates trivially on all the groups associated with $K$. For $M$ a $G$-module we now have for $x \in M$

$$
N(x)=x^{n}, \quad \Delta(x)=1
$$

and

$$
H^{0}(M)=M / M^{n}, \quad H^{1}(M)=n \text {th roots of } 1 \text { in } M .
$$

In particular the computation of $c(m)$ depends upon

$$
\left|H^{0}\left(\mathbf{U}_{\mathfrak{p}}\right)\right|=\left[\mathbf{U}_{\mathfrak{p}}: \mathbf{U}_{\mathfrak{p}}^{n}\right] .
$$

Notice that $\sqrt[n]{1} \in K$ implies

$$
\left|H^{1}\left(\mathbf{U}_{p}\right)\right|=n .
$$

We now have

$$
\begin{equation*}
c(\mathfrak{m})=n\left[\mathbf{U}_{p}: \mathbf{U}_{p}^{n}\right]=n^{2} / q\left(\mathbf{U}_{p}\right) . \tag{9.14}
\end{equation*}
$$

The Herbrand quotient $q\left(\mathbf{U}_{p}\right)$ is determined by making successive reductions as in Lemma 3.9. With $R_{\mathfrak{p}}$ the valuation ring in $K_{\mathfrak{p}}$ we obtain $q\left(\mathbf{U}_{\mathfrak{p}}\right)=q\left(R_{\mathfrak{p}}\right)$ with $G$ operating trivially upon the additive group of $R_{p}$. The additive version of the cohomology groups above now yields

$$
H^{0}\left(R_{\mathfrak{p}}\right)=R_{\mathfrak{p}} / n R_{\mathfrak{p}}, \quad H^{1}\left(R_{\mathfrak{p}}\right)=0
$$

Since the quotient $R_{\mathrm{p}} / n R_{\mathrm{p}}$ is isomorphic to the same quotient with $R_{\mathrm{p}}$
interpreted as the localization at $\mathfrak{p}$ of the algebraic integers in $K$, we may make this replacement. We then have
(9.15) $c(m)=n^{2}\left[R_{p}: n R_{p}\right], \quad R_{p}=$ localization at $\mathfrak{p}$ of the algebraic integers in $K$.

Now return to the computation of Eq. (9.11). The term of interest is $c\left(\mathrm{~m}_{1}\right) c\left(\mathrm{~m}_{2}\right)=c\left(\mathrm{~m}_{1} \mathrm{~m}_{2}\right)$. Let $S_{0}$ denote the finite primes in $S=S_{1} \cup S_{2}$. We calculate first the contribution from $S_{0}$; namely

$$
\prod_{p \in S_{o}} n^{2}\left[R_{\mathfrak{p}}: n R_{p}\right]=n^{2\left|S_{0}\right|}[R: n R]
$$

We have used here the fact that all prime divisors of $n$ are in $S$ and the isomorphism

$$
R / n R \cong \prod_{\mathfrak{p} \mid n} R_{\mathfrak{p}} / n R_{\mathfrak{p}}
$$

Now by Chapter I, Proposition 8.6, we find

$$
[R: n R]=\mathscr{N}_{K \mid Q}(n R)=n^{(K: Q)}
$$

Let $r$ and $s$ denote the number of real and complex infinite primes of $K$ so $r+2 s=(K: Q)$. Also $r+s+\left|S_{0}\right|=|S|$.

Consider the case with $r=0$. Then

$$
c\left(\mathrm{~m}_{1} \mathrm{~m}_{2}\right)=n^{2\left|S_{0}\right|} n^{2 s}=n^{2|S|} .
$$

If $r>0$ then as observed earlier, $n=2$. In this case

$$
c\left(m_{1} m_{2}\right)=2^{r} 2^{2\left|S_{0}\right|} 2^{r+2 s}=2^{2|S|}=n^{2|S|} .
$$

Thus in all cases we have proved the index quotient in Eq. (9.11) is equal to 1 and this is enough to complete the proof of Theorem 9.1.

As a corollary we also obtain the rest of the existence theorem which we shall state completely as the classification theorem.

Let $K$ be any number field and $\mathbf{H}, \mathbf{J}$ two ideal groups for $K$. We say $\mathbf{H} \subseteq \mathbf{J}$ if for some modulus $\mathbf{m}$, we have $\mathbf{H}^{\mathbf{m}} \subseteq \mathbf{J}^{\mathbf{m}}$. Notice that this inclusion for one modulus $\mathfrak{m}$ implies the same inclusion for any modulus divisible by the conductor of $\mathbf{H}$ and the conductor of $\mathbf{J}$.
9.16 Theorem (The Classification Theorem). Let $K$ be any algebraic number field. The correspondence $L \rightarrow \mathbf{H}(L / K)$ is a one-to-one inclusion reversing correspondence between the collection of finite dimensional abelian extensions $L / K$ and the collection of ideal groups of $K$.

Proof. We show first that any ideal group $\mathbf{H}$ is a class group to some abelian extension. Take $\mathbf{H}^{\text {th }} \in \mathbf{H}$ and suppose $\mathbf{I}^{\text {m }} / \mathbf{H}^{m}$ has exponent $n$. The reduction step in Section 7 allows us to assume $K$ contains the $n$th roots of unity.

Let $S_{1}$ be a finite set of primes containing all the primes dividing $\mathfrak{m}$ and all primes satisfying the conditions (i)-(iii) at the beginning of this section for $S$. We take $S_{2}$ empty so $S=S_{1}$. We also take the modulus $m_{1}$ large enough so that $\mathfrak{m} \mid \mathfrak{m}_{1}$. Now the group $\mathbf{H}_{1}$ defined at the beginning of this section is contained in

$$
\mathbf{H}^{m_{1}}=\mathbf{H}^{m^{m}} \cap \mathbf{I}^{\mathbf{m}_{1}} .
$$

By Theorem 9.1 there is an abelian extension $L_{1}$ with $\mathbf{H}_{1}=\operatorname{ker}\left(\varphi_{L_{i} \mid K} \mid \mathbf{I}^{\mathbf{m}_{1}}\right)$. By Proposition 7.1 there is a subfield of $L_{1}$ which is class field to the ideal group $\mathbf{H}$ containing $\mathbf{H}^{\mathbf{m}_{1}}$.

Thus every ideal group is a class group. If $\mathbf{H}(L / K) \subseteq \mathbf{H}(E / K)$ for abelian extensions $L, E$ of $K$, then $E \subseteq L$ by Theorem 5.8. On the other hand $E \subseteq L$ implies

$$
\operatorname{ker} \varphi_{L \mid K} \subseteq \operatorname{ker} \varphi_{E \mid K}
$$

so $\mathbf{H}(L / K) \subseteq \mathbf{H}(E / K)$. This shows the correspondence is one-to-one and completes the proof.

This is the main theorem in class field theory. It gives the classification of all abelian extensions of $K$ in terms of objects defined by the internal structure of $K$.

## 10. SOME CONSEQUENCES OF THE CLASSIFICATION THEOREM

We consider now a normal extension $E / K$ whose Galois group $G$ is not necessarily abelian. The theory in the preceding sections can be applied to give information in the nonabelian case.

Begin with a modulus $\mathfrak{m}$ divisible by high powers of all the primes of $K$ which ramify in $E$. The group

$$
\mathbf{H}^{\mathrm{m}}(E / K)=\mathrm{N}_{E \mid K}\left(\mathbf{I}_{E}^{\mathrm{m}}\right) i\left(K_{\mathrm{m}, 1}\right)
$$

is a congruence subgroup and the ideal group containing it has a class field. Let $L / K$ be an abelian extension such that $\mathbf{H}^{\mathbf{m}}(E / K) \in \mathbf{H}(L / K)$. Then for a suitable modulus $\mathfrak{n}$ divisible by $\mathfrak{m}$ (and containing all the primes ramified in $L$ ) we have

$$
\mathrm{N}_{E \mid K}\left(\mathbf{I}_{E}^{\mathrm{I}}\right) \subseteq \mathbf{H}^{\mathrm{n}}(L / K)
$$

By Theorem 5.8 we obtain $L \subseteq E$. ( $S o$ the modulus $m$ could have been used after all in place of n.) We know then $\mathbf{H}^{\mathrm{m}}(E / K)=\mathbf{H}^{\mathrm{m}}(L / K)$ and so

$$
\begin{equation*}
\mathbf{I}^{\mathrm{m} /} / \mathbf{H}^{\mathrm{m}}(E / K) \cong \mathbf{I}^{\mathrm{m} /} / \mathbf{H}^{\mathrm{m}}(L / K) \cong G(L / K) . \tag{1}
\end{equation*}
$$

It is necessary to identify these groups in a more direct way with $G(E / K)$.
10.1 Theorem. The field $L$ is the largest subfield of $E$ with an abelian Galois group over $K$. Thus $G(L / K) \cong G / G^{\prime}$ with $G^{\prime}$ denoting the commutator subgroup of $G$. Moreover, the isomorphism of $\mathbf{I}^{\mathrm{m}} / \mathbf{H}^{\mathrm{m}}(E / K)$ with $G / G^{\prime}$ is induced by the "Artin-map" $\varphi_{E \mid K}$. (The Artin map for this nonabelian extension is defined in the course of the proof.)

Proof. Suppose $L \subseteq L_{1} \subseteq E$ with $L_{1} / K$ an abelian extension. Then by the transitivity of the norm one finds

$$
\begin{aligned}
\mathrm{N}_{E \mid K}\left(\mathbf{I}_{E}^{\mathrm{mq}}\right) i\left(K_{\mathrm{m}, 1}\right) & \subseteq \mathrm{N}_{L_{1} \mid K}\left(\mathbf{I}_{L_{1}}{ }^{\mathrm{m}}\right) i\left(K_{\mathrm{m}, 1}\right) \\
& \subseteq \mathrm{N}_{L \mid K}\left(\mathbf{I}_{L}{ }^{\mathrm{m}}\right) i\left(K_{\mathrm{m}, 1}\right)
\end{aligned}
$$

However, the first and third groups are equal and so the ideal groups for $L$ and $L_{1}$ are equal and so $L=L_{1}$ since both are abelian extensions. This means $G(L / K)$ is the largest homomorphic image of $G$ which is abelian; necessarily this is $G / G^{\prime}$.

We can give a rather explicit description of the isomorphism (1) with $G / G^{\prime}$. Let $\mathfrak{P}$ be a prime in $\mathbf{I}_{E}{ }^{\mathbf{m}}$ and $\mathfrak{p}=\mathfrak{P} \cap K$. We know that the primes above $\mathfrak{p}$ in $E$ are all conjugate under $G$ and that $\mathfrak{p}$ determines the conjugacy class containing the Frobenius automorphism of $\mathfrak{q}$. Now we observe that since $G / G^{\prime}$ is abelian, conjugate elements in $G$ have the same image in $G / G^{\prime}$. Thus $\mathfrak{p}$ uniquely determines an element in $G / G^{\prime}$. We define the Artin map by

$$
\varphi_{E \mid K}(\mathfrak{p})=\left[\frac{E \mid K}{\mathfrak{P}}\right] G^{\prime} .
$$

This map extends to a homomorphism of $\mathbf{I}^{m}$ to $G / G^{\prime}$. We can also determine the kernel. By a property of the Frobenius automorphism we see

$$
\left[\frac{E \mid K}{\mathfrak{P}}\right] \left\lvert\, L=\left[\frac{L \mid K}{\mathfrak{P}_{L}}\right]\right., \quad \mathfrak{P}_{L}=\mathfrak{P} \cap L
$$

and so

$$
\varphi_{E \mid K}(\mathfrak{p})=\varphi_{L \mid K}(\mathfrak{p}) G^{\prime}
$$

Thus, anything in the kernel of $\varphi_{L \mid K}$ is in the kernel of $\varphi_{E \mid K}$. But $\operatorname{ker} \varphi_{L \mid K}=$ $\mathbf{H}^{\mathrm{m}}(E \mid K)$ which has index in $\mathbf{I}^{\mathbf{m}}$ equal to $\left[G: G^{\prime}\right]$. It follows that $\mathbf{H}^{\mathrm{m}}(E \mid K)=$ $\operatorname{ker} \varphi_{E \mid K}$ and the proof is complete.

The first inequality insured that $\left[\mathbf{I}^{\mathrm{m}}: \mathbf{H}^{\mathrm{m}}(E \mid K)\right]$ was at most $(E: K)=|G|$. We have now shown this index to be exactly $\left[G: G^{\prime}\right]$ so the first inequality is always a strict inequality for nonabelian normal extensions.

We turn to another consequence of the existence theorem which generalizes the earlier results proved for $K=Q$ in Chapter IV, Section 6.
10.2 Proposition. Let $\chi$ be a nonprincipal character of $\mathbf{I}^{m} / i\left(K_{\mathrm{m}, 1}\right)$. Then $L(1, \chi) \neq 0$.

Proof. There is a class field $L$ to the ideal group containing $i\left(K_{\mathrm{m}, 1}\right)$ and the set of primes which split completely in $L$ are in $i\left(K_{m, 1}\right)$ except for a finite number. Thus the density of the set of primes in $i\left(K_{m, 1}\right)$ is ( $L: K$ ) by the Frobenius density theorem and this number equals [ $\left.\mathbf{I}^{\mathbf{m}}: i\left(K_{\mathrm{m}, 1}\right)\right]$ by the reciprocity theorem. Thus $L(1, \chi) \neq 0$ by Chapter IV, Proposition 4.8.

This is the main step in the proof of the generalized theorem of Dirichlet on primes in arithmetic progressions.
10.3 Theorem. Let $\mathbf{I}_{K}^{m} \supseteq \mathbf{H}^{m} \supseteq i\left(K_{\mathrm{m}, 1}\right)$ be a chain of subgroups. Then any coset of $\mathbf{H}^{\mathbf{m}}$ in $\mathbf{I}_{\mathbf{K}}{ }^{\mathbf{m}}$ contains infinitely many primes. In fact this set of primes has density $\left[\mathbf{I}^{\mathrm{m}}: \mathbf{H}^{\mathrm{m}}\right]^{-1}$.

The proof is almost word for word the same as that of Chapter IV, Theorem 5.8 and so will not be repeated.

One can refine the Frobenius density theorem now. We deal with an abelian extension $L / K$ having Galois group $G$. Any element $\sigma$ in $G$ is the image of a unique coset of $\mathbf{H}^{m}(L / K)$ under $\varphi_{L \mid K}$ and so by Theorem 10.3 the density of the primes $\mathfrak{p}$ in this coset for which $\varphi_{L \mid K}(\mathfrak{p})=\sigma$ is $1 /|G|$. This improves the earlier result for abelian extensions because previously we only knew the density of the primes which mapped onto some $\sigma^{d}$ for $d$ relatively prime to $|\sigma|$.

There is also a generalization to the nonabelian case.
10.4 Theorem (Tchebotarev Density Theorem). Let $E / K$ be a normal extension with Galois group $G$. Let $\sigma \in G$ and suppose $\sigma$ has $c$ conjugates in $G$. The set of primes $\mathfrak{p}$ of $K$ which have a prime divisor $\geqslant$ in $E$ whose Frobenius automorphism is $\sigma$ has a density $c /|\boldsymbol{G}|$.

Proof. Let $L$ denote the subfield fixed by $\langle\sigma\rangle$ and $S^{\prime}$ the set of primes $\mathfrak{P}$ of $L$ for which $\varphi_{E \mid L}(\mathfrak{P})=\sigma$. By the remarks just above, $S^{\prime}$ has density $1 /|\sigma|$ because $G(E / L)=\langle\sigma\rangle$ is abelian. When densities are considered we may restrict our attention to primes with relative degree one over $K$ (or over $Q$ even). Let $S$ denote the subset of primes in $S^{\prime}$ having relative degree one over $K$.

For $\mathfrak{P} \in S$ and $\mathfrak{p}=\mathfrak{P} \cap K$ we now count the number of $\mathfrak{p}_{i} \in S$ containing $\mathfrak{p}$. First take a prime $\mathfrak{Q}$ of $E$ which divides $\mathfrak{P}$ and has $\sigma$ as Frobenius automorphism over $L$. Let $\langle\sigma\rangle \tau_{j}$ be the distinct cosets of $\langle\sigma\rangle$ in $G$. The primes dividing $\mathfrak{p}$ in $E$ are $\tau_{i}(\mathbb{Q})$ (and these are distinct) and the primes dividing $\mathfrak{p}$ in $L$ are $\mathfrak{P}_{j}=\tau_{j}(\mathbb{Q}) \cap L$. By Chapter III, Corollary 2.8, we see $\mathfrak{P}_{j}$ has relative degree one over $K$ if and only if $\langle\sigma\rangle \tau_{j} \sigma=\langle\sigma\rangle \tau_{j}$. Assuming this to be the case then

$$
\varphi_{E \mid L}\left(\mathfrak{P}_{j}\right)=\left[\frac{E \mid L}{\tau_{j} \mathfrak{Q}}\right]=\tau_{j}\left[\frac{E \mid L}{\mathfrak{Q}}\right] \tau_{j}^{-1}=\tau_{j} \sigma \tau_{j}^{-1} .
$$

It follows that $\mathfrak{F}_{j} \in S$ if and only if

$$
\sigma=\tau_{j} \sigma \tau_{j}^{-1}
$$

The distinct $\mathfrak{W}_{j}$ which arise this way correspond to the distinct cosets $\langle\sigma\rangle \tau_{j}$ so the number of primes in $S$ dividing $\mathfrak{p}$ is

$$
d=\left[C_{G}(\sigma):\langle\sigma\rangle\right] .
$$

If $T$ denotes the set of primes of $K$ divisible by a prime in $S$ then there arise exactly $d$ primes $\mathfrak{P} \in S$ for which $\mathrm{N}_{L \mid K}(\mathfrak{P})=\mathfrak{p}$ for each $\mathfrak{p} \in T$. This means $d \delta(T)=\delta(S)=1 /|\sigma|$. From the form of $d$ it is immediate that

$$
\delta(T)=1 /\left|C_{G}(\sigma)\right|=c /|G| .
$$

## 11. PRELIMINARIES FOR THE NORM RESIDUE MAP AND THE CONDUCTOR THEOREM

Our object in the next two sections is to get precise information about the conductor $f(L / K)$. We take a rather general approach that will yield considerable information in other directions also. The abelian extension $L / K$ is fixed for this section.

We begin with a simple but useful result.
11.1 Theorem (Translation theorem). Let $E / K$ be any finite dimensional extension and m a modulus for $K$ divisible by $f(L / K)$. Then the class group to the abelian extension $L E / E$ is the ideal group for $E$ which contains the congruence subgroup

$$
\left\{\mathfrak{P} \in \mathbf{I}_{E}{ }^{\mathbf{m}} \mid \mathrm{N}_{E / K}(\mathfrak{H}) \in \mathbf{H}^{\mathrm{m}}(L / K)\right\} .
$$

Proof. By Chapter III, Lemma 3.1, we have

$$
\varphi_{L E / E}=\varphi_{L / K} \mathrm{~N}_{E / K}
$$

Thus the kernel of $\varphi_{L E / E}$ acting on $\mathbf{I}_{E}{ }^{\text {mI }}$ is the subgroup mapped by $\mathrm{N}_{E / K}$ into the kernel of $\varphi_{L / K}$ acting upon $\mathbf{I}_{K}{ }^{m "}$. This kernel is $\mathbf{H}^{m i}(L / K)$ since the conductor divides it. The result follows.

Now we consider a prime $p$ of $K$ and a modulus

$$
\mathfrak{n}=\mathfrak{p}^{a} \mathfrak{m}, \quad \mathfrak{p}+m
$$

Suppose $\mathfrak{n}$ is divisible by $\mathfrak{f}(L / K)$ and all ramified primes. Eventually we will see that all the ramified primes already divide $f(L / K)$.

Let $\theta$ denote the composite of the maps

$$
\begin{equation*}
K_{\mathrm{m}, \mathrm{l}} \xrightarrow{i} \mathbf{I}_{K} \xrightarrow{i} \mathbf{I}_{K^{n}} \xrightarrow{\left.\varphi L\right|_{\kappa}} G(L / K) \tag{1}
\end{equation*}
$$

where $j$ is the identity on primes not dividing $n$ and sends to 1 any prime dividing $n$. It would be more precise to write $\theta_{L / K}$ but we shall only use the simpler notation.

In the following, we write $G(p)$ for the decomposition group of a prime of $L$ dividing $p$.

### 11.2 Theorem

$$
\theta\left(K_{\mathrm{m}, 1}\right)=G(\mathfrak{p})
$$

Proof. The first step is to show $\theta\left(K_{m, 1}\right) \subseteq G(p)$. Let $Z$ be the fixed field under $G(p)$. The prime $p$ splits completely in $Z$ so in particular it is not ramified. This means $\mathfrak{p}$ does not divide $f(Z / K)$. The conductor of $Z / K$ divides $n$ and so it divides in. In particular this means

$$
\operatorname{ker} \varphi_{Z \mid K} \mid \mathbf{I}_{K}^{m}=\mathbf{N}_{Z \mid K}\left(\mathbf{I}_{\mathbf{Z}}{ }^{\mathbf{m}}\right) i\left(K_{\mathrm{m}, 1}\right)
$$

Suppose $\mathfrak{p}$ is a finite prime. Then this kernel contains $\mathfrak{p}$ because $\mathfrak{p}$ splits. For $\alpha \in K_{\mathrm{m}, 1}$ we write $(\alpha)=\mathfrak{p}^{t} \mathfrak{A}$ with $\mathfrak{H}$ prime to $\mathfrak{p}$. Then

$$
j i(\alpha)=\mathfrak{A}=\mathfrak{p}^{-t}(\alpha) \in \operatorname{ker} \varphi_{Z \mid K}
$$

If $\mathfrak{p}$ is an infinite prime then $j i(\alpha)=i(\alpha)$ so again $j i(\alpha) \in \operatorname{ker} \varphi_{z \mid K}$. In either case

$$
1=\varphi_{Z \mid K}\left(j i\left(K_{\mathrm{m}, 1}\right)\right)=\varphi_{L \mid K}\left(j i\left(K_{m, 1}\right)\right)\left|Z=\theta\left(K_{\mathrm{m}, 1}\right)\right| Z
$$

This shows $\theta\left(K_{m, 1}\right)$ is trivial on $Z$ and so is a subgroup of $G(p)$.
The proof of equality for these two groups requires some subtle moves. We suppose on the contrary that $\theta\left(K_{\mathrm{m}, 1}\right)$ is not all of $G(\mathfrak{p})$. Then there is a subgroup $G_{0}$ with

$$
\theta\left(K_{\mathrm{m}, 1}\right) \subseteq G_{0}<G(\mathfrak{p})
$$

and

$$
\left[G(\psi): G_{0}\right]=q=\text { a prime } .
$$

Let $E$ be the field fixed by $G_{0}$. A contradiction will be obtained by examining the extension $E / Z$. Let $\beta$ be a primitive $q$ th root of unity, $Z(\beta)=Z^{\prime}, E(\beta)=E^{\prime}$. The procedure is to apply the Existence Theorem 9.1 (which required roots of unity) to $Z^{\prime}$ in order to deduce certain primes are split in $E^{\prime}$. This information is translated down to deduce $p$ splits completely in $E$. This will be contradictory to properties of the decomposition field.

Let $S_{1}$ be the set of primes of $Z^{\prime}$ which divide $p ; S_{2}$ is a sufficiently large set of primes of $Z^{\prime}$ so that $S=S_{1} \cup S_{2}$ satisfies the conditions of Section 9 (for $Z^{\prime}$ in place of $K$ ). Let $m_{1}=\mathfrak{p}^{a}$ be viewed as a modulus for $Z^{\prime}$ and $m_{2}$ a product of the primes in $S_{2}$ with sufficiently high exponents. We may assume

$$
n\left|m_{1} m_{2}, \quad m\right| m_{2}
$$

Let $\mathbf{H}_{2}=\left(\mathbf{I}_{\mathbf{Z}^{\prime}}^{\mathbf{m}_{2}}\right)^{q} i\left(Z_{\mathrm{m}_{2,1}}^{\prime}\right) \mathbf{I}\left(S_{1}\right)$ and $L_{2}$ the class field over $Z^{\prime}$ to $\mathbf{H}_{2}$.
ASSERTION: $\mathbf{H}_{\mathbf{2}} \cap \mathbf{I}_{Z^{n}}{ }^{n} \subseteq \mathbf{H}^{\mathrm{n}}\left(E^{\prime} / Z^{\prime}\right)$.
To prove the assertion we first need a description of the group on the right. Apply the translation theorem to the extension $E / K$ translated by $Z^{\prime}$. It follows

$$
\mathbf{H}^{\mathrm{n}}\left(E^{\prime} / Z^{\prime}\right)=\left\{\mathscr{H} \in \mathbf{I}_{Z^{\prime}} \mid \mathbf{N}_{Z^{\prime} \mid K}(\mathfrak{H}) \in \mathbf{H}^{\mathbf{n}}(E / K)\right\}
$$

We shall also use the fact that $j i\left(K_{\mathrm{m}, 1}\right)$ is contained in $\mathbf{H}^{\mathrm{n}}(E / K)$. This inclusion follows because $\varphi_{L \mid K}$ maps $j i\left(K_{\mathrm{m}, 1}\right)$ into the group $G_{0}$ fixing $E$.

Now suppose $\mathfrak{X}=\mathfrak{B}^{q}(\alpha) \mathfrak{C}$ is in $\mathbf{H}_{2}$ and also prime to $n$. We may assume

$$
\mathfrak{B} \in \mathbf{I}_{\mathbf{Z}}^{m_{2}}, \quad \alpha \in Z_{\mathbf{m}_{2}, 1}^{\prime}, \quad \mathfrak{C} \in \mathbf{I}\left(S_{1}\right)
$$

To prove the assertion we must show $\mathrm{N}_{Z^{\prime} \mid K}(\mathfrak{X})$ is $\mathbf{H}^{\mathrm{n}}(E / K)$.
Suppose $\mathfrak{p}$ is finite. Perform factorizations:

$$
\begin{array}{rll}
\mathfrak{B} & =\mathfrak{B}_{0} \mathfrak{B}_{1}, & \mathfrak{B}_{0} \text { prime to } \mathfrak{n}, \\
(\alpha)=\mathfrak{N}_{Z^{\prime} \mid K}\left(\mathfrak{B}_{1}\right)=\mathfrak{p}^{r}, & \mathfrak{A}_{0} \text { prime to } \mathfrak{n}, & \mathrm{N}_{Z^{\prime} \mid K}\left(\mathfrak{H}_{1}\right)=\mathfrak{p}^{s} .
\end{array}
$$

We know also $\mathrm{N}_{\mathbb{Z}^{\prime} \mid K}(\mathfrak{C})=\mathfrak{p}^{t}$. Since $\mathfrak{X}$ is prime to $\mathfrak{n}, \mathrm{N}_{\mathbf{Z}^{\prime} \mid K}(\mathfrak{X})$ is prime to $\mathfrak{p}$. This implies $q r+s+t=0$ and

$$
\mathrm{N}_{Z^{\prime} \mid K}(\mathfrak{X})=\mathrm{N}_{\mathbf{Z}^{\prime} \mid K}\left(\mathfrak{B}_{0}\right)^{q} \mathrm{~N}_{\mathcal{Z}^{\prime} \mid K}\left(\mathfrak{U}_{0}\right) .
$$

We can prove each factor here is in $\mathbf{H}^{\mathbf{n}}(E / K)$. Firstly observe that $\mathbf{H}^{\mathbf{n}}(Z / K) \supseteq$ $\mathbf{H}^{\mathrm{n}}(E / K)$ and the index is $q$. Since

$$
\mathrm{N}_{Z \mid K}\left(\mathrm{~N}_{Z^{\prime} \mid Z}\left(\mathfrak{B}_{0}\right)\right) \in \mathbf{H}^{\mathrm{n}}(Z / K)
$$

it follows that $\mathrm{N}_{Z^{\prime} \mid K}\left(\mathfrak{B}_{0}\right)^{q} \in \mathbf{H}^{\mathbf{\prime \prime}}(E / K)$. Next we note that $\mathrm{N}_{Z^{\prime} \mid K}(\alpha) \in K_{\mathrm{m}, 1}$ because $m \mid m_{2}$. Thus

$$
\mathbf{N}_{Z^{\prime} \mid K}\left(\mathfrak{H}_{0}\right)=\mathrm{N}_{Z^{\prime} \mid K}(\alpha) \mathfrak{P}^{-s}=j i \mathrm{~N}_{\mathbf{Z}^{\prime} \mid K}(\alpha) \in j i\left(K_{\mathfrak{m}, 1}\right)
$$

This is known to be in $\mathbf{H}^{\mathfrak{n}}(E / K)$ so the assertion is proved in the case $\mathfrak{p}$ is finite.

Now for $\mathfrak{p}$ infinite, the assumption $G(p) \neq 1$ forces $\mathfrak{p}$ to be real and ramified in $L$ and moreover $|G(p)|=2$. Thus $Z$ already contains a $q$ th root of unity since $q=2$ and $Z=Z^{\prime}, E=E^{\prime}$. With $\mathfrak{X}$ as above we have $\mathfrak{B}^{q} \in \mathbf{H}^{\boldsymbol{n}}(E / Z)$ and $\mathfrak{C}=1$ because $\mathbf{I}\left(S_{1}\right)=1$. We need only show $(\alpha) \in \mathbf{H}^{\mathbf{n}}(E / Z)$. It is enough to show $i \mathbf{N}_{Z \mid K}(\alpha) \in \mathbf{H}^{n}(E \mid K)$. We already know $\mathrm{N}_{Z \mid K}(\alpha) \in K_{\mathrm{m}, 1}$ because $\mathfrak{m} \mid \mathfrak{m}_{2}$. This means $\theta\left(\mathrm{N}_{\mathrm{Z} \mid K}(\alpha)\right)=1$ for $\theta\left(K_{\mathrm{m}, 1}\right)=1$ when $|G(p)|=2$. However this assertion implies

$$
1=\varphi_{L \mid K}\left(i \mathrm{~N}_{Z \mid K}(\alpha)\right)=\varphi_{E \mid K}\left(i \mathrm{~N}_{Z \mid K}(\alpha)\right)
$$

We have used the equality $E=L$ which follows because $(L: Z)=2$. This shows $i \mathrm{~N}_{Z \mid K}(\alpha)$ belongs to $\mathbf{H}^{\mathrm{n}}(E / K)$ and completes the proof of the assertion.

As an immediate consequence we have

$$
\mathbf{H}^{m_{1} m_{2}}\left(L_{2} / Z^{\prime}\right)=\mathbf{H}_{2} \cap \mathbf{I}_{\mathbf{Z}^{\prime}, m_{2}}^{m_{1}}=\left(\mathbf{H}_{2} \cap \mathbf{I}_{Z^{\prime}}\right) \cap \mathbf{I}_{\mathbf{Z}^{\prime}}^{m_{1} m_{2}} \subseteq \mathbf{H}^{m_{2} m_{2}}\left(E^{\prime} / Z^{\prime}\right)
$$

By the Classification Theorem 9.16 it follows that $E^{\prime} \subseteq L_{2}$. Then by Property 9.2 we know every prime in $S_{1}$ splits completely in $L_{2}$. Let $p_{Z}$ be a prime of $Z$ dividing $\mathfrak{p}$ and $\mathfrak{P}$ a prime of $Z^{\prime}$ dividing $\mathfrak{p}_{Z}$. We have $\mathfrak{P} \in S_{1}$ so $\mathfrak{P}$ splits completely in $L_{2}$. Let $e, f$ denote the ramification index and relative degree of $\mathfrak{P}$ over $\mathfrak{p}_{Z}$ because there is no change when passing from $Z^{\prime}$ to $E^{\prime}$ since $\mathfrak{P}$ splits completely in $E^{\prime} \subseteq L_{2}$. Now $\left(E^{\prime}: Z^{\prime}\right)$ divides $q-1$ and so

$$
e|q-1, \quad f| q-1
$$

Now consider the ramification and change of relative degree of $p_{Z}$ in $E$. The ramification number $e_{0}$ must divide $e$, the ramification number in $E^{\prime}$ and also $e_{0}$ divides $(E: Z)=q$. This forces $e_{0}=1$ since $q-1$ and $q$ are relatively prime. In the same way the relative degree is one so $p_{Z}$ splits completely in $E$.

Now there can be only one prime divisor of $\mathfrak{p}_{Z}$ in $L$ by Proposition 11.2 and so there is only one prime divisor of $p_{Z}$ in $E$. In view of the complete splitting this forces $E=Z$ contrary to our assumption. This completes the proof.

We shall describe how the map $\theta$ is related to the computation of the conductor. Some additional notation will make the description easier. Let

$$
\begin{aligned}
V\left(\mathfrak{p}^{b}, \mathfrak{m}\right) & =K_{\mathfrak{p} b_{m, 1}} \quad \text { if } b>0, \\
& =\left\{\alpha \in K_{m, 1} \mid(\alpha) \text { prime to } \mathfrak{p}\right\} \quad \text { if } b=0 \quad \text { and } \mathfrak{p} \quad \text { finite }, \\
& =K_{\mathfrak{m}, 1} \quad \text { if } b=0 \quad \text { and } \quad \mathfrak{p} \quad \text { infinite. }
\end{aligned}
$$

11.3 Proposition. The power of $\mathfrak{p}$ dividing $\mathfrak{f}(L / K)$ is $\mathfrak{p}^{b}$ if $b$ is the smallest nonnegative integer such that $V\left(p^{b}, \mathrm{~m}\right) \subseteq \operatorname{ker} \theta$.

Proof. First notice that $V=V\left(p^{b}, \mathfrak{m}\right)$ is a subgroup of $K_{\mathrm{m}, 1}$ and $j i(V)=$ $i(V)$ because the elements of $V$ are prime to $p$. It follows that $V \subseteq \operatorname{ker} \theta$ if and only if $i(V) \subseteq \operatorname{ker} \varphi_{L \mid K}$. Now use the observation that $f(L / K)$ divides a modulus n if and only if $i\left(K_{\mathrm{n}, 1}\right) \subseteq \operatorname{ker} \varphi_{L \mid K}$. An examination of the cases easily gives the result.

We shall refine this further in the next section and compute the exponent of $\mathfrak{p}$ in terms of local data.

## 12. NORM RESIDUE SYMBOL

This is a continuation of the last section and the notation there carries over. The main object here is to define a map $\theta_{\mathrm{p}}$ on the completion $K_{\mathrm{v}}$ which serves as the "local Artin map". We use the following notation:

$$
\begin{aligned}
\mathbf{U}_{\mathfrak{p}}^{(b)} & =1+\mathfrak{p}^{b} \text { in } K_{\mathfrak{p}} \quad \text { if } b>0 \text { and } \mathfrak{p} \text { is finite; } \\
& =\mathbf{U}_{\mathfrak{p}} \quad \text { if } b=0 \text { and } \mathfrak{p} \text { is finite; } \\
& =\text { positive reals if } b>0 \text { and } \mathfrak{p} \text { is real; } \\
& =K_{\mathfrak{p}}^{*} \quad \text { if } b=0 \text { and } \mathfrak{p} \text { is real or if } \mathfrak{p} \text { is complex. }
\end{aligned}
$$

12.1 Lemma. $K_{\mathrm{p}}^{*} / \mathrm{U}_{\mathrm{p}}^{(b)} \cong K_{\mathrm{m}, 1} / V\left(\mathfrak{p}^{b}, \mathrm{~m}\right)$.

Proof. The natural inclusion of $K_{\mathrm{m}, 1}$ into the completion $K_{\mathrm{p}}{ }^{*}$ induces a map of $K_{\mathrm{m}, 1}$ onto the quotient $K_{\mathrm{p}}{ }^{*} / \mathbf{U}_{\mathrm{p}}{ }^{(b)}$. This is onto because any element of $K_{\mathrm{p}}^{*}$ can be approximated modulo $\mathfrak{p}^{b}$ by an element in $K^{*}$ which is congruent to 1 modulo m . One now compares the definitions of the $V^{\prime} \mathrm{s}$ and $\mathbf{U}^{\prime}$ s to see that $V\left(\mathfrak{p}^{b}, \mathfrak{m}\right)$ is the kernel.
Now select the integer $b$ so that $V\left(\mathfrak{p}^{b}, \mathfrak{n}\right) \subseteq \operatorname{ker} \theta$. Then $\theta$ induces a map (also denoted by $\theta$ ) of $K_{\mathrm{m}, \mathrm{I}} / V\left(\mathfrak{p}^{b}, \mathfrak{m}\right)$ onto $G(\mathfrak{p})$. Now compose several maps:

$$
\theta_{\mathrm{p}}: K_{\mathrm{p}}^{*} \longrightarrow \frac{K_{\mathrm{p}}^{*}}{\mathrm{U}_{\mathrm{p}}^{(b)}} \cong \frac{K_{\mathrm{m}, 1}}{V\left(\mathfrak{p}^{b}, \mathfrak{m}\right)} \xrightarrow{\theta} G(\mathfrak{p})
$$

The composite $\theta_{\mathrm{p}}$ is a homomorphism of $K_{\mathrm{p}}{ }^{*}$ onto $G(\mathfrak{p})$. We call $\theta_{\mathrm{p}}$ the $\mathfrak{p}$-local Artin map. We shall see later that the kernel of $\theta_{\mathfrak{p}}$ is the group of $\mathfrak{p}$-local norms from $L_{\mathrm{p}}{ }^{*}$. For this reason $\theta_{\mathrm{p}}$ is sometimes called the norm residue symbol at $\mathfrak{p}$.

The actual computation of $\theta_{\mathrm{p}}(x)$ for $x$ in $K_{\mathrm{p}}^{*}$ is often very difficult. For emphasis we point out the procedure. We approximate the given $x$ by an element $y$ in $K^{*}$ such that

$$
y \equiv 1 \bmod \mathfrak{m}, \quad y \equiv x \bmod p^{b} .
$$

Then $\theta_{\mathrm{p}}(x)=\theta(y)=\varphi_{L \mid K} j i(y)$.

### 12.2 Lemma. $\mathrm{N}_{\mathrm{p}}\left(L_{\mathfrak{p}}{ }^{*}\right) \subseteq \operatorname{ker} \theta_{\mathfrak{p}}$.

Proof. For $\beta \in L_{\mathcal{P}}{ }^{*}$, there is an element $\gamma \in L^{*}$ such that

$$
\mathrm{N}_{L \mid K}(\gamma) \equiv 1 \bmod \mathfrak{m}, \quad \mathrm{~N}_{L \mid K}(\gamma) \equiv \mathrm{N}_{\mathrm{p}}(\beta) \bmod p^{b} .
$$

For example, this was done in the proof of Hasse's Norm Theorem 4.5. This allows the equation

$$
\theta_{\mathfrak{p}} \mathrm{N}_{\mathbf{p}}(\beta)=\theta \mathrm{N}_{L \mid K}(\gamma)=\varphi_{L \mid K} j i \mathrm{~N}_{L \mid K}(\gamma) .
$$

When $i \mathrm{~N}_{L \mid K}(\gamma)$ is factored as a product of prime powers one sees that each prime power is the norm of an ideal from $L$. In particular $j i \mathrm{~N}_{L \mid K}(\gamma)$ is the norm of an ideal and so belongs to $\operatorname{ker} \varphi_{L \mid K}$. Thus $\theta_{p} \mathrm{~N}_{\mathrm{p}}(\beta)=1$ as required.

We know now a part of the kernel of $\theta_{p}$. The group $\mathbf{U}_{\boldsymbol{p}}{ }^{(b)}$ is in the kernel as seen from the definition so the local Artin map induces a homomorphism

$$
\begin{equation*}
\frac{K_{p}}{\mathrm{~N}_{p}\left(L_{\mathfrak{p}}^{*}\right) \mathrm{U}_{\mathfrak{p}}^{(b)}} \rightarrow G(\mathfrak{p}) \quad \text { (onto). } \tag{12.3}
\end{equation*}
$$

We can calculate the order of the first group.

### 12.4 Lemma

$$
\left[K_{\mathfrak{p}}^{*}: \mathrm{N}_{\mathfrak{p}}\left(L_{\mathfrak{P}}^{*}\right)\right] \leqslant\left(L_{\mathfrak{p}}: K_{\mathfrak{p}}\right)
$$

Proof. Use induction on the dimension ( $L: K$ ). If this dimension is prime then $G(L / K)$ is cyclic. By Proposition 3.12 the lemma is true and equality holds. If $(L: K)$ is not prime there is a chain

$$
K \subset E \subset L
$$

with proper inclusions. Let $\mathfrak{p}^{\prime}$ be a prime of $E$ divisible by $\mathfrak{P}$ in $L$. Thus

$$
K_{\mathrm{p}} \subseteq E_{\mathfrak{p}}^{\prime} \subseteq L_{\mathfrak{p}}
$$

Let $\mathrm{N}_{L_{\mathrm{p}} \mid E_{\mathrm{p}}{ }^{\prime}}=\mathrm{N}_{1}, \mathrm{~N}_{E_{\mathrm{p}^{\prime}} \mid K_{\mathrm{p}}}=\mathrm{N}_{2}$ so $\mathrm{N}_{2} \mathrm{~N}_{1}=\mathrm{N}_{\mathrm{p}}$. Then

$$
\left[K_{p}^{*}: \mathrm{N}_{\mathrm{p}}\left(L_{\mathbb{p}}{ }^{*}\right)\right]=\left[K_{\mathrm{p}}^{*}: \mathrm{N}_{2}\left(E_{\mathrm{p}}^{* \prime}\right)\right]\left[\mathrm{N}_{2}\left(E_{\mathrm{p}}^{* \prime}\right): \mathrm{N}_{2} \mathrm{~N}_{1}\left(L_{\mathfrak{p}}{ }^{*}\right)\right]
$$

By induction $\left[K_{\mathfrak{p}}{ }^{*}: \mathrm{N}_{2}\left(E_{\mathrm{p}}{ }^{*}\right)\right] \leqslant\left(E_{\mathrm{p}}{ }^{\prime}: K_{\mathfrak{p}}\right)$. The second factor is at most ( $L_{\mathfrak{p}}: E_{\mathfrak{p}}$ ) because the group

$$
\mathrm{N}_{2}\left(E_{\mathfrak{p}^{\prime}}{ }^{*}\right) / \mathrm{N}_{2} \mathrm{~N}_{1}\left(L_{\mathfrak{P}}{ }^{*}\right)
$$

is a homomorphic image (under $\mathrm{N}_{2}$ ) of

$$
E_{\mathbf{p}^{\prime}}^{*} / \mathbf{N}_{1}\left(L_{\mathfrak{q}}^{*}\right)
$$

After combining the two estimates, the lemma follows.
This inequality tightens the situation. We now have from (12.3)

$$
\left[K_{\mathfrak{p}}^{*}: \mathrm{N}_{\mathfrak{p}}\left(L_{\mathfrak{p}}^{*}\right) \mathbf{U}_{\mathfrak{p}}^{(b)}\right] \geqslant|G(\mathfrak{p})|=\left(L_{\mathfrak{p}}: K_{\mathfrak{p}}\right) \geqslant\left[K_{\mathfrak{p}}^{*}: \mathrm{N}_{\mathfrak{p}}\left(L_{\mathfrak{p}}^{*}\right)\right]
$$

Clearly the first index is no larger than the last so in fact equality holds throughout. We can draw two conclusions at once.
12.5 Corollary. If $L / K$ is an abelian extension and $\mathfrak{p}$ a prime of $K$, then the $\mathfrak{p}$-local Artin map $\theta_{\mathfrak{p}}$ maps $K_{\mathfrak{p}}{ }^{*}$ onto $G(\mathfrak{p})$ and the kernel is the group of p-local norms from $L_{\mathfrak{p}}$. (See comments at the end of this section.)
12.6 Corollary. The power of the prime $p$ dividing $f(L / K)$ is the least nonnegative power $\mathfrak{p}^{b}$ such that $\mathbf{U}_{\boldsymbol{p}}{ }^{(b)} \subseteq \mathrm{N}_{\boldsymbol{p}}\left(L_{\mathfrak{p}}{ }^{*}\right)$.

Proof. It is easy to check that $\mathbf{U}_{\boldsymbol{p}}{ }^{(b)} \subseteq \operatorname{ker} \theta_{p}$ if and only if $V\left(\mathfrak{p}^{b}, \mathfrak{m}\right) \subseteq$ $\operatorname{ker} \theta$. We have just seen these conditions are equivalent to

$$
\mathbf{N}_{p}\left(L_{\mathfrak{p}}^{*}\right) \mathbf{U}_{p}^{(b)}=\mathbf{N}_{\mathrm{p}}\left(L_{\mathfrak{p}}^{*}\right)
$$

so the result follows from Proposition 11.3.
In the classical terminology $\mathfrak{p}^{b}$ is called the $\mathfrak{p}$-local conductor, written $\mathfrak{j}_{\mathfrak{p}}$, if $b$ is the least non-negative integer such that $U_{p}{ }^{(b)} \subseteq N_{p}\left(L_{\mathfrak{p}}{ }^{*}\right)$. The last corollary can be restated as

$$
\mathfrak{f}(L / K)=\prod_{p} \mathfrak{f}_{p}
$$

We shall prove now $f_{p}=1$ if and only if $p$ is unramified. This will prove finally that every ramified prime divides the conductor.

If $\mathfrak{f}_{p}=1$ then $\mathbf{U}_{p} \subseteq \mathrm{~N}_{\mathfrak{p}}\left(L_{\mathfrak{p}}{ }^{*}\right)$. For finite primes $\mathfrak{p}$ we then have $\mathfrak{p}$ is unramified.
On the other hand suppose $\mathfrak{p}$ is finite and unramified. In case $L / K$ is cyclic we have from Proposition 3.11 that $\mathbf{U}_{p} \subseteq N_{p}\left(L_{\mathfrak{p}}{ }^{*}\right)$ so in fact

$$
\mathbf{U}_{\mathfrak{p}}=\mathrm{N}_{\mathfrak{p}}\left(\mathbf{U}_{\mathfrak{P}}\right)
$$

One now uses induction on ( $L: K$ ) to see this equality holds when $L / K$ is an abelian extension. Thus

$$
\mathbf{U}_{\mathfrak{p}}=\mathbf{U}_{\mathfrak{p}}{ }^{(0)} \subseteq \mathbf{N}_{\mathfrak{p}}\left(L_{\mathfrak{p}}^{*}\right)
$$

and $\mathfrak{f}_{p}=1$.
For $\mathfrak{p}$ real and unramified $L_{\mathfrak{P}}=K_{\mathfrak{p}}=$ reals and so

$$
\mathbf{U}_{p}{ }^{(0)}=K_{\mathfrak{p}}^{*}=\mathrm{N}_{\boldsymbol{p}}\left(L_{\mathfrak{F}}{ }^{*}\right)
$$

and again $\mathfrak{f}_{p}=1$. This proves the result.
12.7 Theorem. The conductor $\mathfrak{f}(L / K)$ is the product of all the ramified primes with positive exponents determined by the local conductors.

As the last theorem of this section we prove a property of the local Artin maps which is often called the Artin-reciprocity law.

If $\alpha \in K^{*}$ and $p$ is a prime we shall write $\theta_{p}(\alpha)$ for $\theta_{p}\left(\alpha_{p}\right)$ where $\alpha_{p}$ is the image of $\alpha$ under the imbedding $K \rightarrow K_{p}$,
12.8 Theorem (Product formula for the local Artin maps). For each $\alpha \in K^{*}$ we have

$$
\prod_{p} \theta_{p}(\alpha)=1
$$

Proof. First note the product is actually a finite one because $\theta_{p}(\alpha)=1$ whenever $\mathfrak{p}$ is unramified and $\alpha \in \mathbf{U}_{p}$. That is every element of $\mathbf{U}_{\mathfrak{p}}$ is a norm from $L_{\mathfrak{p}}{ }^{*}$ if $p$ unramified. Secondly the values $\theta_{p}(\alpha)$ lie in an abelian group so the product may be taken in any order.

Let $S$ denote the set of primes $\mathfrak{p}$ such that either $\mathfrak{p}$ is ramified in $L$ or $\mathfrak{p}$ divides $(\alpha)$. Suppose $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{s}$ are the primes in $S$. Take

$$
\mathfrak{m}=\prod_{i} \mathfrak{p}_{i}^{t_{i}}
$$

with the $t_{i}$ large enough so that $\mathfrak{f}(L / K)$ divides $m$.
Suppose also $(\alpha)=\Pi p_{i}^{a_{i}}$ and that $t_{i}$ is selected so that $t_{i} \geqslant a_{i}$. Let $m_{i}$ be the modulus so that $\mathrm{m}=\boldsymbol{p}_{i}^{\boldsymbol{t}_{i}} \mathrm{~m}_{i}$. For each $i$ select an element $\omega_{i}$ in $K^{*}$ to satisfy

$$
\begin{aligned}
& \omega_{i} \equiv \alpha \bmod p_{i}^{t_{i}} \\
& \omega_{i} \equiv 1 \bmod m_{i}
\end{aligned}
$$

Then for each $j, \omega_{1} \cdots \omega_{s} \equiv \alpha \bmod p_{j}^{t_{j}}$ and so

$$
\begin{equation*}
\alpha^{-1} \omega_{1} \cdots \omega_{s} \in K_{m, 1} \tag{1}
\end{equation*}
$$

We use these elements to evaluate the $\theta_{p_{i}}(\alpha)$. Write

$$
\left(\omega_{i}\right)=\mathfrak{p}_{i}^{a_{i}} \mathfrak{B}_{i}
$$

with $\mathfrak{B}_{i}$ not divisible by any prime in $S$. Then

$$
\theta_{\mathfrak{p}_{i}}(\alpha)=\theta\left(\omega_{i}\right)=\varphi_{L \mid K} j\left(\mathfrak{p}_{i}^{a_{i}} \mathfrak{B}_{i}\right)=\varphi_{L \mid K}\left(\mathfrak{B}_{i}\right)
$$

Now

$$
\prod_{\mathbf{p}} \theta_{\mathbf{p}}(\alpha)=\prod_{i} \theta_{\mathbf{p}_{i}}(\alpha)=\varphi_{L \mid K}\left(\mathfrak{B}_{1} \cdots \mathfrak{B}_{s}\right)
$$

Since $\mathfrak{B}_{1} \cdots \mathfrak{B}_{s}=\left(\alpha^{-1} \omega_{1} \cdots \omega_{s}\right) \in i\left(K_{\mathbf{m}, 1}\right)$ it follows that $\varphi_{L \mid K}\left(\mathfrak{B}_{1} \cdots \mathfrak{B}_{s}\right)=1$ and the theorem is proved.

This form of the reciprocity law has the following consequence.
12.9 Proposition. If $L / K$ is an abelian extension and an element $\alpha$ in $K^{*}$ is a p-local norm from $L$ for all primes $\mathfrak{p}$ with the possible exception of one particular prime, then $\alpha$ is a local norm at that prime also.

Proof. Let $\mathfrak{p}_{0}$ be the exceptional prime. Then $\theta_{p}(\alpha)=1$ for every $p$ except $\mathfrak{p}_{0}$ because $\theta_{\mathfrak{p}}$ is trivial on $\mathfrak{p}$-local norms. Thus

$$
1=\prod_{p} \theta_{p}(\alpha)=\theta_{p \mathbf{o}}(\alpha)
$$

and so $\alpha$ is in the kernel of $\theta_{p_{0}} ; \alpha$ is a local norm at $\mathfrak{p}_{0}$ also.
We close this section with a few comments on Corollary 12.5. This is the local version of the Artin reciprocity theorem and it can be made the basis of local class field theory. We shall not carry out this project but it seems worth the time to at least state the relevant facts. The main theorem classifies all abelian extensions of the local field $K_{\mathrm{p}}$.
12.10 Theorem. The abelian extensions of $K_{p}$ are in one-to-one (inclusion reversing) correspondence with the subgroups of $K_{\mathrm{p}}{ }^{*}$ which contain some $\mathbf{U}_{\mathfrak{p}}{ }^{(a)}$. The abelian extension $L_{\mathfrak{P}} / K_{\mathfrak{p}}$ corresponds to the subgroup $\mathrm{N}_{\mathrm{p}}\left(L_{\mathfrak{P}}{ }^{*}\right)$. In this case we have $G\left(L_{\mathfrak{p}} / K_{\mathfrak{p}}\right) \cong K_{\mathfrak{p}}{ }^{*} / \mathrm{N}_{\mathfrak{p}}\left(L_{\mathfrak{p}}{ }^{*}\right)$.

The interested reader may want to provide a proof using the global theory. It is necessary to show that the local map $\theta_{\mathrm{p}}$ depends only on the extension $L_{\mathbb{p}} / K_{p}$ and not upon any algebraic number fields $L / K$ used to obtain them. Further one shows that any abelian extension $L_{\mathfrak{P}} / K_{\mathfrak{p}}$ can be obtained by completion of an abelian extension of number fields $L / K$.

The local theory can be developed on its own without reference to the global results. Consult Serre's article in Cassels-Frohlich, Algebraic Number Theory.

## 13. THE HILBERT CLASS FIELD

The group $i\left(K^{*}\right)$ of principal ideals is a congruence subgroup defined for the modulus 1 containing no prime divisors. The class field to the ideal group containing $i\left(K^{*}\right)$ is called the Hilbert class field (or absolute class field) of $K$. We shall denote it by $K^{(1)}$.
13.1 Theorem. The Hilbert class field $K^{(1)}$ of $K$ is an abelian unramified extension of $K$ which contains every abelian unramified extension of $K$. The Galois group $G\left(K^{(1)} / K\right)$ is isomorphic to the class group $\mathbf{C}_{K}$. In particular $\left(K^{(1)}: K\right)$ is the class number $h_{K}$ of $K$.

Proof. The conductor $f\left(K^{(1)} / K\right)=1$ so no prime of $K$ ramifies in $K^{(1)}$ by Theorem 12.7. Conversely if $L / K$ is abelian and unramified, then $f(L / K)=1$ so

$$
\mathbf{H}\left(K^{(1)} / K\right) \subseteq \mathbf{H}(L / K)
$$

By the Classification Theorem $9.16 L \subseteq K^{(1)}$. The remaining statements follow from the reciprocity isomorphism of $G\left(K^{(1)} / K\right)$ with $\mathbf{I}_{K} / i\left(K^{*}\right)=\mathbf{C}_{K}$.

This shows, for example, that a field $K$ with class number 1 cannot have an abelian unramified extension larger than $K$ itself. Of course the case $K=Q$ is covered here but we already know that $Q$ has no unramified extensions abelian or otherwise. There do exist examples of fields with class number 1 which have unramified extensions (non-abelian of course). If $L / K$ is such an example then there cannot be a subfield not equal to $K$ which is abelian over $K$. This means $G(L / K)$ has no abelian homomorphic image not equal to 1 and $G(L / K)$ is non-solvable. From finite group theory it follows $(L: K) \geqslant 60$.

Natural unramified extensions occur by considering the class field tower of
$K$. Namely $K^{(1)}$ is the Hilbert class field of $K$ and inductively $K^{(i+1)}$ is the Hilbert class field of $K^{(i)}$. Then the chain

$$
K \subseteq K^{(1)} \subseteq K^{(2)} \subseteq \cdots
$$

is the class field tower over $K$.
It was not known until 1965 that the class field tower could be infinite. The work of Golod and Shafarevich proved that when "enough" primes of $Q$ ramified in $K$, the class field tower of $K$ would be infinite. A specific example occurs with $K=Q(\sqrt{ } d)$, where $d$ is the product of eight or more distinct primes.

Notice that $K^{(i)} / K$ is always unramified. It is also easy to see that $K^{(i)} / K$ is a normal extension. In fact a slightly more general statement holds.
13.2 Proposition. Let $F$ be algebraic number field and $K / F$ a normal extension. Then every term $K^{(i)}$ in the class field tower of $K$ is normal over $F$.

Proof. If we prove $K^{(1)} / F$ is normal the general result follows. Let $\sigma$ be isomorphism of $K^{(1)}$ into a field normal over $F$ and assume $\sigma$ is the identity on $F$. Then $\sigma(K)=K$ because $K / F$ is normal. Also $\sigma\left(K^{(1)}\right)$ is an abelian unramified extension of $\sigma(K)=K$ and so $\sigma\left(K^{(1)}\right) \subseteq K^{(1)}$ by Theorem 13.1. This proves normality.

One of the most elegant properties of the Hilbert class field is the following.
Principal Ideal Theorem. Every ideal in $K$ becomes principal when extended to an ideal in $K^{(1)}$.

This theorem was conjectured by Hilbert and its proof was reduced to a purely group theoretic problem by Artin after he proved the reciprocity theorem. The group theoretic question was then resolved by Furtwangler.

We shall describe the group theoretic result and then show Artin's reduction.
Let $G$ be a finite group and $H$ a subgroup. Let

$$
H \tau_{1}, \ldots, H \tau_{n}
$$

be the distinct cosets of $H$ in $G$. For $\sigma \in G$ and each index $i$, there is a unique element $\phi_{i}(\sigma)$ in $H$ which satisfies

$$
\tau_{i} \sigma=\phi_{i}(\sigma) \tau_{j} \quad \text { for some } j
$$

The transfer from $G$ into $H$ is the function $V$ defined on $G$ with values in $H / H^{\prime}$ which satisfies

$$
V(\sigma)=H^{\prime} \phi_{1}(\sigma) \cdots \phi_{n}(\sigma)
$$

Of course $H^{\prime}$ is the commutator subgroup of $H$ and so $H / H^{\prime}$ is an abelian group. The product then is independent of the order of the factors. One shows
that $V(\sigma)$ is independent of the choice of coset representatives and is a homomorphism from $G$ into $H / H^{\prime}$. In case $H$ is abelian, $V$ is a homomorphism into $H$.

The transfer map is often used to prove the existence of normal subgroups of $G$. Here one selects a suitable $H$ and shows $V(G) \neq 1$. Then ker $V \neq G$. The application to the Hilbert class field however is different. We shall select $H=G^{\prime}$ and it is required to show $V(G)=1$. Because of the connection to the principal ideal theorem this result has been called the Principal Ideal Theorem of Group Theory.

Theorem. If $G$ is a finite group then the transfer from $G$ into $G^{\prime}$ is the trivial map.

For a proof see Artin-Tate, Class Field Theory, Chapter 13.
Now to apply this result to the Hilbert class field we use the first two terms above $K$ in the class field tower:

$$
K \subseteq K^{(1)} \subseteq K^{(2)}
$$

Let $G=G\left(K^{(2)} / K\right)$. Since $K^{(2)} / K$ is unramified, every abelian extension of $K$ inside $K^{(2)}$ must in fact be inside $K^{(1)}$. Thus $K^{(1)} / K$ is the maximal abelian extension of $K$ and

$$
G\left(K^{(2)} / K^{(1)}\right)=G^{\prime}, \quad G\left(K^{(1)} / K\right)=G / G^{\prime}
$$

We shall use the following notation: If $\mathfrak{A}$ is an ideal in $\mathbf{I}_{K}$, then $\mathfrak{a l}^{(1)}$ denotes the ideal $\mathfrak{H}$ extended to $\mathrm{I}_{K^{(1)}} ;[\mathfrak{H}]$ denotes the image of $\mathfrak{U}$ in

$$
\mathbf{I}_{K} / i\left(K^{*}\right)=\mathbf{C}_{K}
$$

and $\left[\mathfrak{V}^{(1)}\right]$ is the class of $\mathfrak{a}^{(1)}$ in $\mathbf{C}_{K^{(1)}}$.
The principal ideal theorem states in this notation $\left[\mathfrak{I}^{(1)}\right]=1$ for every $\mathfrak{A}$ in $\mathbf{I}_{K}$.

Now bring in the Artin maps: $\varphi_{K^{(1)} \mid K} \operatorname{maps} \mathbf{I}_{K}$ onto $G / G^{\prime}$ with $\operatorname{ker} i\left(K^{*}\right)$ and so induces an isomorphism

$$
\varphi_{1}: \mathbf{C}_{K} \cong G / G^{\prime}
$$

$\varphi_{K^{(2)} K^{(1)}}$ in the same way induces an isomorphism

$$
\varphi_{2}: C_{K^{(1)}} \cong G^{\prime}
$$

This gives rise to a chain of maps

$$
\begin{equation*}
G \longrightarrow \frac{G}{G^{\prime}} \xrightarrow{\varphi_{1}^{-1}} \mathrm{C}_{K} \longrightarrow \mathbf{C}_{K^{(1)}} \xrightarrow{\varphi_{2}} G^{\prime} \tag{*}
\end{equation*}
$$

where the first arrow is the natural projection of $G$ onto $G / G^{\prime}$ and the third arrow is the map $[\mathfrak{H I}] \rightarrow\left[\mathfrak{P}^{(1)}\right]$.

We now verify that the composite map is the transfer from $G$ into $G^{\prime}$.
For any $\sigma$ in $G$ there is a prime $\mathfrak{p}$ of $K$ such that $\varphi_{1}[\mathfrak{p}]=G^{\prime} \sigma$ (by Theorem 10.3). Let the factorization of $\mathfrak{p}$ in $K^{(2)}$ be

$$
\mathfrak{p}=\mathfrak{P}_{1} \cdots \mathfrak{P}_{g}
$$

We may suppose

$$
\sigma=\left[\frac{K^{(2)} \mid K}{\mathfrak{P}_{1}}\right]
$$

Now use Proposition 2.8 of Chapter III to describe the factorization of $\mathfrak{p}$ in $K^{(1)}$. The factors of $\mathfrak{p}^{(1)}$ are in one-to-one correspondence with the cycles of $\sigma$ on the cosets of $G^{\prime}$. The length of the cycle is the relative degree of the corresponding factor. In this case all the relative degrees are equal (to $f$, say) so the cosets of $G^{\prime}$ can be described as


The prime factors of $\mathfrak{p}^{(1)}$ are $\mathfrak{q}_{j}=\tau_{j}\left(\mathfrak{P}_{1}\right) \cap K^{(1)}$ and

$$
\mathfrak{p}^{(1)}=\mathfrak{q}_{1} \cdots \mathfrak{q}_{t} .
$$

Notice that

$$
\left[\frac{K^{(2)} \mid K^{(1)}}{\mathfrak{p}_{1}}\right]=\left[\frac{K^{(2)} \mid K}{\mathfrak{p}_{1}}\right]^{f}=\sigma^{f}
$$

so $\varphi_{K^{(2)} \mid K^{(1)}}\left(\mathfrak{q}_{j}\right)=\tau_{j} \varphi_{K^{(2) \mid K^{(1)}}}\left(\mathfrak{q}_{1}\right) \tau_{j}^{-1}=\tau_{j} \sigma^{f} \tau_{j}^{-1}$. Finally we can evaluate the composition of the maps above:

$$
\sigma \rightarrow G^{\prime} \sigma \rightarrow[\mathfrak{p}] \rightarrow\left[\mathfrak{p}^{(1)}\right]=\left[\mathfrak{q}_{1} \cdots \mathfrak{q}_{t}\right] \rightarrow \prod \tau_{j} \sigma^{f} \tau_{j}^{-1}
$$

A brief check of the coset representatives shows this product is precisely the value $V(\sigma)$ with $V$ the transfer into $G^{\prime}$. By the principal ideal theorem of group theory this value $V(\sigma)=1$. An inspection of the maps in (*) shows the first two maps are onto the indicáted groups and the last is an isomorphism. Since the composite is trivial, the map $[\mathfrak{U}] \rightarrow\left[\mathfrak{H}^{(1)}\right]$ must be trivial. This completes the proof.

The close connection between the Hilbert class field and the class number can be useful in many situations. We describe here a rather simple one.
13.3 Theorem. Let $E$ be a finite dimensional extension of $K$ such that $E \cap K^{(1)}=K$. Then $h_{K}$ divides $h_{E}$.

Proof. The extension $E K^{(1)}$ of $E$ is abelian and unramified and so is contained in $E^{(1)}$. Thus $h_{K}=\left(K^{(1)}: K\right)=\left(E K^{(1)}: E\right)$ divides $h_{E}=\left(E^{(1)}: E\right)$.

One case where this result can be applied occurs if there is a prime of $K$ which is totally ramified in $E$. In this case every subfield of $E$ which is strictly larger than $K$ is ramified over $K$ and so $E \cap K^{(1)}=K$ since $E \cap K^{(1)}$ is unramified over $K$.

If $\beta$ is a primitive $p^{n}$ th root of unity for some prime integer $p$, then the prime $p$ is totally ramified in $Q(\beta)$. If

$$
Q \subseteq K \subseteq E \subseteq Q(\beta)
$$

then a divisor $\mathfrak{P}$ of $p$ in $K$ is totally ramified in $E$ so $h_{K}$ divides $h_{E}$.

## Chapter VI

## application of the general theory to quadratic fields

This chapter contains examples to illustrate the ideas of the earlier chapters. We are mainly concerned with $K=Q(\sqrt{d})$ and its class number, Hilbert class field, etc. The case $d=-5$ is worked out in detail. We use local Artin maps to make some calculations that could aiso be made in other ways but our purpose is mainly illustration rather than the end result of the calculation. One example is given with a cubic field.

## 1. THE CONDUCTOR OF $\boldsymbol{Q}(\sqrt{d})$

Let $d$ be a square free integer and $K=Q(\sqrt{d})$. We shall compute $\tilde{f}(K / Q)$ using Corollary 12.6 of Chapter $V$. The case for $p_{\infty}$ can be settled at once because $\mathfrak{p}_{\infty}$ is ramified if and only if $d<0$. Thus $\mathfrak{p}_{\infty}$ divides the conductor if and only if $d<0$.

Now let $p$ be a prime integer; $Q_{p}, \mathrm{U}_{p}$ as usual denote the completion of $Q$ at $p$ and the group of units in $Q_{p}$, respectively.

It is necessary to determine the $p$-local norms from $K_{\mathfrak{p}}$ in $Q_{p}$. (We write $K_{\mathfrak{p}}$ for the completion of $K$ at some prime dividing $p$.) Since we are only interested in those $p$ which ramify in $K$ we have $\left(K_{\mathrm{p}}: Q_{p}\right)=2$. This means that all squares in $Q_{p}$ are norms. To see what is left we consider $\mathbf{U}_{p} / \mathbf{U}_{p}{ }^{2}$. By the calculation in Section 9, Chapter V we have

$$
\left[\mathbf{U}_{p}: \mathbf{U}_{p}^{2}\right]=2\left[Z_{p}: 2 Z_{p}\right]=\left\{\begin{array}{l}
2 \text { if } p \text { odd } \\
4 \text { if } p=2
\end{array}\right.
$$

We consider $p$ odd first.

Let $u$ be an integer prime to $p$ and not congruent to a square modulo $p$. Such a $u$ exists for $p$ odd because the units in $Z /(p)$ have order $p-1$ (even) and so not all elements can be squares. Then the multiplicative group generated by $u$ and $\mathbf{U}_{p}{ }^{2}$ is larger than $\mathbf{U}_{p}{ }^{2}$ and

$$
\mathbf{U}_{p}=\left\langle u, \mathbf{U}_{p}^{2}\right\rangle
$$

Now let $w \in \mathbf{U}_{p}{ }^{(1)}$. Then either $w=v^{2}$ or $w=u v^{2}$ for some $v$ in $\mathbf{U}_{p}$. In the second case we have

$$
1 \equiv w \equiv u v^{2} \bmod p
$$

and so $u$ is congruent to a square $\bmod p$.
This is impossible (by choice) so $w$ is a square. This shows $\mathbf{U}_{p}{ }^{(1)}$ is contained in the group of $p$-local norms. Since every ramified prime divides the conductor we have the following:

For odd $p$, the $p$-local conductor is $\mathfrak{f}_{p}(K / Q)=p$.
Now we take $p=2$. In this case $\mathbf{U}_{2}{ }^{2}$ has index 4 in $U_{2}$ and we assert

$$
\mathbf{U}_{2}=\left\langle 3,5, \mathbf{U}_{2}^{2}\right\rangle
$$

To verify this one observes that all squares of units are $\equiv 1 \bmod 8$ and that $3 \neq 5 \bmod 8$ implies $3 \notin\left\langle 5, \mathbf{U}_{2}{ }^{2}\right\rangle$.

It is necessary to determine for which $a \mathbf{U}_{2}^{(a)}$ contained in the group of 2-local norms. If $w \in \mathbf{U}_{2}{ }^{(3)}$ (so $\left.w \equiv 1 \bmod 8\right)$ then

$$
w=3^{i} 5^{j} v^{2}, \quad v \in \mathbf{U}_{2}, \quad i, j=0 \text { or } 1
$$

Examine the possible cases with various $i, j$ and read this as a congruence modulo 8. It turns out that $i=j=0$ is the only possibility. Thus $\mathbf{U}_{2}{ }^{(3)}$ consists of squares and so these are 2-local norms.

Notice that $\mathrm{U}_{2}=\mathrm{U}_{2}{ }^{(1)}$ so $\mathrm{U}_{2}{ }^{(1)}$ is contained in the norm group only when 2 is not ramified. We are left to decide in the ramified case whether $\mathbf{U}_{2}{ }^{(2)}$ is contained in the norm group or not.

We must have

$$
\mathbf{U}_{2}^{(2)}=\left\langle 5, \mathbf{U}_{2}^{2}\right\rangle
$$

and so the 2 -local conductor is $2^{2}$ if and only if 5 is a norm.
The field $K_{2}$ consists of all elements $x+y \sqrt{d}$ with $x, y$ in $Q_{2}$ so 5 is a norm if and only if

$$
\mathrm{N}_{2}(x+y \sqrt{d})=x^{2}-d y^{2}=5
$$

can be solved with $x, y \in Q_{2}$. Since all squares are norms this is equivalent to solving

$$
x^{2}-d y^{2}=5 z^{2}
$$

But this implies $d y^{2}$ is a norm from $Q_{2}(\sqrt{5})$; that is:

$$
\mathrm{N}(x+z \sqrt{5})=d y^{2}
$$

This is equivalent, with the condition that $d$ is a norm from $Q_{2}(\sqrt{5})$.
The norms from this extension are easily determined because 2 is not ramified. This means that every unit is the norm of a unit in $Q_{2}(\sqrt{5})$ by Proposition 3.11 of Chapter V. Furthermore the index in $Q_{2}{ }^{*}$ of the norm group is 2 by Corollary 3.15, Chapter $V$ so the group of norms from $Q_{2}(\sqrt{5})$ is precisely $\left\langle 2^{2}\right\rangle U_{2}$.
This means the 2 -local conductor of $K / Q$ is $2^{2}$ if and only if $d \in \mathrm{U}_{2}(d$ is square free). In other words $d$ must be odd. If $d$ is even the 2 -local conductor is $2^{3}$. (All of this is under the assumption that 2 is ramified in $K$.)

Recall (from Chapter 1) that 2 is ramified if and only if $d \equiv 2,3 \bmod 4$ and the odd ramified primes are the divisors of $d$.
Now combine the above remarks and examine the powers of the prime divisors of $d$ and $f(K / Q)$ to get the result in the following form.
1.1 Theorem. The conductor of $Q(\sqrt{d}) / Q$ is

$$
\begin{array}{lll}
\mathfrak{f}=(d) & d>0 & \mathrm{~d} \equiv 1 \bmod 4, \\
\quad(d) \mathfrak{p}_{\infty} & d<0 & d \equiv 1 \bmod 4, \\
(4 d) & d>0 & d \equiv 2,3 \bmod 4, \\
& (4 d) \mathfrak{p}_{\infty} & d<0
\end{array} d \equiv 2,3 \bmod 4 .
$$

We know by the Kronecker-Weber Theorem that $Q(\sqrt{d})$ must be contained in $Q\left(\beta_{n}\right)$ for some primitive $n$th root of unity $\beta_{n}$. The least $n$ that will suffice is the one such that $Q\left(\beta_{n}\right)$ has the same conductor as $Q(\sqrt{d})$.
1.2 Corollary. $Q(\sqrt{d}) \subseteq Q\left(\beta_{D}\right)$. Here $D=|d|$ if $d \equiv 1 \bmod 4$ and $D=|4 d|$ if $d \equiv 2,3 \bmod 4$.

Proof. With the indicated $D$ we have $D>0$ and the conductor of $Q(\sqrt{d}) / Q$ is (D) or $(D) \mathfrak{p}_{\infty}$. By Proposition 3.3, Chapter III, the kernel of the Artin map for $Q\left(\beta_{D}\right) / Q$ is the congruence subgroup for the modulus ( $D$ ) $\mathfrak{p}_{\infty}$ and so

$$
\mathbf{H}\left(Q\left(\beta_{D}\right) / Q\right) \subseteq \mathbf{H}(Q(\sqrt{d}) / Q) .
$$

The result follows by the Classification Theorem 9.16, Chapter V.

## 2. TWO EXAMPLES

Example 1. Let $K=Q(\sqrt{-5})$. We shall prove $K^{(1)}=K(\sqrt{-1})$ and $K^{(2)}=$ $K^{(1)}$. The decomposition of rational primes in $K^{(1)}$ is also described by explicitly giving the decomposition groups.

The first step is to show $h_{K}=2$. The Minkowski constant is small here and by Theorem 11.19, Chapter I, every ideal class [ $\mathfrak{B}$ ] in $\mathbf{C}_{K}$ contains an ideal $\mathfrak{B}_{1}$ with $\mathrm{N}_{K \mid Q}\left(\mathfrak{B}_{1}\right) \leqslant 2$. The prime 2 is ramified in $K$ so $(2)=\mathfrak{P}^{2}$ and $\mathfrak{P}$ is the only nontrivial integral ideal having norm $\leqslant 2$. This implies at once $h_{K} \leqslant 2$ since [P] is the only possible nontrivial class. By Exercise 2, Section 4, Chapter $1, h_{K}$ is not 1 so $h_{K}=2$.

This gives dimension formulas

$$
\left(K^{(1)}: K\right)=2, \quad\left(K^{(1)}: Q\right)=4
$$

Since $K^{(1)} / Q$ is normal it has an abelian Galois group-all groups of order 4 are abelian. Thus $K^{(1)}$ is contained in some cyclotomic extension of $Q$ (by Kronecker-Weber) and to know which one we calculate the conductor. It turns out that $\mathfrak{f}\left(K^{(1)} / Q\right)=\mathfrak{f}(K / Q)$ and the following argument proves this in a more general setting.
2.1 Lemma. Let $F$ be an algebraic number field, $K / F$ an abelian extension and $E$ a subfield of $K^{(1)}$ which contains $K$ and is abelian over $F$. Then $\mathfrak{f}(E / F)=\mathfrak{f}(K / F)$.

Proof. Let $\mathfrak{p}$ be a prime of $F$ and $\mathfrak{p}$ a divisor of $\mathfrak{p}$ in $K$. Since $E / K$ is unramified, every $\mathfrak{P}$-adic unit in $K_{\mathfrak{p}}$ is the local norm of a unit in $E_{\mathfrak{p}}$ (the completion of $E$ at some prime over $\mathfrak{P}$ ) by Proposition 3.11 of Chapter V. Now apply Corollary 13.6, Chapter V to calculate the $\mathfrak{p}$-local conductors. The group $\mathbf{U}_{\boldsymbol{p}}{ }^{(b)}$ in $F_{\mathfrak{p}}$ consists of local norms from $K$ if and only if it consists of local norms from $E$. Thus the same power of $\mathfrak{p}$ divides both conductors and they are equal.

In our example the conductor is $(20) \mathfrak{p}_{\infty}$ so

$$
K^{(1)} \subseteq Q\left(\beta_{20}\right)
$$

This field $Q\left(\beta_{20}\right)$ has dimension 8 over $Q$ so it would be easy to list all the subfields and find $K^{(1)}$. Rather than do this, we take a more systematic approach that applies in more general circumstances.

The 20th root of unity, $\beta_{20}$, is a product $\beta_{4} \beta_{5}$ and the Galois group $G$ of $Q\left(\beta_{20}\right)$ is the direct product of the groups of $Q\left(\beta_{4}\right)$ and $Q\left(\beta_{5}\right)$ over $Q$. We may write

$$
\begin{array}{cl}
G=\langle\tau\rangle \times\langle\sigma\rangle \\
\tau\left(\beta_{4}\right)=\beta_{4}^{-1} & \sigma\left(\beta_{4}\right)=\beta_{4} \\
\tau\left(\beta_{5}\right)=\beta_{5} & \sigma\left(\beta_{5}\right)=\beta_{5}^{2} .
\end{array}
$$

Then $\tau^{2}=\sigma^{4}=1$.

We compute the group fixing $K$. We have

$$
\sqrt{-5}=\beta_{4} \sqrt{5}
$$

where $\beta_{4}$ is a suitable 4th root, and $\sqrt{5} \in Q\left(\beta_{5}\right)$. Thus $\sigma$ and $\tau$ both send $\sqrt{-5}$ to $-\sqrt{-5}$ and $\sigma \tau$ fixes $K$. Since $\langle\sigma \tau\rangle$ has order 4 it is the full group fixing $K$. Now $K^{(1)}$ must be left fixed by the subgroup of index 2 in $\langle\sigma \tau\rangle$; this is $\left\langle\sigma^{2} \tau^{2}\right\rangle=$ $\left\langle\sigma^{2}\right\rangle$. Since $\sigma^{2}$ fixes both $K$ and $\beta_{4}$ (which we now write as $i$ ) it follows that

$$
K^{(1)}=K(i)=Q(\sqrt{-5}, i)
$$

It is not difficult to work out the decomposition of primes in $K^{(1)}$. We consider a few cases. The procedure (for unramified primes) is to evaluate the Artin map. This is done most conveniently by the formula

$$
\varphi_{K^{(1)} \mid Q}(\mathfrak{p})=\operatorname{res} \varphi_{Q\left(\beta_{20}\right) \mid Q}(\mathfrak{p})
$$

where "res" means restriction to $K^{(1)}$. The Artin map for the extension $Q\left(\beta_{20}\right) / Q$ is easily evaluated and has been done in Section 3, Chapter III.

A prime $p$ of $Q$ splits completely in $K^{(1)}$ if

$$
\operatorname{res} \varphi_{Q\left(\beta_{20}\right) / Q}(p)=1
$$

that is, if the automorphism $\beta \rightarrow \beta^{p}$ is the identity on $K^{(1)}$ where $\beta=\beta_{20}$. This occurs precisely when either

$$
\beta^{p}=\beta \quad \text { and } \quad p=20 k+1, \quad \text { or } \quad \beta^{p}=\sigma^{2}(\beta)
$$

This means

$$
\beta_{4}^{p}=\beta_{4} \quad \text { and } \quad \beta_{5}^{p}=\beta_{5}^{4}
$$

Thus $p \equiv 1 \bmod 4$ and $p \equiv 4 \bmod 5$. Equivalently $p=20 k+9$.
In a similar way one determines the primes which are unramified and have a specific decomposition group. The full Galois group of $K^{(1)} / Q$ is

$$
\langle\tau, \sigma\rangle \mid K^{(1)} \cong\langle\tau, \sigma\rangle /\left\langle\sigma^{2}\right\rangle .
$$

This has three subgroups of order 2 generated by

$$
\tau\left|K^{(1)}, \quad \sigma\right| K^{(1)}, \quad \tau \sigma \mid K^{(1)}
$$

A prime $p$ has decomposition group generated by $\tau$ if the automorphism $\beta \rightarrow \beta^{p}$ is the same as $\tau$ or $\tau \sigma^{2}$. It must happen that

$$
\beta_{4}^{p}=\beta_{4}^{-1} \quad \text { and } \beta_{5}^{p}=\beta_{5} \text { or } \beta_{5}^{-1}
$$

Thus $p \equiv-1 \bmod 4$ and $p \equiv \pm 1 \bmod 5$. Equivalently $p$ has one of the forms $20 t+11$ or $20 t+19$. The remaining cases are summarized in the table below.

The decomposition groups for the ramified primes 2,5 can be discussed in a similar way except the $p$-local Artin maps must be used for $p=2,5$ in place
of the global Artin map. Just as above the $p$-local Artin map for the extension $K^{(1)} / Q$ is the restriction to $K^{(1)}$ of the $p$-local map for $Q(\beta) / Q$. Let $\theta_{2}, \theta_{5}$ denote these maps; we have to compute the restrictions to $K^{(1)}$ of

$$
\theta_{2}\left(Q_{2}^{*}\right) \text { and } \theta_{5}\left(Q_{5}^{*}\right)
$$

Take $p=2$ first. The 2 -conductor for $Q(\beta) / Q$ is $2^{2}$ so

$$
\theta_{2}\left(\mathbf{U}_{2}^{(2)}\right)=1
$$

The group $Q_{2}{ }^{*} / \mathbf{U}_{2}{ }^{(2)}$ is generated by the cosets containing 2 and 3 so the decomposition group of (2) in $Q(\beta)$ is

$$
G(2)=\left\langle\theta_{2}(2), \theta_{2}(3)\right\rangle .
$$

The procedure in Section 12, Chapter $V$ shows how to evaluate these maps. Namely $\theta_{2}(2)=\varphi j i(y)$ where

$$
\begin{aligned}
2^{-1} y & \equiv 1 \bmod 4 \\
y & \equiv 1 \bmod 5 \mathfrak{p}_{\infty} .
\end{aligned}
$$

The choice $y=26$ (or $40 t-14$ ) will do and $\varphi j i(26)=\varphi(13)$ is the map $\beta \rightarrow \beta^{13}=\beta_{4} \beta_{5}{ }^{3}$. Thus

$$
\theta_{2}(2)=\sigma^{3}
$$

Similarly $\theta_{2}(3)=\varphi j i(51)=\tau$.
Thus $G(2)=\left\langle\tau, \sigma^{3}\right\rangle$ is the full Galois group and on $K^{(1)}$ the decomposition group of (2) has order 4. We know 2 has ramification number $2=e$ in $K$ and so also in $K^{(1)}$. Thus (2) has one prime factor in $K^{(1)}$ with relative degree $f=2$. This holds of course because the decomposition group has order $e f=4$.

In a similar way $G(5)=\left\langle\tau \sigma^{3}\right\rangle$. We summarize the decomposition theory of primes in $K^{(1)}$ in the table.

| Rational <br> prime | Decomposition <br> group | $e, f$ |
| :---: | :---: | :---: |
| $20 t+1$ | 1 | 1,1 |
| $20 t+9$ |  |  |
| $20 t+3$ | $\langle\tau\rangle \mid K^{(1)}$ | 1,2 |
| $20 t+7$ |  |  |
| $20 t+11$ | $\langle\tau\rangle \mid K^{(1)}$ | 1,2 |
| $20 t+19$ | $\langle\sigma\rangle \mid K^{(1)}$ | 1,2 |
| $20 t+13$ |  | 2,2 |
| $20 t+17$ | $\langle\tau, \sigma\rangle \mid K^{(1)}$ | 2,1 |
| 2 | $\left\langle\tau \sigma^{3}\right\rangle \mid K^{(1)}$ | 2 |

We close this example by showing $K^{(1)}$ has class number one and so $K^{(2)}=$ $K^{(1)}$. The discriminant of $K^{(1)}$ can be estimated. Use the elements

$$
1, i, \frac{1+\sqrt{5}}{2}, \frac{1+\sqrt{5}}{2} i
$$

as a free $Z$-basis and find the discriminant of this basis is $-2^{4} 5^{2}$. The Minkowski constant can be calculated using this for $\Delta$. One finds every ideal class for $K^{(1)}$ contains an ideal whose norm is $\leqslant 3$. It is necessary to look at the factors of (2) and (3). We saw above that both (2) and (3) are divisible by primes with relative degree 2 so their norms are $2^{2}, 3^{2}$. So there are no ideals with norm $\leqslant 3$ except the unit ideal. Hence the class group is trivial for $K^{(1)}$.

Example 2. By way of contrast to the previous example we consider the non-normal extension of $Q, K=Q(\theta), \theta^{3}=11$. In Section 11, Chapter I we saw $h_{K}=2$ and that (2) was the product $\mathfrak{P}_{2} \mathfrak{P}_{2}{ }^{\prime}$ of two primes in $K$. Moreover $\mathfrak{P}_{2}$ was not principal but

$$
\mathfrak{P}_{2}{ }^{2}=\left(\theta^{2}-5\right) .
$$

The group of units in $K$ is $\langle \pm 1\rangle \times\langle u\rangle$ where we may assume $u\rangle 0$ (and $\theta$ is the real cube root).
The problem of describing $K^{(1)}$ is not conveniently solved by using the class field theory of $Q$ because $K$ is not normal over $Q$. The problem is solved by appealing directly to the technique used in the proof of the existence theorem. Since $K^{(1)}$ has dimension 2 over $K$ it is a Kummer 2-extension and $K^{(1)}$ can be found as a subfield of the extension of $K$ obtained the square roots of all the $S$-units for a suitable $S$. The requirements in Section 9, Chapter V, placed upon $S$ are satisfied if we take

$$
S=\left\{\mathfrak{P}_{\infty}, \mathfrak{P}_{\infty}{ }^{\prime}, \mathfrak{P}_{2}, \mathfrak{P}_{2}^{\prime}\right\}
$$

with $\mathfrak{P}_{\infty}, \mathfrak{P}_{\infty}{ }^{\prime}$ denoting the two infinite primes. The $S$ units can be found now. Suppose $\alpha \in K^{*}$ and ( $\alpha$ ) is divisible only by primes in $S$. For suitable integers $a$ and $b,(\alpha)$ has the factorization

$$
(\alpha)=\mathfrak{P}_{2}{ }^{a}\left(\mathfrak{P}_{2}\right)^{b}=\left(\mathfrak{P}_{2} \mathfrak{P}_{2}\right)^{b} \mathfrak{P}_{2}^{a-b}=\left(2^{b}\right) \mathfrak{P}_{2}^{a-b} .
$$

Only even powers of $\mathfrak{P}_{2}$ are principal, so $a-b=2 k$ and

$$
(\alpha)=\left(2^{b}\right)\left(\theta^{2}-5\right)^{k} .
$$

This implies $\alpha$ is a unit times $2^{b}\left(\theta^{2}-5\right)^{k}$. It follows

$$
K^{s}=\langle \pm 1\rangle \times\langle u\rangle \times\langle 2\rangle \times\left\langle\theta^{2}-5\right\rangle .
$$

If we adjoin to $K$ a root of $X^{2}-\alpha$ with $\alpha$ a product of distinct generators listed above then $\mathfrak{P}_{2}$ will ramify whenever 2 or $\theta^{2}-5$ divides $\alpha$. To get an unramified extension it is necessary to take $\alpha= \pm u$. But $K$ has a real prime so we select $\alpha=u>0$ to prevent ramification at infinity. Finally then

$$
K^{(1)}=K(\sqrt{u}) .
$$

The decomposition of primes in $K^{(1)}$ is completely described by their orders in $\mathbf{C}_{K}$ (as is always the case for any $K$ in $K^{(1)}$ ). That is, a prime $\mathfrak{P}$ of $K$ is divisible by a prime of $K^{(1)}$ having relative degree 2 if and only if [ $\mathcal{P}$ ] has order 2 in $\mathbf{C}_{K}$. For example $\mathfrak{P}_{2}$ remains prime in $K^{(1)}$.

## 3. THE EXTENDED CLASS GROUP

It is possible that an algebraic number field $K$ has class number $h_{K}=1$ and still has an abelian extension that is unramified at all finite primes. For example take $K=Q(\sqrt{3})$ and consider the extension $K(\sqrt{-1})$. This is easily seen to be unramified except at the real primes of $K$.

We consider for any algebraic number field $K$, the modulus $m=$ product of all the real primes of $K$. Set $\mathfrak{n}=1$ if there are no real primes. In the real case the elements of $K_{\mathrm{r}, 1}$ are called totally positive because they map onto positive elements in every real imbedding of $K$. The extended class group is the quotient

$$
\mathbf{C}_{\mathbf{K}}^{+}=\mathbf{I}_{\boldsymbol{K}} / i\left(K_{\mathrm{m}, 1}\right) ;
$$

the ideals modulo the principal ideals with a totally positive generator.
The congruence subgroup $i\left(K_{m, 1}\right)$ belongs to an ideal group with conductor m . The class field to this ideal group is called the extended Hilbert class field and is denoted by $K^{(+)}$.

The inclusion $i\left(K^{*}\right) \supseteq\left(K_{\mathrm{m}, 1}\right)$ implies $K^{(1)} \subseteq K^{(+)}$. The difference between these two fields can be measured in terms of $K$.
3.1 Theorem. Let $r$ be the number of real primes of $K ; \mathbf{U}_{K}, \mathbf{U}_{K}{ }^{+}$the group of units and totally positive units of $K$ respectively. Then

$$
\left(K^{(+)}: K^{(1)}\right)=2^{r}\left[\mathbf{U}_{K}: \mathbf{U}_{\mathbf{K}}^{+}\right]^{-1} .
$$

Proof. The Artin maps induce isomorphisms

$$
\begin{aligned}
G\left(K^{(+)} / K\right) & \cong \mathbf{I}_{K} / i\left(K_{\mathrm{m}, 1}\right), \\
G\left(K^{(1)} / K\right) & \cong \mathbf{I}_{K} / i\left(K^{*}\right)
\end{aligned}
$$

and so $G\left(K^{(+)} / K^{(1)}\right) \cong i\left(K^{*}\right) / i\left(K_{\mathrm{m}, 1}\right)$.

Now consider the diagram below to compute the order of this group.

$$
\begin{aligned}
1 & \rightarrow \mathbf{U}_{K}^{+} \\
\downarrow & \rightarrow K_{\mathrm{m}, 1} \rightarrow i\left(K_{\mathrm{m}, 1}\right)
\end{aligned} \rightarrow 1
$$

The bottom row is exact so it follows

$$
\left(K^{(+)}: K^{(1)}\right)=\left[K^{*}: K_{m, 1}\right]\left[\mathbf{U}_{K}: \mathbf{U}_{K}^{+}\right]^{-1}
$$

To finish the proof we need to compute [ $K^{*}: K_{m, 1}$ ]. Let $e_{i}(\alpha)$ denote the sign of $\alpha$ at the $i$ th real imbedding of $K$. Then

$$
\alpha \rightarrow\left(e_{1}(\alpha), \ldots, e_{r}(\alpha)\right)
$$

is a homomorphism of $K^{*}$ to a group of order $2^{r}$. The map is onto by the approximation theorem and the kernel is precisely $K_{m, 1}$ so $\left[K^{*}: K_{m, 1}\right]=2^{r}$ as required.

In case $K=Q(\sqrt{d})$ there is a criterion that is quite easy to state although in practice it may be difficult to apply.

If $d>0$ then $\mathbf{U}_{K}$ has the form

$$
\mathbf{U}_{K}=\langle \pm 1\rangle \times\langle u\rangle
$$

where we may assume $u>0$.
3.2 Theorem. Let $K=Q(\sqrt{d}), d$ square free. Then

$$
\begin{array}{llll}
K^{(+)}=K^{(1)} & \text { if } d<0 & \text { or } \\
& & d>0 & \text { and } \\
\left(K_{K \mid Q}^{(+)}: K^{(1)}\right)=2 & \text { if } & d>0 & \text { and } \\
\mathrm{N}_{K \mid Q}(u)=1 .
\end{array}
$$

Proof. The case $d<0$ requires no argument. For $d>0$ the dimension $\left(K^{(+)}: K^{(1)}\right)$ is 1 or 2 depending upon the two cases $\mathbf{U}_{K}^{+}=\left\langle u^{2}\right\rangle$ or $\mathbf{U}_{K}{ }^{+}=$ $\langle u\rangle$. Evidently $u$ is totally positive if both $u$ and its conjugate $\bar{u}$ are positive. This is equivalent to

$$
\mathbf{N}_{K \mid Q}(u)=u \bar{u}=+1
$$

The alternative $u \bar{u}=-1$ occurs if $\bar{u}<0$; in other words $u^{2}$ generates $U_{K}{ }^{+}$.
In practice this result may be difficult to apply because there is no general formula to tell us (in terms of $d$ ) when -1 is the norm of a unit. It is not difficult to determine when -1 is a norm from $Q(\sqrt{ } d)$ but this is not sufficient.

For example with $d=34$ the element $(5+3 \sqrt{34}) / 3$ has norm -1 but no unit has norm -1 .

There is a procedure by which $u$ can be found. A method using the continued fraction expression of $\sqrt{ } d$ can be found in the book by Borevich-Shafarevich, Number Theory, Chapter 2, Section 7. Also see the exercises following Section 11, Chapter I.

We shall use the close connection between $K^{+}$and $K^{(1)}$ to study the class group of $K$. In the first example of Section 2 it was very convenient to have $K^{(1)} / Q$ normal and abelian. We always have $K^{(1)}$ and $K^{(+)}$normal over $Q$ but not necessarily abelian. We consider the next best case-look at the largest subfield which is abelian over $Q$.

Definition. For any abelian extension $K / Q$, the genus field of $K$ over $Q$ is the largest abelian extension $E$ of $Q$ contained in $K^{(1)}$. The extended genus field is the largest abelian extension $E^{(+)}$of $Q$ contained in $K^{(+)}$.

The main object we want to study is $\mathbf{C}_{K}$. This is isomorphic to $G\left(K^{(1)} / K\right)$ so we look at $K^{(1)}$. The genus field is introduced to describe at least a part of $K^{(1)}$ by using the class field theory of $Q$. The remaining problem is to describe the part of the extension from the genus field to $K^{(1)}$. The field $K^{(+)}$is introduced only for technical reasons. It turns out to be slightly easier to describe the extended genus field and from it obtain the genus field.

It is necessary to look closely at a number of groups, subgroups, fields and subfields so we fix some notation that will be used for the rest of this section.
$K=Q(\sqrt{d})$ with $d$ a square free integer and $\sigma$ is an element of $G^{+}=$ $G\left(K^{(+)} / Q\right)$ which is not the identity on $K$; that is, $\sigma \mid K$ generates $G(K / Q)$. We first describe the extension $K^{(1)} / E$ in terms of $K$.
3.3 Theorem. (a) $G\left(K^{(1)} / E\right) \cong$ subgroup of $\mathrm{C}_{K}$ generated by the ideal classes of the form $\left[\sigma(\mathfrak{H}) \mathfrak{H}^{-1}\right], \mathfrak{H} \in \mathbf{I}_{K}$.
(b) $\quad G\left(K^{(1)} / E\right) \cong\left(\mathrm{C}_{K}\right)^{2}$.

Proof. Let $G=G\left(K^{(1)} / Q\right)$ so that $E$ is the field left fixed by the commutator subgroup $(G, G)$ generated by all commutators

$$
(u, v)=u v u^{-1} v^{-1}
$$

The Artin map gives an isomorphism

$$
\varphi: \mathbf{C}_{K} \rightarrow C \subseteq G
$$

in such a way that for each ideal $\mathfrak{H}$ of $K$ we have

$$
\varphi[\sigma \mathfrak{H}]=\sigma \varphi[\mathfrak{H}] \sigma^{-1}
$$

It follows that

$$
\varphi\left[\sigma(\mathfrak{H}) \mathfrak{A}^{-1}\right]=(\sigma, a), \quad a=\varphi[\mathfrak{H}] .
$$

Thus $\varphi$ maps the group in part (a) into ( $G, G$ ) and we must show every commutator in $(G, G)$ has the form $(\sigma, a)$ with $a \in C$.

We know $C$ is a normal subgroup of $G$ of index 2 and $G / C \cong G(K / Q)$. It follows that every element in $G$ has the form $a$ or $\sigma a$ with $a \in C$. If we use the abelian property of $C$ the following commutator identities can be proved:

$$
\begin{aligned}
\left(\sigma a, a_{1}\right) & =\left(\sigma, a_{1}\right) \\
\left(\sigma a, \sigma a_{1}\right) & =\left(\sigma, a_{2}\right), \quad a_{2}=\sigma a^{-1} a_{1} \sigma^{-1}
\end{aligned}
$$

It follows that every commutator is in the image of $\varphi$ and part (a) holds.
To prove (b) we begin with a prime ideal $\mathfrak{P}$ of $K$ and suppose $\mathfrak{p}=\mathfrak{P} \cap Q$. There are three cases to consider:
(i) $\mathfrak{p}=\mathfrak{P}$ so $\mathfrak{P}=\sigma(\mathfrak{P})$ and $\left[\sigma(\mathfrak{P}) \mathfrak{P}^{-1}\right]=1$;
(ii) $\mathfrak{p}=\mathfrak{P}^{2}$ same as above;
(iii) $\mathfrak{p}=\mathfrak{P}_{1}, \mathfrak{P}_{1}=\sigma(\mathfrak{P}),\left[\sigma(\mathfrak{P}) \mathfrak{P}^{-1}\right]=\left[\mathfrak{P}_{1} \mathfrak{P}^{-1}\right]=\left[\mathfrak{p} \mathfrak{P}^{-2}\right]=\left[\mathfrak{P}^{-1}\right]^{2}$.

This shows that every class $\left[\sigma(\mathfrak{A}) \mathfrak{A}^{-1}\right]$ is a square in $\mathbf{C}_{K}$. Conversely if $[\mathfrak{H}]=\left[\mathfrak{B}^{2}\right]$ then $\sigma(\mathfrak{B}) \mathfrak{B}^{-1}=\mathfrak{B} \sigma(\mathfrak{B}) \mathfrak{B}^{-2}=\mathrm{N}_{K \mid Q}(\mathfrak{B}) \mathfrak{B}^{-2}$. Since $\mathrm{N}_{K \mid Q}(\mathfrak{B})$ is principal it follows $[\mathfrak{H}]=\left[\sigma\left(\mathfrak{B}^{-1}\right) \mathfrak{B}\right]$ proving $(\mathrm{b})$. This provides two descriptions of $G\left(K^{(1)} / E\right)$. Next we clarify the relation between $E$ and $E^{(+)}$.
3.4 Theorem. $\left(K^{(+)}: K^{(1)}\right)=\left(E^{(+)}: E\right)$.

Proof. This is proved by purely group theoretical tricks. It is clear that $E=E^{(+)}$when $K^{(1)}=K^{(+)}$so we may suppose $\left(K^{(+)}: K^{(1)}\right)=2$. Let

$$
\begin{aligned}
G^{+} & =G\left(K^{(+)} / Q\right) \\
C^{+} & =G\left(K^{(+)} / K\right)
\end{aligned}
$$

so that $G^{+}=\left\langle\sigma, C^{+}\right\rangle$and $G=\langle\sigma, C\rangle$. Let $\tau$ be the automorphism (of order 2) which leaves $K^{(1)}$ fixed. Then $\tau \in C^{+}$and the group $\langle\tau\rangle$ is normal in $G^{+}$. This forces $\tau$ to commute with every element in $G^{+}$. Also the natural restriction map to $K^{(1)}$ establishes

$$
\begin{aligned}
G^{+} \mid\langle\tau\rangle & \cong G \\
C^{+} \mid\langle\tau\rangle & \cong C
\end{aligned}
$$

If we show $\left(G^{+}, G^{+}\right) \cong(G, G)$ then it follows that

$$
\left(K^{(+)}: E^{(+)}\right)=\left(K^{(1)}: E\right)
$$

which is enough to prove the result.
The arguments above show $\left(G^{+}, G^{+}\right)=\left(\sigma, C^{+}\right)$using only the fact that $C^{+}$ is abelian with index 2 . One can verify the identity $\left(\sigma, a_{1} a_{2}\right)=\left(\sigma, a_{1}\right)\left(\sigma, a_{2}\right)$ for $a_{1}, a_{2}$ in $C^{+}$so the function $a \rightarrow(\sigma, a)$ is a homomorphism of $C^{+}$onto
( $G^{+}, G^{+}$). Under this map the image of $\tau$ is $(\sigma, \tau)=1$ because $\tau$ is in the center and so the image can be identified with the image $C^{+} /\langle\tau\rangle \cong C \rightarrow(\sigma, C)=$ ( $G, G$ ) and the result follows.

Now we show how to construct $E^{(+)}$.
3.5 Lemma. Except possibly for infinite prime factors we have $f\left(E^{(+)} / Q\right)=$ $\mathfrak{f}(K / Q)$.

This follows from the proof of Lemma 2.1.
Let $D$ be the positive integer such that the "finite" part of $\mathfrak{f}(K / Q)$ is ( $D$ ). Thus

$$
\begin{array}{ll}
D=|d| & d \equiv 1 \bmod 4 \\
D=4|d| & d \equiv 2,3 \bmod 4
\end{array}
$$

Let $\beta$ be a primitive $D$ th root of unity.
3.6 Lemma. $\quad E^{(+)}$is the largest subfield of $Q(\beta)$ which contains $K$ and has the property that for each prime $p$ of $Q$ the ramification number of $p$ is the same in $K$ as it is in $E^{(+)}$.

Proof. By the conductor calculation and the classification theorem we find $E^{(+)} \subseteq Q(\beta)$. On the other hand a field $F$ having the same ramification for each $p$ as $K$ must be unramified over $K$ at every finite prime. This implies $\mathfrak{f}(F / K)$ contains only real primes and so $\mathfrak{f}(F / K) \mid \mathfrak{f}\left(E^{(+)} / K\right)$. It follows $F \subseteq E^{(+)}$.

Let us factor $D$ as

$$
D=p_{1} p_{2} \cdots p_{t}
$$

where each $p_{i}$ is an odd prime when $D$ is odd and when $D$ is even $p_{1}$ is either $2^{2}$ or $2^{3}$ and $p_{2}, \ldots, p_{1}$ are odd primes. Let $\beta_{p_{i}}$ denote a primitive $p_{i}$ th root of unity. We may select these roots so that

$$
\beta=\prod_{p \mid D} \beta_{p}
$$

Let $\Gamma$ denote the Galois group of $Q(\beta) / Q$ and $\Gamma_{p}$ the Galois group of $Q\left(\beta_{p}\right)$ over $Q$. There is a natural isomorphism

$$
\Gamma \cong \Pi \Gamma_{p}
$$

which may be described explicitly as follows. Each element in $\Gamma$ is described by an automorphism

$$
\beta \rightarrow \beta^{r} \quad(r, D)=1
$$

and we let this correspond to the same map on each $Q\left(\beta_{p}\right)$. This is then a map onto the direct product because for any map

$$
\tau: \beta_{p} \rightarrow \beta_{p}^{r}
$$

in $\Gamma_{p}$ there is an integer $y$ such that

$$
\begin{aligned}
& y \equiv r \bmod p \\
& y \equiv 1 \bmod q \quad q \mid D, q \neq p
\end{aligned}
$$

Then $\beta \rightarrow \beta^{y}$ maps onto $\tau$.
We shall regard the isomorphism above as an identification. The key idea of this section is to describe the ramification of a prime $p$ in a subfield of $Q(\beta)$ by using the $\Gamma_{p}$.
3.7 Theorem. Let $F$ be a subfield of $Q(\beta)$ and $p$ a prime divisor of $D$. The ramification index of $p$ in $F$ is the number

$$
\left[\Gamma_{p}: \Gamma_{p} \cap \Gamma_{F}\right]
$$

where $\Gamma_{F}$ is the subgroup of $\Gamma$ which leaves $F$ fixed.
Proof. Let $\theta_{p}$ denote the $p$-local Artin map for the extension $Q(\beta) / Q$ and let

$$
\text { res : } \Gamma \rightarrow \Gamma / \Gamma_{F}
$$

denote the restriction homomorphism onto $G(F / Q)$. Then res $\theta_{p}$ is the local Artin map for $F / Q$ and

$$
\left|\operatorname{res} \theta_{p}\left(Q_{p}^{*}\right)\right|=e f
$$

with $e$ and $f$ the ramification index and relative degree, respectively, of a prime divisor of $p$ in $F$.

We know $Q_{p}{ }^{*}=\langle p\rangle \times \mathbf{U}_{p}$ and the order of res $\theta_{p}(p)$ is $f$ because the smallest power of $p$ that is a local norm from $F_{p}$ is $p^{\delta}$. It follows that

$$
\left|\operatorname{res} \theta_{p}\left(\mathbf{U}_{p}\right)\right|=e
$$

Now we prove $\theta_{p}\left(\mathbf{U}_{p}\right)=\Gamma_{p}$. Once this is done we then have

$$
e=\left|\operatorname{res} \theta_{p}\left(U_{p}\right)\right|=\left|\operatorname{res}\left(\Gamma_{p}\right)\right|=\left[\Gamma_{p}: \Gamma_{p} \cap \Gamma_{F}\right]
$$

to complete the proof.
Take $u \in \mathbf{U}_{p}$ and write $D=p D_{0}$. We evaluate $\theta_{p}(u)$ by first selecting an element $y$ (an integer, say) such that

$$
\begin{aligned}
& y \equiv u \bmod p \\
& y \equiv 1 \bmod D_{0} \\
& y>0
\end{aligned}
$$

and then $\theta_{p}(u)=\varphi(y), \varphi=$ global Artin map for $Q(\beta) / Q$. This is the map $\beta \rightarrow \beta^{y}$ and because of the congruences satisfied by $y$ we see $\varphi(y) \in \Gamma_{p}$. Conversely for any map $\tau$ in $\Gamma_{p}$ there is an integer $y$ such that $\tau\left(\beta_{p}\right)=\beta_{p}{ }^{y}$ and
$y \equiv 1 \bmod D_{0}$. Thus $\theta_{p}(y)=\varphi(y)=\tau$. This proves $\theta_{p}\left(\mathbf{U}_{p}\right)=\Gamma_{p}$ and finishes the proof of the theorem.

This result will help us determine $E^{(+)}$. We have $\Gamma_{K}$, the subgroup of $\Gamma$ fixing K and the unknown group $\Gamma_{0}$ which is the group fixing $E^{(+)}$. We translate Lemma 3.6 into group theoretic language as

$$
\left[\Gamma_{p}: \Gamma_{p} \cap \Gamma_{K}\right]=\left[\Gamma_{p}: \Gamma_{p} \cap \Gamma_{0}\right]
$$

Since $K \subseteq E^{(+)}$, it holds that $\Gamma_{0} \subseteq \Gamma_{K}$ so in fact

$$
\Gamma_{p} \cap \Gamma_{K}=\Gamma_{p} \cap \Gamma_{0} .
$$

Now $E^{(+)}$is the largest field for which this holds so $\Gamma_{0}$ must be the smallest subgroup of $\Gamma$ for which this holds. Evidently $\Gamma_{0}$ must contain each intersection $\Gamma_{p} \cap \Gamma_{K}$ and so the minimal property insures that

$$
\Gamma_{0}=\prod_{p \mid D} \Gamma_{p} \cap \Gamma_{K}
$$

This is a direct product because $\Pi \Gamma_{p}$ is a direct product. From this we get next

$$
G\left(E^{(+)} / Q\right)=\Gamma / \Gamma_{0}=\prod_{p \mid D} \frac{\Gamma_{p}}{\Gamma_{p} \cap \Gamma_{K}} .
$$

The number [ $\Gamma_{p}: \Gamma_{p} \cap \Gamma_{K}$ ] is the ramification index of $p$ in $K$-namely 2 . We have proved so far the following:
3.8 Theorem. $\left(E^{(+)}: Q\right)=2^{2}$, where $t$ is the number of prime divisors of the discriminant of $K / Q$.

There is a nice consequence of this calculation.
3.9 Theorem. Let $K=Q(\sqrt{d})$ and suppose the discriminant of $K / Q$ has $t$ prime divisors. Then the group $\mathbf{C}_{K} /\left(\mathrm{C}_{K}\right)^{2}$ has order $2^{t-1}$ if $d<0$ or if $d>0$ and a unit of $K$ has norm -1 ; it has order $2^{t-2}$ if $d>0$ and all units of $K$ have norm 1.

Proof. By Theorem 3.3 we find $G(E / K) \cong \mathbf{C}_{K} /\left(\mathbf{C}_{K}\right)^{2}$. The order of $G(E / K)$ is easily found using Theorems 3.2, 3.4, 3.8.

We can go a little farther without any additional effort. Explicit generators for $E^{(+)}$can be given from the knowledge of the Galois group $\Gamma_{0}$ given above. Since $\Gamma_{0} \cap \Gamma_{p}$ has index 2 in $\Gamma_{p}$, it follows that $E^{(+)}$contains a quadratic subfield of $Q\left(\beta_{p}\right)$. When $p$ is odd $\Gamma_{p}$ is cyclic so there is only one quadratic subfield—namely

$$
\begin{aligned}
Q(\sqrt{p}) \subset E^{(+)} & \text {if } \quad p \equiv 1 \bmod 4 \\
Q(\sqrt{-p}) \subset E^{(+)} & \text {if } \quad p \equiv-1 \bmod 4
\end{aligned}
$$

In case $D$ is even but not divisible by 8 then again there is only one quadratic subfield of $Q\left(\beta_{2}\right)$-namely $Q(\sqrt{-1})=Q\left(\beta_{2}\right)$.

When $D$ is divisible by 8 then $Q\left(\beta_{2}\right)$ contains three quadratic subfields generated by $\sqrt{-1}, \sqrt{2}, \sqrt{-2}$. One could work out congruence conditions to tell which case arises but it is simpler to just use the following device. Since 8 divides $D, d$ must be even and

$$
|d|=2 p_{2} \cdots p_{t} .
$$

Suppose $p_{2}, \ldots, p_{r}$ are the primes $\equiv 1 \bmod 4$ and $p_{r+1}, \ldots, p_{t}$ are the primes $\equiv-1 \bmod 4$. Then

$$
\sqrt{d}=\sqrt{ \pm 2} \sqrt{p_{1}} \cdots \sqrt{p_{r}} \sqrt{-p_{r+1}} \cdots \sqrt{-p_{t}}
$$

and so the ambiguous sign is uniquely determined. We can avoid cases by stating the result in the following way.
3.10 Theorem. Let $K=Q(\sqrt{d})$ have discriminant $\Delta$ and suppose $|\Delta|=$ $p_{1} p_{2} \cdots p_{t}$ with $p_{2}, \ldots, p_{t}$ odd primes and $p_{1}$ either an odd prime or a power of 2. The extended genus field of $K$ is

$$
E^{(+)}=Q\left(\sqrt{d}, \alpha_{2}, \ldots, \alpha_{t}\right)
$$

where

$$
\begin{array}{lll}
\alpha_{i}=\sqrt{p_{i}} & \text { if } & p_{i} \equiv 1 \bmod 4 \\
\alpha_{i}=\sqrt{-p_{i}} & \text { if } & p_{i} \equiv-1 \bmod 4 .
\end{array}
$$

In the case $d<0, E=E^{(+)}$is part of $K^{(1)}$. If $d>0$ and some unit of $K$ has norm -1 in $Q$ then again $E=E^{(+)}$. Notice this case can only occur when $d$ has no prime factor of the shape $4 n-1$. This follows because $K$ has no complex prime and so $E$ must not have one either since $E / K$ is unramified. In this case there are no primes for which $\sqrt{-p}$ is in $E$.

In the case $d>0$ and all units of $K$ have norm +1 then $E$ is the maximal real subfield of $E^{(+)}$. We can list generators for $E$ by inspection of those for $E^{(+)}$ in the theorem.

Suppose $p_{2}, \ldots, p_{\mathrm{r}}$ are the primes $\equiv 1 \bmod 4$ in case $\Delta$ is even and that also $p_{1} \equiv 1 \bmod 4$ in case $\Delta$ is odd. Then

$$
E=Q\left(\sqrt{d}, \alpha_{2}^{\prime}, \ldots, \alpha_{t-1}^{\prime}\right) \quad \text { and }
$$

$$
\begin{align*}
\alpha_{i}^{\prime} & =\sqrt{p_{i}}, \quad i \leqslant r  \tag{i}\\
\alpha_{i}^{\prime} & =\sqrt{p_{i} p_{t}}, \quad r<i<t \text { if } r \neq t-1 ; \\
\alpha_{i}^{\prime} & =\sqrt{p_{i}}, \quad i<t-1  \tag{ii}\\
\alpha_{t-1}^{\prime} & =\sqrt{2 p_{t}}, \quad \text { in case } r=t-1 .
\end{align*}
$$

We give a few examples in the table below. Notice that the field $E$ determines the order $2^{5}$ of $\mathbf{C}_{K} /\left(\mathbf{C}_{K}\right)^{2}$. This means that $\mathbf{C}_{K}$ has exactly $s$ cyclic direct factors of even order appearing in a direct product decomposition. For certain small values of $h_{K}, E$ determines completely the structure of $\mathbf{C}_{K}$. For example with $K=Q(\sqrt{-5 \cdot 13}), h_{K}=8$ and $s=2$ so $\mathbf{C}_{K}$ is the direct product of a cyclic group of order 4 and one of order 2 .

| $d$ | $h_{K}$ | Generators for $E$ |
| ---: | :---: | :---: |
| -21 | 4 | $\sqrt{-1}, \sqrt{-3}, \sqrt{-7}$ |
| 21 | 1 | $\sqrt{21}$ |
| -42 | 4 | $\sqrt{+2}, \sqrt{-3}, \sqrt{-7}$ |
| 42 | 2 | $\sqrt{2}, \sqrt{21}$ |
| -65 | 8 | $\sqrt{-1}, \sqrt{5}, \sqrt{13}$ |
| 65 | 2 | $\sqrt{5}, \sqrt{13}$ |
| -130 | 4 | $\sqrt{-2}, \sqrt{5}, \sqrt{13}$ |
| 130 | 4 | $\sqrt{2}, \sqrt{5}, \sqrt{13}$ |
| -55 | 4 | $\sqrt{-1}, \sqrt{5}, \sqrt{-11}$ |
| 55 | 2 | $\sqrt{5}, \sqrt{11}$ |
| -110 | 12 | $\sqrt{-2}, \sqrt{5}, \sqrt{-11}$ |
| 110 | 2 | $\sqrt{5}, \sqrt{22}$ |

## APPENDIX

In the two sections which follow we present some results which were used several times in the text. Since these are not universally taught in courses prerequisite to one in which this text might be used, complete proofs are given. We prove only the versions of the theorems actually required in the main body of the text. More complete results on these matters can be found in several books; for example see "Algebra" by Lang.

## APPENDIX A. NORMAL BASIS THEOREM AND HILBERT'S THEOREM 90

Assume $L / K$ is a normal extension with Galois group $G$. Let $L=K(\theta)$ and $f(X)$ the minimum polynomial of $\theta$ and $K$. Let

$$
f(X)=\prod_{i}^{n}\left(X-\theta_{i}\right)
$$

be the factorization of $f(X)$ in $L[X]$.
Proposition 1. $L \otimes_{K} L \cong L_{1} \oplus \cdots \oplus L_{n}$ (ring direct sum) with $L_{i} \cong L$. If $G$ acts on $L \otimes L$ by the rule $\sigma(a \otimes b)=\sigma(a) \otimes b$, then $G$ permutes the $L_{i}$ transitively.

Proof. Let $G$ act on $L[X]$ by operating on the coefficients of a polynomial. Then the ideal $(f(X))$ is left invariant (as a set) because $f(X)$ has coefficients
in $K$ and $G$ permutes transitively the ideals $\left(X-\theta_{i}\right.$ ) containing $f(X)$. ( $G$ permutes the roots transitively.) By CRT we find

$$
\frac{L[X]}{(f(x))} \cong \sum \frac{L[X]}{\left(X-\theta_{i}\right)} \cong \sum \oplus L_{i}
$$

with $L \cong L_{i}$. Clearly the action of $G$ permutes the $L_{i}$ transitively. Now to get the statement of the proposition we observe the isomorphisms

$$
L \bigotimes_{K} L \cong L \otimes \frac{K[X]}{(f(X))} \cong \frac{L[X]}{(f(X))}
$$

are consistent with the action of $G$.
Theorem. (Normal Basis Theorem in Cyclic Case). Assume $G=\langle\sigma\rangle$ is cyclic of order $n$. There is an element $\alpha$ in $L$ such that $\alpha, \sigma(\alpha), \ldots, \sigma^{n-1}(\alpha)$ is a $K$-basis of $L$.

Proof. View the automorphism $\sigma$ as a $K$-linear transformation on the $K$-space $L$. If $x_{i}$ is a $K$-basis for $L$, then $x_{i} \otimes 1$ is a $(1 \otimes L)$-basis for $L \otimes L$. This means $\sigma$ has the same minimum equation over $K$ as $\sigma \otimes 1$ has over $1 \otimes L$. By Proposition $1, \sigma \otimes 1$ is a permutation matrix and so has minimum equation $X^{n}-1$. Thus the minimum and characteristic equation for $\sigma$ coincide. By linear algebra there is a "cyclic vector". That is there exists an element $\alpha \in L$ whose images under powers of $\sigma$ span $L$ over $K$.

Remark. This theorem holds for any $G$ with the conclusion that an element exists in $L$ whose images under $G$ give a basis of $L$ over $K$. We shall not require this more general result.

We introduce some further notation. Let $\beta$ be the map $L \otimes L \rightarrow L$ defined by $\beta(a \otimes b)=a b$. This is a $K$-algebra homomorphism onto $L$. All but one of the $L_{i}$ in Proposition 1 must be in the $\operatorname{ker} \beta$. Let $L_{1}$ be one that is not and let $e_{1}$ denote the identity element of $L_{\mathrm{I}}$. We still assume $G=\langle\sigma\rangle$ is cyclic and set

$$
\sigma^{i-1}\left(L_{1}\right)=L_{i}, \quad \sigma^{i-1}\left(e_{1}\right)=e_{i}
$$

so that $e_{i}$ is the identity of $L_{i}$ and

$$
\beta\left(e_{1}\right)=1, \quad \beta\left(e_{j}\right)=0 \quad j \neq 1
$$

Proposition 2. If the elements $\lambda_{1}, \ldots, \lambda_{n}$ in $L$ are not all zero then the $K$-linear transformation

$$
\alpha \rightarrow \sum \lambda_{i} \sigma^{i}(\alpha), \quad \alpha \in L
$$

is not the zero transformation.

Proof. Consider maps

$$
L \xrightarrow{h} L \otimes L \xrightarrow{f} L \otimes L \xrightarrow{\beta} L
$$

where $h(\alpha)=\alpha \otimes 1, f(\alpha \otimes \gamma)=\sum \sigma^{i}(\alpha) \otimes \gamma \lambda_{i}$ and $\beta$ as above. The composite of the maps, $\beta f$ is the transformation we want to show is nonzero. We see that $h(L)$ generates $L \otimes L$ as a vector space over $1 \otimes L$. Since $f$ is a $1 \otimes L$-linear map we see $\beta f h$ is zero if and only if the image of $f$ is in ker $\beta$. To prove this is not the case first take an index $k$ such that $\lambda_{k} \neq 0$. Then

$$
\begin{aligned}
\beta f\left(e_{n-k+1}\right) & =\beta \sum \sigma^{i} \otimes 1\left(e_{n-k+1}\right) 1 \otimes \lambda_{i} \\
& =\sum \beta\left(e_{n-k+1+i}\right) \lambda_{i} \\
& =\lambda_{k} \neq 0,
\end{aligned}
$$

and this proves the result.
Corollary (Hilbert's Theorem 90). Let $L / K$ have cyclic Galois group $G=\langle\sigma\rangle$. If $\alpha \in L$ and $\mathrm{N}_{L / K}(\alpha)=1$, then $\alpha=\beta / \sigma(\beta)$ for some $\beta \in L$.

Proof. Let $\lambda_{i}=\alpha \sigma(\alpha) \cdots \sigma^{i-1}(\alpha)$ for $i=1,2, \ldots, n$. Notice $\lambda_{n}=\mathrm{N}(\alpha)=1$ and $\alpha \sigma\left(\lambda_{i}\right)=\lambda_{i+1}$. By the last result there is an element $\gamma \in L$ such that

$$
\beta=\sum \lambda_{i} \sigma^{i}(\gamma) \neq 0
$$

It is easily checked that $\sigma(\beta)=\alpha^{-1} \beta$ and the result follows.

## APPENDIX B. MODULES OVER PRINCIPAL IDEAL DOMAINS

Let $R$ be a principal ideal domain. We shall prove some facts about finitely generated modules over $R$. For the sake of completeness, we shall first record some definitions. Let $M$ be a (left) $R$-module. $M$ is torsion free if $x$ in $R, m$ in $M$ and $x m=0$ implies either $x=0$ or $m=0 . M$ is finitely generated if there exist elements $m_{1}, \ldots, m_{n}$ in $M$ such that $M=R m_{1}+\cdots+R m_{n}$. The elements $m_{1}, \ldots, m_{n}$ are a generating set. If the equation $x_{1} m_{1}+\cdots+x_{n} m_{n}=0$, with $x_{i}$ in $R$, implies $x_{i}=0$ for each $i$ then $M$ is free of rank $n$. In this case $M$ is isomorphic to the direct sum of $n$ copies of $R$. We shall also write

$$
R^{(n)}=R \oplus \cdots \oplus R=\sum_{1}^{n} R e_{i}
$$

where $e_{i}=(0, \ldots, 1, \ldots, 0), 1$ in the $i$ th coordinate, for the free module of rank $n$.

Theorem 1. Any $R$-submodule of $R^{(n)}$ is a finitely generated free module with rank at most $n$.

Proof. Let $M$ be a submodule of $R^{(n)}$ and set

$$
M_{k}=M \cap\left(R e_{1}+\cdots+R e_{k}\right) .
$$

We shall prove by induction on $k$ that $M_{k}$ is ( 0 ) or is free of rank at most $k$.
For $k=1$ we find $M_{1}=\mathfrak{l l} e_{1}$ with $\mathfrak{A}$ some ideal of $R$. Since $\mathfrak{g l}$ is principal, it is either ( 0 ) or free of rank 1 . The same is then true of $M_{1}$. Now suppose $k \geqslant 2$ and $M_{k-1}$ is free of rank at most $k-1$. Let $\mathfrak{S l}_{k}$ denote the set of all elements $x$ in $R$ such that

$$
\begin{equation*}
m=b_{1} e_{1}+\cdots+b_{k-1} e_{k-1}+x e_{k} \tag{1}
\end{equation*}
$$

is in $M_{k}$ for some $b_{i}$ in $R$. Then $\mathfrak{9 I}_{k}=R a_{k}$. Now let

$$
m_{0}=a_{1} e_{1}+\cdots+a_{k} e_{k}
$$

be an element in $M_{k}$ having the generator of $\mathscr{U}_{k}$ as the coefficient of $e_{k}$. For any $m$ in $M_{k}$ we have $m$ in the form (1) with $x=b a_{k}$ for some $b$ in $R$. Then

$$
m=b m_{0}+\left(m-b m_{0}\right)
$$

shows $M_{k}=R m_{0}+M_{k-1}$. If $m_{0}$ is already in $M_{k-1}$, so $a_{k}=0$, then $M_{k}=$ $M_{k-1}$ so the inductive step holds. If $a_{k} \neq 0$, then inspection of the $k$ th coordinates shows $M_{k}$ is the direct sum of $R m_{0}$ and $M_{k-1}$. Furthermore $R m_{0}$ is free of rank 1 so it follows that $M_{k}$ is free of rank $\leqslant k$.

Corollary. If $0<m<n$ are integers and

$$
R^{(n)} \cong R^{(m)} \oplus V
$$

for some module $V$, then $V$ is free of rank $n-m$.
Proof. By the theorem, $V \cong R^{(t)}$ for some integer $t$. If $R$ happens to be a field, then $t=n-m$ by dimension counting. When $R$ is not a field, take any maximal ideal $\mathfrak{N}$ of $R$ so that $R / \mathfrak{Q}=F$ is a field. Now use the observation

$$
R^{(n)} / \mathfrak{1}\left(R^{(n)} \cong F^{(n)}\right.
$$

to count dimension again and complete the proof.
The result about modules most frequently used in the text is the following.
Theorem 2. Let $M$ be a finitely generated, torsion free $R$-module which can be generated by $n$ elements but no fewer. Then $M$ is free of rank $n$ and any generating set with $n$ elements gives a free basis for $M$.

Proof. The proof is by induction on $n$. Let $m_{1}, \ldots, m_{n}$ be a generating set. If $n=1$, then $M=R m_{1} \cong R$ so the result holds. Assume the theorem is correct for torsion free modules on $n-1$ generators. Define an $R$-homomorphism $\phi$ from $R^{(n)}$ to $M$ by

$$
\phi\left(x_{1}, \ldots, x_{n}\right)=x_{1} m_{1}+\cdots+x_{n} m_{n}
$$

This is onto $M$ because the $m_{i}$ generate $M$. The theorem will be proved if we show $\phi$ is one-to-one. We shall reach a contradiction by assuming now $W=\operatorname{ker} \phi \neq 0$.

Assertion 1. $W=R\left(y_{1}, \ldots, y_{n}\right)$ for some $y_{i} \in R$.
To prove this we consider the projection map

$$
\pi:\left(w_{1}, \ldots, w_{n}\right) \rightarrow w_{n}
$$

defined on $W$ with values in $R$. This map is an isomorphism of $W$ with a nonzero ideal of $R$ because any element in the kernel of $\pi$ has the form ( $w_{1}, \ldots, w_{n-1}, 0$ ) and

$$
w_{1} m_{1}+\cdots+w_{n-1} m_{n-1}=0
$$

However the induction hypothesis can be applied to $R m_{1}+\cdots+R m_{n-1}$ to obtain this is free on the $n-1$ generators $m_{1}, \ldots, m_{n-1}$. Thus $w_{1}=\cdots=$ $w_{n-1}=0$. Now if $\pi(W)=R y_{n}$ then $W=R\left(y_{1}, \ldots, y_{n}\right)$ where $\left(y_{1}, \ldots, y_{n}\right)$ is in $W$.

Assertion 2. There is a basis $f_{1}, \ldots, f_{n}$ for $R^{(n)}$ and a nonzero element $b$ in $R$ such that $b f_{n}=\left(y_{1}, \ldots, y_{n}\right)$.

Notice that the proof of this assertion is independent of the rest of the proof of the theorem and is valid so long as $\left(y_{1}, \ldots, y_{n}\right) \neq 0$.

Let $R y_{1}+\cdots+R y_{n}=R b$ and let $z_{i}$ be an element of $R$ such that $z_{i} b=y_{i}$. Then

$$
R z_{1}+\cdots+R z_{n}=R
$$

and

$$
a_{1} z_{1}+\cdots+a_{n} z_{n}=1
$$

for some $a_{i}$ in $R$.
Consider the homomorphism $\theta$ from $R^{(n)}$ to $R$ defined by

$$
\theta\left(x_{1}, \ldots, x_{n}\right)=x_{1} a_{1}+\cdots+x_{n} a_{n}
$$

Then $\theta\left(z_{1}, \ldots, z_{n}\right)=1$. Write $(z)=\left(z_{1}, \ldots, z_{n}\right)$. For any $v$ in $R^{(n)}$ we have

$$
v=\theta(v)(z)+[v-\theta(v)(z)]
$$

and this shows $R^{(n)}=R(z)+\operatorname{ker} \theta$. It is easy to see the sum is direct and that $R(z)$ is free of rank 1 . Thus $\operatorname{ker} \theta$ is free with a basis $f_{1}, \ldots, f_{n-1}$. If we set $f_{n}=(z)$ then $b f_{n}=\left(y_{1}, \ldots, y_{n}\right)$ as required.

Now we complete the proof of the theorem. The element $(y)=\left(y_{1}, \ldots, y_{n}\right)$ is in $W$ so

$$
0=\phi(y)=\phi\left(b f_{n}\right)=b \phi\left(f_{n}\right)
$$

Since $M$ is torsion free and $b \neq 0$ it follows that $\phi\left(f_{n}\right)=0$. But then $M$ is generated by $\phi\left(f_{1}\right), \ldots, \phi\left(f_{n-1}\right)$ since $R^{(n)}=\sum R f_{i}$. This means $M$ can be generated by fewer than $n$ elements contrary to our assumption.

Corollary. Let $R$ have quotient field $K$ and let $L$ be a field containing $K$. If $M$ is finitely generated $R$-submodule of $L$, then $M$ is free with rank at most the dimension of $L$ over $K$.

Proof. Since $L$ is a field containing $R, M$ must be torsion free. By the theorem, $M$ is free with rank $n$ for some $n$. An easy common denominator argument shows that any minimal generating set for $M$ is a linearly independent set over $K$.

Exercise. Prove the Unimodular Row Lemma: If $R$ is a PID, and $y_{1}, \ldots, y_{n}$ are elements in $R$ such that $R y_{1}+\cdots+R y_{n}=R$ then there exists an $n \times n$ matrix $Y$ with entries in $R$ such that the first row of $Y$ is $\left(y_{1}, \ldots, y_{n}\right)$ and det $Y=$ unit in $R$. If $n \geqslant 2$, then in fact, there is such a $Y$ with $\operatorname{det} Y=1$.
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