
METRICS ON TREES I.

THE TOWER ALGORITHM FOR INTERVAL MAPS.

GIULIO TIOZZO

Abstract. We consider Milnor’s tower algorithm in the space of piece-
wise monotone maps, an iterative algorithm on the space of metrics
which unifies, on the one hand, Thurston’s iterative scheme which con-
verges to holomorphic models, and, on the other hand, the theory of
piecewise linear models coming from kneading theory. We prove that
the algorithm converges for unimodal maps of high entropy, and provide
examples where it does not converge for unimodal maps of low entropy
and multimodal maps of higher degree.

1. Introduction

A common theme in dynamics is the idea of “geometrization”: namely,
one starts with a continuous map f : X → X, seen as a topological dy-
namical system, and wants to produce a topologically conjugate (or semi-
conjugate) map to f which is the “nicest”, meaning that it preserves an
additional metric structure. For instance, according to a certain viewpoint,
it is natural to ask for a representative which is holomorphic, while another
natural choice would be to prefer a piecewise linear representative.

In complex dynamics, the most striking example of this procedure is likely
W. Thurston’s theorem [DH] on the realization of postcritically finite ra-
tional maps with given combinatorics. The theorem rests on an iterative
scheme on Teichmüller space T , which is the space of marked complex struc-
tures on a (topological) surface. The iteration is essentially given by pulling
back the complex structure, and one shows that contracting properties of
this map on T imply that an initial complex structure converges under it-
eration to a fixed point, which produces an invariant complex structure, in
turn yielding a rational map homotopic to the initial one.

In [Mi1], Milnor proposes a new variation of Thurston’s algorithm using
a “tower” of homeomorphisms. One of the advantages is that this algorithm
can be at least defined even for postcritically infinite maps (even though
its convergence remains to be proven). In [Mi2], he defines a generalized
version of this algorithm, called the tower algorithm. Such iteration starts
with a topological dynamical system and aims to produce in the limit a
representative of the initial system which belongs to a special class we are
interested in, for instance holomorphic or piecewise linear.
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In this paper, we consider the convergence properties of the tower algo-
rithm on the space of piecewise monotone interval maps. It turns out that
it is convenient to frame the problem in terms of the space of metrics on
the interval, and consider iterations by a pullback operator on it.

In Part II of this work, we shall generalize this approach to complex
polynomials, showing its relation to core entropy and measured laminations.

1.1. Critical values. Let I = [a, b] be a closed interval. A piecewise mono-
tone map f is a continuous map f : I → I with f(∂I) ⊆ ∂I, for which
there exist finitely many points a = c0 < c1 < · · · < cd−1 < cd = b in
I, called critical points, or turning points, such that the restriction of f to
each Ik := [ck−1, ck] is strictly monotone, and for any 1 ≤ k ≤ d − 1 the
monotonicity of f on Ik and Ik+1 is different. The minimum such d is called
the degree of the map f . We denote as Fd the set of piecewise monotone
maps of degree d.

Definition 1.1. We define the critical value vector CV (f) of the map f as
the vector

CV (f) := (f(c0), f(c1), . . . , f(cd−1), f(cd)).

A piecewise monotone map f is piecewise linear of constant slope if there
exists s such that the slope of f equals ±s at each non-turning point.

Following [Mi2], we give the definition:

Definition 1.2. A subset G ⊆ Fd is parameterized by critical values if for
any f ∈ Fd there is one and only one g ∈ G with the same critical value
vector as f .

The two main classes of maps parameterized by critical values we will
consider are:

(1) The class GPol of polynomial maps with all critical points real and
distinct, and in the interior of I;

(2) the class GCS of piecewise linear monotone maps of constant slope.

1.2. An iterative procedure. Any class of maps G parameterized by crit-
ical values defines an iterative process in the space of piecewise monotone
maps. Let us fix such a class G. The algorithm is as follows.

Step 1. Given a piecewise monotone f : I → I, let g = gf be the unique
map in G such that CV (f) = CV (g).

Step 2. Then, there exists a unique homeomorphism h = hf,g : I → I
such that f = g ◦ h. The observation gives rise to the following diagram:

I
g

��
I

f //

h

OO

I.
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Step 3. Following ([Mi2], Slide 16), we define the operator Θ : Fd → Fd
as

Θ(f) := hf,g ◦ gf .
The operator Θ(f) fits in the diagram:

I
Θ(f) //

g

��

I

I
f //

h

OO

I.

h

OO

Step 4. By iterating this procedure, one produces a sequence fn := Θn(f)
of piecewise monotone maps, a sequence (gn) of maps in the class G, and a
sequence (hn) of homeomorphisms, which fit in the following tower:

I
fn+1 //

gn

��

I

I
fn //

hn

OO

I

hn

OO

I
f2 //

g1

��

OO

I

OO

I
f1 //

g0

��

h1

OO

I

h1

OO

I
f //

h0

OO

I

h0

OO

where each fn is topologically conjugate to the initial f = f0.

1.3. Convergence. It is now natural to ask under which conditions this
algorithm converges.

(1) The iteration of ΘPol provides an algorithm which, at least in the
postcritically finite case, is closely related to Thurston’s algorithm;
we present a more detailed description of the relationship in the
Appendix. For the differences between the two, see Remark 1.3.

(2) The iteration of ΘCS is the main subject of the rest of the paper.

In the context of ΘCS , Milnor1 asks the following

Question ([Mi2], Slide 18). For what maps f = f0 does the sequence (fn)
converge to a limit function f∞?

He also formulates the

1For a collection of videos of examples and counterexamples to convergence, see http:

//www.math.stonybrook.edu/~jack/BREMEN/.
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Figure 1. The first two iterations of the tower algorithm.
In most cases, (fn) converges to a piecewise linear map, and
(hn) converges to the identity.

Conjecture ([Mi2], Slide 19). For any (reasonable ?) f0, the associated
sequence of constant slope maps (gn) converges, and yields the “correct”
topological entropy

htop(f0) = log+(s(g∞))

where s(g) denotes the slope.

In this paper, we show (Theorem 4.1) that the sequences (fn) and (gn)
converge for unimodal maps with high entropy, and construct (Section 5)
counterexamples to convergence for unimodal maps with low entropy and
for multimodal maps of degree d ≥ 3.

This problem turns out to be closely related to the classical problem of
convergence of an initial distribution to the measure of maximal entropy;
essentially, convergence of the algorithm is equivalent to mixing for the mea-
sure of maximal entropy. Thus, this is also connected to the spectral prop-
erties of the transfer operator, whose theory is by now highly developed (see
[Ba2]; more details will be given in Section 3).

Remark 1.3. Note there are two main differences between Thurston’s al-
gorithm for postcritically finite rational maps and the tower algorithm on
the class of polynomials. First, the Thurston algorithm is only defined for
posticritically finite maps. Second, the numerical convergence and stability
of Thurston’s algorithm have been thoroughly studied, while we do not make
claims on the stability of the tower algorithm.

Acknowledgements. We thank John Milnor and Viviane Baladi for sev-
eral useful discussions. The author is partially supported by NSERC and
an Ontario Early Researcher Award.
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2. Piecewise linear maps of constant slope

We now consider the case of piecewise linear maps of constant slope. The
starting point of the iteration is given by the following observation.

Lemma 2.1. Given a piecewise monotone f : I → I, there exists a unique
piecewise linear map g of constant slope, such that CV (f) = CV (g). More-
over, there exists a unique homeomorphism h : I → I such that f = g ◦ h.

Proof. Let us set vi := f(ci) for i = 0, . . . , d. Let c̃j be the turning points of
g. Then, if the slope of g is s > 0, we have

|vj+1 − vj | = s(c̃j+1 − c̃j) for all 0 ≤ j ≤ d− 1

hence, by summing over j, we obtain

s =

∑d−1
j=0 |vj+1 − vj |
c̃d − c̃0

.

Note that for simplicity we set c̃0 = 0, c̃d = 1. Moreover, c̃i is given by

c̃i − c̃0 =
1

s

i−1∑
j=0

|vj − vj+1|

and we define g as

g(x) := vj + εs(x− c̃j)
for c̃j ≤ x ≤ c̃j+1 and ε = ±1. Further, we note that f : [cj , cj+1]→ [vj , vj+1]
is a homeomorphism, and the same goes for g : [c̃j , c̃j+1]→ [vj , vj+1]. Hence
we define

h|[cj ,cj+1] := g−1|[vj ,vj+1] ◦ f |[cj ,cj+1].

�

2.1. The space of metrics. An arc is an unordered pair [x, y] of distinct
points of I. We think of [x, y] as the subsegment of I with endpoints x, y.
We denote as A the set of arcs in I.

We define a metric on I to be a functional m on the set [x, y] of pairs
of points in I, which we think of as assigning a length to each arc in the
interval. We want the additional properties that

(i) m([x, y]) ≥ 0 for any x, y ∈ I;
(ii) m is additive on disjoint arcs: if y lies between x and z, then

m([x, z]) = m([x, y]) +m([y, z]).

Let M(I) denote the space of metrics on I. This is a cone in a vector
space, and has norm ‖m‖ := m(I). Clearly, any non-atomic Borel measure
on the interval induces a metric. A metric m has unit length if m(I) = 1.
We denote as M1(I) the set of unit length metrics on I.

Remark 2.2. On an interval, metrics and measures play almost the same
role (except, of course, for the fact that for the moment we only require
additivity rather than countable additivity); however, framing the problems
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in terms of metrics will lend itself more naturally to the generalization to
trees and laminations in the second part of this work.

We define the weak topology on the space of metrics by declaring that
mn ⇀m∞ if for any arc J we have

mn(J)→ m∞(J).

Moreover, we define the strong topology by setting that mn → m∞ if

sup
J
|mn(J)−m∞(J)| → 0 as n→∞.

Note that to any non-atomic, unit length metric of full support m one can
associate a homeomorphism h : I → I by defining

h(x) = m([0, x]).

In fact, for any measure m, h is weakly increasing and right-continuous: if
m has full support, then it is strictly increasing, while if m is non-atomic, h
is continuous.

2.2. The pullback operator. Given f , we define a pullback operator f? :
M(I) →M(I) as follows. For each interval J ⊆ I and any m ∈ M(I), we
let

(f?m)(J) :=
d∑

k=1

m(f(J ∩ Ik)).

By definition, the pullback operator is linear, and it is contravariant, i.e.
(f ◦ g)? = g? ◦ f?. Note that the kernel of f? is the space of metrics m such
that m(f(I)) = 0.

Example. If m0 is the metric induced by Lebesgue measure, then for any
interval J

(1) (f?m0)(J) = VarJ(f)

is the total variation of f over J .

Definition 2.3. We call a metric m linearly expanded by f if there exists
λ ∈ R such that

f?m = λm.

Linearly expanded, unit length metrics are fixed points of the operator

P (m) :=
f?m

‖f?m‖
.

Lemma 2.4. A linearly expanded metric m defines a semiconjugacy of f to
a piecewise linear map: indeed, if one defines

h(x) := m([0, x])

then one has

h ◦ f = g ◦ h
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where g is the piecewise linear map with slope λ and critical points h(ci),
where ci is a critical point for f .

Proof. Indeed, if m is linearly expanded by f and x, y ∈ Ik for some k, we
have

f?m([x, y]) = m([f(x), f(y)]) = |h(f(y))− h(f(x))|
= λm([x, y]) = λ(h(y)− h(x)).

�

Corollary 2.5. The Lebesgue measure m0 is linearly expanded by f if and
only if f is a piecewise linear map with constant slope.

Lemma 2.6. There exists a metric m on I of unit length which is linearly
expanded by f .

Proof. Let us consider the space M1(I) of unit length metrics on I. This
is a convex subset of the topological vector space RA, and it is continuous
with respect to the weak topology. Then the operator P :M1(I)→M1(I)
defined as

P (m) :=
f?m

‖f?m‖
is continuous, hence it has a fixed point. The fixed point is a metric which
is linearly expanded by the dynamics. �

2.3. Iteration in the space of metrics. Let us denote as m0 the unit
length metric induced by normalized Lebesgue measure. Moreover, we let
Hn := hn−1 ◦ hn−2 ◦ · · · ◦ h1 ◦ h0, so that

(2) fn ◦Hn = Hn ◦ f0

for any n. Denote as si the slope of gi.

Lemma 2.7. We have for any n ≥ 1 the identity

(f?)n(m0) = s0s1 . . . sn−1(H?
n)(m0).

Proof. Let us first prove the case n = 1. We claim that if g and h are
constructed from f according to the above mentioned algorithm, then we
have

f?(m0) = s h?(m0)

where s is the slope of g. From f = g ◦ h we get f? = h? ◦ g?. Then if m0 is
the Lebesgue measure, we have, since g is piecewise linear with slope s

f?(m0) = h?(g?m0) = h?(sm0) = sh?(m0).

To prove the general claim, let us proceed by induction. Note that the
previous argument with f = fn, g = gn and h = hn yields

(3) f?n(m0) = sn h
?
n(m0)

where sn is the slope of gn. Now, the inductive hypothesis is that

(f?)n(m0) = s0 . . . sn−1H
?
n(m0).
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By applying f? to both sides, one gets

(f?)n+1(m0) = s0 . . . sn−1f
?H?

n(m0)

and using fn ◦Hn = Hn ◦ f and equation (3) we get

(f?)n+1(m0) = s0 . . . sn−1H
?
nf

?
n(m0) = s0 . . . sn−1snH

?
nh

?
n(m0)

which yields the claim as H?
n ◦ h?n = H?

n+1 by construction. �

Corollary 2.8. We have for any n ≥ 0 the identity

Pn(m0) = (H?
n)(m0).

Hence we can look at the iterative procedure described above in the fol-
lowing way: we start with

mn :=
(f?)n(m0)

‖(f?)n(m0)‖
,

then there exists a unique homeomorphism Hn such that

mn = H?
n(m0).

Finally, we get

fn = Hn ◦ f ◦ (Hn)−1.

2.4. Hofbauer towers. Let C be the set of turning points of f , and let
I1, . . . , Id be the closures of the connected components of I \ C. Let D be
the smallest set of intervals in I with the two properties:

(1) I1, I2, . . . , Id belong to D;
(2) if J belongs to D, then f(J) ∩ Ii belongs to D for any i such that

the interiors of f(J) and Ii intersect.

Then, if we consider `1(D) := {
∑

J∈D aJeJ :
∑
|aJ | < ∞}, we have the

map

p :M(I)→ `1(D)

defined as

p(m) :=
∑
J∈D

m(J)eJ .

Lemma 2.9. The map p semiconjugates the pullback map f? on M(I) to
a linear map T : `1(D)→ `1(D) so that p ◦ f? = T ◦ p.

Proof. We define the map T on each basis vector eJ as

T (eJ) :=

d∑
i=1

ef(J)∩Ii

and extend it by linearity. �
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The above space `1(D) has been defined by Hofbauer, who shows ([Ho,
Theorem 4]) that

htop(f) = log ρ(T )

where T is the adjacency operator of the graph in `1(D) and ρ is the spectral
radius. He also proves that every topologically transitive piecewise monotone
map has a unique measure of maximal entropy. See also Raith [Ra].

3. Transfer operators

Given a partition a = x0 < x1 < · · · < xk−1 < xk = b of [a, b], denoted

by P, we define Var(ϕ,P) :=
∑k−1

i=0 |ϕ(xi+1)−ϕ(xi)|. A function ϕ : I → R
has bounded variation if

VarI(ϕ) := sup
P

Var(ϕ,P) <∞.

Given a measure µ on I, we consider the space BV of functions of bounded
variation, with norm

‖ϕ‖BV := VarI(ϕ) + ‖ϕ‖∞.
The space S of step functions is the space of all finite linear combinations of
the characteristic functions χJ of all subintervals J ⊂ I. A metric m defines
a linear operator Em : S → R by

Em(ϕ) :=
∑
J

aJm(J)

if ϕ =
∑

J aJχJ . We also write
∫
ϕ dm instead of Em(ϕ). Recall the well-

known

Lemma 3.1. The space S is dense in the space BV, with respect to the sup
norm.

In fact, the uniform closure of the set of step functions is the space of
regulated functions, i.e. functions which admit both left and right limits
everywhere, and functions of bounded variation are regulated.

Moreover, following [Ru], we define the space SBV (I) of step bounded
variation functions as the closure of the space of step functions with respect
to the BV norm. This is a smaller space than BV (I).

By Lemma 3.1, we can extend the operator Em to Em : BV → R, hence
obtaining a pairing 〈·, ·〉 : BV ×M(I)→ R,

〈ϕ,m〉 :=

∫
ϕ dm.

3.1. The transfer operator. Let us now recall the spectral theory of trans-
fer operators on the space BV. For further references, see e.g. [Ba1].

Let L : BV → BV be the transfer operator, with potential g ≡ 1. That
is,

(Lϕ)(x) :=

d∑
i=1

ϕ(f−1
i x)χf(Ii)(x)
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where f−1
i : f(Ii)→ Ii are the local inverses2 of f .

Lemma 3.2. For any interval I and any metric m, we have

〈LχI ,m〉 = 〈χI , f?m〉.

Proof. By definition we have∫
LχI dm =

d∑
i=1

∫
(χI ◦ f−1

i )χf(Ii) dm

=
d∑
i=1

∫
χf(I∩Ii) dm

=

d∑
i=1

m(f(I ∩ Ii))

= f?m(I).

�

As a corollary, using Lemma 3.1, we obtain the duality relation

〈Lϕ,m〉 = 〈ϕ, f?m〉
for any ϕ ∈ BV , m ∈ M. Moreover, by setting m = m0 in the previous
proof, we obtain

VarJ(fn) = ‖LnχJ‖L1

where we consider the L1 space with respect to Lebesgue measure.

3.2. Spectral decomposition. Let f : I → I be a piecewise monotone
map, and let λ := ehtop(f).

We denote as `(f, J) the number of laps, i.e. the number of intervals of
monotonicity, of the restriction of f to J ; we let `(f) := `(f, I) the total
number of laps.

By [HK1, Chapter III.5], there exists a measure µ on I such that∫
I
L(ϕ) dµ = λ

∫
I
ϕ dµ

for all bounded, measurable ϕ. Note that in general µ need not have full
support.

Following [BK], we have a spectral decomposition.

Theorem 3.3. Suppose f : I → I is a piecewise monotone map with
htop(f) > 0. Let L : BV → BV be the transfer operator. Then:

(1) the spectral radius of L equals λ = ehtop(f);

2Note that different sources (e.g. [BK], [Ru]) have slightly different definitions of L,
depending on considering the endpoints of Ii or not. However, since the definitions only
differ on finitely many points, such modifications induce the same operator on BV/N ,
hence they turn out to have the same discrete spectrum by [Ba1, Proposition 3.4].
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(2) there exists a spectral decomposition

L =

r∑
i=1

λiPi(Pi +Ni) + PresL

where λ = λ1, λ2, . . . , λr are the eigenvalues of modulus λ, and each
Pi is a spectral projector of finite rank. Moreover, each Ni is nilpo-
tent, and PiNi = NiPi = Ni. Further, there exists µ < λ and c > 0
such that

‖PresLn‖BV ≤ cµn for any n ≥ 1.

(3) If ϕ is an eigenvector with eigenvalue λ, then it is non-negative, and
the measure ν defined by dν = ϕ dµ is invariant under f .

Proof. Let N be the space of functions of bounded variation that vanish
except on a countable set. By [Ba1, Proposition 3.4], the spectrum on BV
and on BV/N coincide outside the disk of radius 1. To prove (1), note that,
by [Ba1, Theorem 3.2 (c)], the spectral radius of L on BV/N is

R := lim
n→∞

(‖Ln1‖∞)1/n

and let us note that

VarI(f
n) = 〈Ln1,m0〉 ≤ ‖Ln1‖∞ ≤ `(fn)

and by Misiurewicz-Szlenk [MS] and the definition of topological entropy

lim
n→∞

(VarI(f
n))1/n = ehtop(f) = lim

n→∞
(`(fn))1/n

hence
R = ehtop(f),

see also [Ba1, Theorem 3.3]. Now, (2) is [BK, Theorem 1] and follows by
quasicompactness of L. Finally, (3) is [Ba1, Theorem 3.2 (c)]. �

Similar decompositions are given in [Ry], [HK2] (but under the assump-
tion that µ has full support, so there is no nilpotent part).

For piecewise monotone maps, the peripheral eigenvalues of the transfer
operator acting on BV are in correspondence with the zeros of the kneading
determinant.

Theorem 3.4. Let f be a piecewise monotone map with htop(f) > 0. Then
a complex number t with 0 < |t| < 1 is a zero of the Milnor-Thurston
determinant Df (t) if and only if t−1 is an eigenvalue of the transfer operator
L acting on the space BV . Moreover, the algebraic multiplicities are the
same.

Proof. The statement follows from work of Baladi-Ruelle [BR], who also deal
with non-constant weights (see also [Ba2]). In the constant weight case we
are interested in, a direct way is to invoke [Ru, Theorem 3.1], whereby the
zeros of the Milnor-Thurston determinant correspond to the eigenvalues of
modulus> 1 of the transfer operator on the space SBV (a, b) of step bounded
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variation functions; moreover, by [Ru, Theorem 3.3], these eigenvalues also
correspond to the eigenvalues of the transfer operator acting on BV (a, b).

�

Remark 3.5. If the partition
⊔d−1
i=0 [ci, ci+1) is generating, then by [BK,

Theorem 2] the eigenvalues of L coincide with the poles of the zeta function
ζ(t). Moreover, by [MT, Theorem 9.2]

Df (t) =
χ(t)

ζ̂(t)
,

where χ(t) is a cyclotomic polynomial and ζ̂(t) is the reduced zeta function.
Since there are no homtervals, the reduced zeta function and the usual zeta
function ζ(t) are the same, possibly up to cyclotomic factors.

3.3. The topologically mixing case. Recall a map f : I → I is topolog-
ically mixing if for any nonempty, open sets U, V there exists n0 such that
f−n(U) ∩ V 6= ∅ for any n ≥ n0. In this case we have:

Proposition 3.6 ([Ba1], Proposition 3.6). If f is topologically transitive,

then λ = ehtop(f) is a simple eigenvalue of L. Moreover, if f is topologically
mixing, then L does not have any other eigenvalue of modulus λ.

Recall that the postcritical set of f is Pf :=
⋃d−1
i=1

⋃
n≥1 f

n(ci), and the

core of f , denoted Kf , is the convex hull of Pf . Note that f(Kf ) ⊆ Kf .

Lemma 3.7. Any eigenvector of L of eigenvalue ξ with |ξ| > 1 vanishes on
I \Kf .

Proof. Note that I \ Kf has two connected components, let us call them
I+ and I−; moreover, f is injective on each of them, and f−1(I+) ⊆ I+

and f−1(I−) ⊆ I+. Thus, for any x ∈ I \ Kf and for any n ≥ 1, the set
f−n(x) contains at most two elements. Hence, if ϕ is an eigenvector of L of
eigenvalue ξ, we have for any x ∈ I \Kf ,

|ξ|n|ϕ(x)| = |Lnϕ(x)| ≤ 2 sup
I
|ϕ|

for any n, so ϕ(x) = 0. �

We say f is topologically mixing on the core if the restriction f |Kf is
topologically mixing. Moreover, f is locally eventually onto the core if for
any closed interval J ⊆ Kf with nonempty interior there exists n > 0 such
that fn(J) = Kf . This implies topologically mixing on the core.

As a consequence of Proposition 3.6 and Lemma 3.7, we obtain the fol-
lowing (well-known) spectral decomposition:

Theorem 3.8. Suppose f : I → I is a piecewise monotone map with
htop(f) > 0 and topologically mixing on the core. Let L : BV → BV be
the transfer operator. Then:

(1) the spectral radius of L equals λ = ehtop(f), and there is a unique
eigenvector of eigenvalue λ;
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(2) the rest of the spectrum is contained in {z : |z| ≤ ρ} for some
ρ < λ.

Eigenvectors of L are related to maximal measures for f . Consider the
map i : `1(D)→ BV given by

i(u) :=
∑
J∈D

uJχJ .

Then one has the semiconjugacy L(i(u)) = i(T (u)). Moreover:

Theorem 3.9 ([HK2], Theorem 3). A complex number λ with |λ| > ρess is
an eigenvalue of the transfer operator on BV if and only if it is an eigenvalue
of the adjacency operator on `1(D).

3.4. Unimodal maps. Let us now assume that f is a unimodal map, i.e.
d = 2. We shall normalize f so that I = [0, 1] and f(0) = f(1) = 0. We
denote as c the (unique) critical point of f . The core of a unimodal map f
is the interval Kf := [f2(c), f(c)].

In the unimodal case, the following dichotomy is very useful. It is inspired
by [vS, Proposition 2.5.5].

Definition 3.10. We call an interval J fast if there exists k ≥ 0 such that
both fk(J) and fk+1(J) contain c. Otherwise, we call J a slow interval.

Clearly, if J is slow, then f(J) is also slow; similarly, if J is fast and
f(J ′) = J , then J ′ is also fast.

Lemma 3.11. Let f : I → I be a unimodal map, and let J ⊆ I be a closed
interval. Then:

(1) If J is fast, there exists n such that fn(J) = [f(c), f2(c)];
(2) If J is slow, we have

VarJf
n ≤ `(fn, J) ≤ 2n/2 for any n ≥ 1.

Proof. An interval J is fast if there exists k ≥ 0 such that fk(J) and fk+1(J)
both contain the turning point. In that case, fk+2(J) contains [f(c), f2(c)],
which is the core of the interval. If J is slow, then for any n the degree of
f2 restricted to fn(J) is at most 2, hence

`(fn+2, J) ≤ `(f2, fn(J))`(fn, J) ≤ 2`(fn, J),

which by induction yields the claim. �

Note that J is fast if and only if

lim inf
n→∞

VarJ(fn)

λn
> 0.

Hence if J1, J2 are slow intervals with non-empty intersection, the union
J1 ∪ J2 is also slow.

For unimodal maps with high entropy, the spectral decomposition has a
simpler form.
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Theorem 3.12. Suppose f : I → I is a unimodal map with htop(f) >
1
2 log 2. Let L : BV → BV be the transfer operator. Then:

(1) the spectral radius of L equals λ = ehtop(f), and there is a unique
eigenvector of eigenvalue λ;

(2) the rest of the spectrum is contained in {z : |z| ≤ ρ} for some
ρ < λ.

We shall prove the spectral properties of unimodal maps by relating them
to the zeros of the kneading determinant.

Kneading theory. Let us recall the definition of kneading determinant
from [MT]. In order to capture the symbolic dynamics of f , one defines the
address of a point x 6= c as

A(x) :=

{
+1 if x ∈ [0, c)
−1 if x ∈ (c, 1].

The reason for this definition is to capture the monotonicity of x, i.e. A(x) =
+1 iff f is increasing in a neighbourhood of x. The kneading sequence of
f is then defined as the sequence of addresses of the iterates of the turning
point; namely, for any k ≥ 1 set, if fk(c) 6= c,

εk := A(fk(c))

while, if fk(c) = c, then set

εk := lim
x→c

A(fk(x))

which is still well-defined as f “folds” a neighbourhood of c. Finally, one

defines ηk :=
∏k
j=1 εj . Then the kneading series associated to f is the power

series

Df (t) := 1 +

∞∑
k=1

ηkt
k.

Note that the coefficients of Df (t) are uniformly bounded, hence the power
series defines a holomorphic function in the unit disk {t ∈ C : |t| < 1}.

Proposition 3.13. Let f be a unimodal map with htop(f) = log λ > 1
2 log 2.

Then λ−1 is a simple zero of the kneading determinant Df (t), and there are
no other zeros on the closed disk {z : |z| ≤ λ−1}.

First of all, for unimodal maps of positive entropy, the smallest real zero
of Df (t) simple:

Lemma 3.14 ([Ti], Theorem 3.1). Let f : I → I be a unimodal map with
topological entropy htop(f) > 0. Denote as Df (t) its kneading determinant,

and let s = ehtop(f). Then r = 1
s is a simple root of Df (t).

This fact is closely related to the fact (see Raith [Ra, Theorem 5]) that
any unimodal map of positive entropy has a unique measure of maximal
entropy.
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Proof of Proposition 3.13. By Milnor-Thurston [MT], for any unimodal map
f of entropy htop(f) = log λ there exists a semiconjugacy π : I → J of f
to a piecewise linear unimodal map g : J → J of slope ±λ. That is, there
is a continuous, surjective, weakly monotone map π : I → J such that
π ◦ f = g ◦ π.

If g is piecewise linear with slope λ >
√

2, then it is locally eventually onto
the core [Bo, Theorem 2]. Indeed, if J is a slow interval, g2|J is piecewise
monotone of degree 2 and slope ±λ2, hence its length satisfies

m0(g2(J)) ≥ λ2

2
m0(J)

which implies for any n ≥ 1

m0(g2n(J)) ≥
(
λ2

2

)n
m0(J)

which tends to ∞ as n → ∞, contradiction. Hence, there are no slow
intervals, so g is locally eventually onto the core.

Hence, its kneading determinant Dg(t) has only one simple zero t =

e−htop(g) = e−htop(f), and no other zero of modulus ≤ λ−1.
Now, denote as c the turning point of f , and let c̃ = π(c) be the turning

point of g. Moreover, let L := π−1(c̃), which is a closed interval containing
c. There are two cases:

(1) either fn(c) /∈ L for all n ≥ 1. This implies that

Df (t) = Dg(t)

hence the claim follows, since from above we know that Dg(t) does
not have any other root of modulus λ−1.

(2) Otherwise, there exists n such that fn(c) ∈ L. Let p be the smallest
such n. This implies that gp(c̃) = gp(π(c)) = π(fp(c)) = c̃, since
fp(c) ∈ L. Then we get the factorisation

Df (t) = D̃g(t)Dh(tp)

where h = fp |L is the first return map of f to L, which is also a

unimodal map, and D̃g(t) is the polynomial (of degree p − 1) such
that

Dg(t) =
D̃g(t)

1− tp
.

Since h is a unimodal map, every root of Dh is of modulus ≥ 1
2 ,

hence, since p ≥ 2, we have that every root of Dh(tp) has modulus
at least

√
2.

This completes the proof. �

Proof of Theorem 3.12. It follows from Theorem 3.4 and Proposition 3.13.
�
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Note that we have proved the following fact, which may be well-known
but we could not find in the literature:

Corollary 3.15. A unimodal map f with htop(f) > 1
2 log(2) is mixing for

the measure of maximal entropy3.

4. Convergence in the unimodal case

Let us now state our main convergence result.

Theorem 4.1. Let f : I → I be a unimodal map with htop(f) > 1
2 log 2.

Then:

(1) for any ϕ in BV , the sequence (Lnϕ) converges to an eigenvector of

L of eigenvalue λ = ehtop(f);
(2) the sequence (Hn) of homeomorphisms converges to a limit map H∞.

The limit H∞ semiconjugates the dynamics f to the piecewise linear
map of the same entropy;

(3) the sequence (fn) converges uniformly to a unimodal map f∞ of con-
stant slope

s = ehtop(f);

(4) moreover, the sequences (gn) and (hn) also converge uniformly to
limits g∞, h∞.

Note that the example of anomalous convergence from [Mi2, Slide 21] with
f0(x) = 2.8x(1− x) has zero entropy, hence it does not contradict Theorem
4.1. More counterexamples will be discussed in the next Section.

Proof. Consider

mn := H?
n(m0) =

(f?)n(m0)

‖(f?)n(m0)‖
.

Then, if we let Mn := ‖(f?)n(m0)‖ and J = [x, y], we have by Theorem 3.12

Ln(χJ)

Mn
→ c · P (χJ)

where P = P0 is the projector to the leading eigenspace of L, and c :=
1

〈P (1),m0〉 . Thus

Hn(y)−Hn(x) = H?
n(m0)([x, y])(4)

= mn(J)(5)

= 〈mn, χJ〉(6)

=
〈(f?)n(m0), χJ〉

Mn
(7)

=
〈m0,Ln(χJ)〉

Mn
→ c · 〈m0, P (χJ)〉(8)

3Let us remark that the measure of maximal entropy is in general not absolutely con-
tinuous w.r.t. Lebesgue, and establishing mixing properties for the absolutely continuous
invariant measure is a much more delicate problem (see e.g. [BL], [AM]).
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converges as n→∞. The convergence is uniform in x, y as

λ−n〈(Pres)n(χ[x,y]),m0〉 ≤ λ−n‖(Pres)n‖BV ‖χ[x,y]‖BV
≤ 3λ−n‖(Pres)n‖BV → 0

uniformly by Theorem 3.12. Hence we define

H∞(x) := c · 〈m0, P (χ[0,x])〉 =

∫
P (χ[0,x]) dm0∫
P (1) dm0

and we obtain

Hn → H∞

uniformly. Then, we have

fn = Hn ◦ f ◦H−1
n .

Given x ∈ I, let y ∈ H−1
∞ (x) and define

f∞(x) := H∞(f(y)).

Note that, if [y1, y2] is an interval where H∞ is constant, then H∞ is also
constant on [f(y1), f(y2)], hence f∞ is well-defined.

Lemma 4.2. H∞ is constant precisely on slow intervals.

Proof. In fact, by eq. (8), H∞ is constant on J if and only if

(9) lim
n→∞

〈m0,Ln(χJ)〉
Mn

= lim
n→∞

VarJ(fn)

VarI(fn)
= 0,

where I = [0, 1] is the whole interval. If J is slow, then

VarJ(fn) ≤ `(fn, J) ≤ 2n/2

and λ >
√

2, hence the limit above is zero. If J is fast, then there exists k
such that fk(J) = K the core of f , hence

VarJ(fn+k) ≥ Varfk(J)(f
n) = VarK(fn)

hence, since VarK(fn)
VarI(fn) is bounded below independently of n, the limit in (9)

is positive. �

Now, (3) follows from:

Lemma 4.3. We have

fn → f∞

uniformly.

Proof. Given the definitions of Hn, H∞ above, the claim follows if we prove

sup
x∈I

d(H−1
n (x), H−1

∞ (x))→ 0,

where d is the euclidean distance. Let us see the proof.
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Fix ε > 0 so that neither x = ε nor x = 1 − ε lie in a slow interval, and
let Kε be the complement of the union of open slow intervals with diameter
≥ 2ε. Define

δ(x, ε) := min{H∞(x+ ε)−H∞(x), H∞(x)−H∞(x− ε)}.

Note that for any x ∈ Kε ∩ [ε, 1− ε] we have δ(x, ε) > 0. Indeed, if not then
H∞(x + ε) = H∞(x) = H∞(x − ε), hence x lies in the interior of a slow
interval of length at least 2ε, which contradicts the definition of Kε.

Since Kε ∩ [ε, 1− ε] is compact, then

δ(ε) := inf
x∈Kε∩[ε,1−ε]

δ(x, ε) > 0.

Since Hn converges to H∞ uniformly, let n0 such that

‖Hn −H∞‖∞ <
δ(ε)

2
for n ≥ n0.

Now, let y ∈ I. Let x1, x2 be the two endpoints of H−1
∞ (y), with x1 ≤ x2.

Suppose that [x1, x2] ⊆ [ε, 1− ε]. Then,

Hn(x2 + ε) ≥ H∞(x2 + ε)− δ(ε)

2
≥ H∞(x2) +

δ(ε)

2

and similarly

Hn(x1 − ε) ≤ H∞(x1)− δ(ε)

2
hence there exists a point p ∈ [x1 − ε, x2 + ε] with Hn(p) = H∞(x1) = y.

Suppose otherwise that x1 ≤ ε. Then

H∞(2ε) ≥ H∞(ε) + δ(ε)

hence

Hn(2ε) ≥ H∞(ε) +
δ(ε)

2
= y +

δ

2
whereas

Hn(0) = H∞(0) = 0

hence there exists p ∈ [0, 2ε] such that Hn(p) = H∞(x1) = y.
The case x2 ≥ 1− ε is symmetric. �

Finally, (4) follows from (3) and the following conditional convergence result
of Milnor.

Theorem 4.4 ([Mi2], Slide 22). If (fn) converges uniformly to f∞, then
(gn) and (hn) also converge uniformly. Moreover, the limit maps f∞, g∞, h∞
commute with each other.

Finally, by passing to the limit in (2), the map H∞ semiconjugates f0

to f∞. Moreover, as in Lemma 2.4, since m∞ is an eigenvector of P with
eigenvalue λ = ehtop(f), the map f∞ is piecewise linear of slope λ. �
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In fact, the previous discussion applies verbatim to any piecewise mono-
tone map which is mixing for the measure of maximal entropy; in particular,
to topologically mixing maps. Hence, Theorem 4.1 holds for them as well.

5. Counterexamples

5.1. Higher degree case. We now show that the iterative procedure above
described does not always converge (even if we assume positive entropy). Let
a, b be two positive constants, with a+ b = 1. Let f be such that f(0) = 1,
f(a) = a, or f(1) = 0. Moreover, f maps the interval [0, a] three times onto
[a, 1], and maps [a, 1] three times onto [0, a].

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

Figure 2. A counterexample to convergence.

In fact, one can observe by the definition that

(f?)N ([0, a]) = 3(f?)N−1([a, 1]) = 9(f?)N−2([0, a])

which, since we know m0([0, a]) = a and m0([a, 1]) = b, implies that

(f?)N ([0, a]) =

{
3Na if N is even
3Nb if N is odd.

Hence,

mN ([0, a]) =

{
a if N is even
b if N is odd
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thus mN , and hence HN , does not converge as we chose a 6= b. Indeed,
HN (x) = x if N is even, and

HN (x) =

{
b
ax if 0 ≤ x ≤ a
b+ a

b (x− a) if a ≤ x ≤ 1

if N is odd. Similarly, fN = f for N even, while fN maps [0, b] to itself if
N odd. Hence the sequence (fn) does not converge either.

5.2. Unimodal case. Let us note that the condition htop(f) > 1
2 log 2 in

Theorem 4.1 is needed to guarantee convergence. To see why, let us assume
that f is the basilica tuned with the airplane, i.e. where the large scale dy-
namics is given by the basilica, and the small scale dynamics is the airplane.
This is given by the external angle θ = 26

63 = .011010. Then all entropy is
concentrated in the small Julia set, which moves with period 2. Thus, it is
not hard to find a metric (e.g. one concentrated on one of the two copies
of the Julia set) which does not converge, as the odd and even iterates are
different. In general one has:

Theorem 5.1. For any 0 < h ≤ 1
2 log(2), there exists a unimodal map of

topological entropy h such that the sequences (Hn) and (fn) do not converge
uniformly.

Proof. In fact, every real quadratic polynomial with entropy h ≤ 1
2 log 2 is

the tuning of the basilica with some other polynomial. Thus, there exist two
intervals I0, I1 with I0 ∪ I1 = Kf and intersecting only at a fixed point for
f , such that f(I0) = I1, f(I1) = I0. Let us label them so that I0 contains
the turning point. Then, one considers the metrics

µ0 :=
m0|I0
m0(I0)

µ1 :=
m0|I1
m0(I1)

which are the normalized restrictions of the Lebegue measure to I0, I1, re-
spectively. Since the orbits of points under f alternate between I0 and I1,
the metric Pn(µi) is supported on Ii for n even, and supported on Ii+1 for
n odd (where the index i is taken modulo 2).

Now, for any 0 < α < 1, let us consider the metric

m(α) := αµ0 + (1− α)µ1.

For each α, let us define hα(x) := m(α)([0, x]) and consider fα := hα◦f ◦h−1
α .

Since fα is topologically conjugate to f , it has the same topological entropy.
We shall show that the tower algorithm can converge for at most one value
of α, which implies the claim.

Let an := (f∗nµ0)(I0). Then, using the fact that f maps Ii to Ii+1 for
i = 0, 1, we compute

a(α)
n := (f∗nm(α))(I0) =

{
αan if n ≡ 0 mod 2
(1− α)an if n ≡ 1 mod 2.
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Moreover, since f maps I1 homeomorphically onto I0,

b(α)
n := (f∗nm(α))(I1) = (f∗n−1m(α))(I0) = a

(α)
n−1.

Hence, if we set m
(α)
n := Pn(m(α)), we compute

m(α)
n (I0) =

a
(α)
n

a
(α)
n + a

(α)
n−1

=


αan

αan+(1−α)an−1
= 1

1+ 1−α
α

an−1
an

if n ≡ 0 mod 2

(1−α)an
(1−α)an+αan−1

= 1
1+ α

1−α
an−1
an

if n ≡ 1 mod 2

hence limn→∞m
(α)
n (I0) exists only if α = 1

2 .

Now, let us consider the tower algorithm for fα, and denote as (f
(α)
n ) and

(H
(α)
n ) the sequences produced by the algorithm starting with fα.
Since (fα)n ◦ hα = hα ◦ fn, we obtain, as the pullback is contravariant

and using the definition m(α) = h∗α(m0),

h∗αf
∗n
α (m0) = f∗nh∗α(m0) = f∗nm(α).

Hence, a computation shows for any x ∈ [0, 1],

H(α)
n (x) =

(f∗nα m0)([0, x])

(f∗nα m0)([0, 1])
=

(f∗nm(α))([0, h−1
α (x)])

(f∗nm(α))([0, 1])
= m(α)

n ([0, h−1
α (x)]).

Now, if we denote by p the largest endpoint of I0, and assume (H
(α)
n ) con-

verges, we have

lim
n→∞

H(α)
n (hα(p)) = lim

n→∞
m(α)
n ([0, p])

exists, which implies α = 1
2 .

Finally, let us note that p
(α)
n := H

(α)
n (hα(p)) is the only fixed point of

f
(α)
n . Hence, if (f

(α)
n ) converges uniformly, then also (p

(α)
n ) should converge

as n→∞, which as before implies α = 1
2 .

Since we can set α to any arbitrary value, the claim is proven. �

Appendix. Relation with Thurston’s algorithm

In this section, we compare Thurston’s iteration on Teichmüller space
with the tower algorithm.

In the classical formulation of Thurston’s algorithm [DH], the iteration
to produce a rational map with given combinatorial data works as follows.
Let f : S2 → S2 be a postcritically finite, orientation-preserving, branched
covering of the sphere, and let P ⊆ S2 be a finite set which contains the
critical values of f and such that f(P ) = P . We denote as Tf the Teichmüller
space of (S2, P ). Elements of Tf are represented by diffeomorphisms ϕ :
(S2, P ) → P1, up to suitable equivalence: more precisely, ϕ1 ∼ ϕ2 if there
exists a conformal isomorphism h : P1 → P1 such that h ◦ ϕ1|P = ϕ2|P and
moreover h ◦ ϕ1 is isotopic to ϕ2 rel P . We denote as [ϕ] the class of ϕ as
a point in Teichmüller space. Let σf : Tf → Tf be the pullback map. The
main iterative step is described as follows.
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Proposition 5.2 ([DH], Proposition 2.2). If τ ∈ Tf is represented by ϕ :
(S2, P )→ P1, then τ ′ := σf (τ) is represented by ϕ′ : (S2, P )→ P1 so that

F := ϕ ◦ f ◦ (ϕ′)−1 : P1 → P1

is a rational map.

By applying the proposition repeatedly, one obtains a sequence (ϕn) of
homeomorphisms (S2, P )→ P1, which fit in the following tower:

S2 ϕn+1 //

f
��

P1

Fn
��

S2 ϕn //

��

P1

��
S2 ϕ2 //

f
��

P1

F1
��

S2 ϕ1 //

f
��

P1

F0
��

S2 ϕ0 // P1

where each Fn is a rational map, and the relation

(10) Fn ◦ ϕn+1 = ϕn ◦ f
holds for any n ≥ 0.

Another iterative scheme is introduced in [Mi1]; let us compare the two.
To convert to the terminology of [Mi1], let us fix a set Q of three points, with
Q ⊆ P . We can identify S2 with P1 and start our iteration with ϕ0 = id.
Moreover, by composing with Möbius maps, we can make sure that the
restriction of ϕn to Q is the identity for each n.

Then we set the following:

fn := ϕn ◦ f ◦ ϕ−1
n(11)

hn := ϕn+1 ◦ ϕ−1
n(12)

gn := Fn.(13)

Then fn is topologically conjugate to f , hn is a homeomorphism and gn is a
rational map. Finally, by construction our hn’s are normalized so that the
restriction of each hn to Q is the identity.

Lemma 5.3. Under the above definitions, we have the identities

gn ◦ hn = fn

hn ◦ gn = fn+1

for any n ≥ 0.
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Proof. Using (11), (12), and (10), one checks

gn ◦ hn = (ϕn ◦ f ◦ ϕ−1
n+1) ◦ (ϕn+1 ◦ ϕ−1

n )

= ϕn ◦ f ◦ ϕ−1
n

= fn.

Similarly,

hn ◦ gn = (ϕn+1 ◦ ϕ−1
n ) ◦ (ϕn ◦ f ◦ ϕ−1

n+1)

= ϕn+1 ◦ f ◦ ϕ−1
n+1

= fn+1

as needed. �

Thus, this iteration scheme fits into the tower

S2 fn+1 //

gn

  

S2

S2 fn //

hn

OO

S2

hn

OO

S2 f2 //

g1

  

OO

S2

OO

S2 f1 //

g0

  

h1

OO

S2

h1

OO

S2 f0 //

h0

OO

S2

h0

OO

which is precisely the iterative process discussed in [Mi1]. In particular,
as a corollary of Thurston’s theorem, one gets the following convergence
result, as mentioned in [Mi2].

An orientation-preserving branched covering of the sphere f is called a
topological real polynomial if f−1(∞) =∞ and f preserves the real axis, i.e.
f(R) ⊆ R (recall that we have fixed an identification between S2 and P1).
A topological real polynomial of degree d is in normal form if f(0) = 0,
f(1) ∈ {0, 1} and f has d− 1 distinct real critical points, all of which lie in
the interior of I = [0, 1].

Theorem 5.4 ([Mi2]). Suppose f is a postcritically finite topological real
polynomial in normal form with at least 4 postcritical points, and has no
obstruction. Then the sequence (gn) converges uniformly to a real polynomial
map g∞.

Proof. Let us set Q = {0, 1,∞} and P = Pf ∪Q, where Pf is the postcritical
set of f . By Thurston’s theorem [DH], there exists a homeomorphism ϕ∞ :
S2 → P1 so that [ϕn] → [ϕ∞] in the Teichmüller metric. This also yields a
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rational map F∞ which is (Thurston)-equivalent to f , meaning that F∞ ◦
ϕ∞|P = ϕ∞ ◦ f |P and F∞ ◦ ϕ∞ ∼ ϕ∞ ◦ f up to isotopy rel P .

This means that there exists for each n a quasi-conformal map ιn : P1 →
P1 with ιn ◦ ϕn ∼ ϕ∞ rel P and ιn ◦ ϕn|P = ϕ∞|P so that the quasi-
conformality constant satisfies K(ιn) → 1. By our normalization, we also
have ιn|Q = id. This implies that for any p ∈ P we have

ϕn(p)→ ϕ∞(p)

as n → ∞. In particular, the critical values of Fn converge to the critical
values of F∞. Let Fd be the set of real polynomials of degree d in normal
form. Since the map

Fd 3 f 7→ (v1, . . . , vd−1) ∈ Rd−1

which assigns to a polynomial in normal form its critical values is a homeo-
morphism onto its image ([BMS, Lemmas 3.1, 3.2], see also [MiTr, Appen-
dix A], [Ch]), this implies that Fn converges uniformly to F∞. (Recall that
gn = Fn by definition). �
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