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Random walks on weakly hyperbolic groups
Random walks, WPD actions, and the Cremona group
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Corollary.

$$
\mathbb{P}\left(w_{n} \text { is loxodromic }\right) \rightarrow 1
$$
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Definition
Given an isometry $g$ of $X$ and $x \in X$, we define its translation length as

$$
\tau(g):=\lim _{n \rightarrow \infty} \frac{d\left(g^{n} x, x\right)}{n}
$$

## Lemma (Classification of isometries of hyperbolic spaces)

Let $g$ be an isometry of a $\delta$-hyperbolic metric space $X$ (not necessarily proper). Then either:

1. $g$ has bounded orbits. Then $g$ is called elliptic.
2. $g$ has unbounded orbits and $\tau(g)=0$. Then $g$ is called parabolic.
3. $\tau(g)>0$. Then $g$ is called hyperbolic or loxodromic, and has precisely two fixed points on $\partial X$, one attracting and one repelling.
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the set of shadows based at $x$, with centers on $G x$ and distance parameter $\geq r$.

## Proposition

Let $G$ be a countable group of isometries of a separable Gromov hyperbolic space $X$. Let $\mu$ be a non-elementary probability distribution on $G$, and let $\nu$ be the hitting measure on $\partial X$. Then

$$
\lim _{r \rightarrow \infty} \sup _{S \in S h(x, r)} \nu(\bar{S})=0
$$

## Proof.

A shadow centered at $g x$ of distance parameter $r$ is contained in a ball of radius $\approx e^{-\epsilon r}$ in the metric $d_{\epsilon}$ on $\partial X$. As $\nu$ is non-atomic, the measure of a ball of radius $e^{-\epsilon r}$ tends to zero uniformly as $r \rightarrow 0$.
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For $U$ a subset of $X$, let

$$
H_{x}^{+}(U):=\mathbb{P}\left(\exists n \geq 0: w_{n} x \in U\right)
$$

the probability of ever hitting the shadow.

## Proposition

Let $G$ be a countable group which acts by isometries on a separable Gromov hyperbolic space $X$, and $\mu$ a non-elementary probability distribution on $G$. Then

$$
\sup _{S \in S h(x, r)} H_{x}^{+}(S) \leq \varphi(r)
$$

for some $\varphi(r) \rightarrow 0$ as $r \rightarrow \infty$.
Note: the decay is uniform in $r$ ! (But we do not know the rate)
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which equals by the Markov property

$$
\begin{equation*}
1-H_{x}^{-}\left(w_{k i}^{-1} S_{i}\right) \tag{5}
\end{equation*}
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The distance parameter of $w_{k i}^{-1} S_{i}$, is $R+O(\delta)$; hence, by decay of shadows, we may choose $R$ sufficiently large such that (5) is at least $1-\epsilon$.

## Persistent segments are disjoint

Lemma
For some $C>0$,

$$
d\left(x, w_{k n} x\right) \geq C \#\left\{0 \leq i \leq n-1:\left[x_{i}, x_{i+1}\right] \text { is persistent }\right\}
$$

## Persistent segments are disjoint

Lemma
For some $C>0$,

$$
d\left(x, w_{k n} x\right) \geq C \#\left\{0 \leq i \leq n-1:\left[x_{i}, x_{i+1}\right] \text { is persistent }\right\}
$$



## Persistent segments are disjoint

Lemma
For some $C>0$,

$$
d\left(x, w_{k n} x\right) \geq C \#\left\{0 \leq i \leq n-1:\left[x_{i}, x_{i+1}\right] \text { is persistent }\right\}
$$



## Persistent segments are disjoint

Lemma
For some $C>0$,

$$
d\left(x, w_{k n} x\right) \geq C \#\left\{0 \leq i \leq n-1:\left[x_{i}, x_{i+1}\right] \text { is persistent }\right\}
$$

Proof.
Let $\gamma$ be a geodesic from $x$ to $x_{n}=w_{k n} x$.

## Persistent segments are disjoint

Lemma
For some $C>0$,

$$
d\left(x, w_{k n} x\right) \geq C \#\left\{0 \leq i \leq n-1:\left[x_{i}, x_{i+1}\right] \text { is persistent }\right\}
$$

Proof.
Let $\gamma$ be a geodesic from $x$ to $x_{n}=w_{k n} x$.

- If $\left[x_{i}, x_{i+1}\right]$ is persistent,


## Persistent segments are disjoint

Lemma
For some $C>0$,

$$
d\left(x, w_{k n} x\right) \geq C \#\left\{0 \leq i \leq n-1:\left[x_{i}, x_{i+1}\right] \text { is persistent }\right\}
$$

## Proof.

Let $\gamma$ be a geodesic from $x$ to $x_{n}=w_{k n} x$.

- If $\left[x_{i}, x_{i+1}\right]$ is persistent, $\gamma$ has a subsegment $\gamma_{i}$ of length $\geq \boldsymbol{C}$ which fellow travels $\left[x_{i}, x_{i+1}\right.$ ],


## Persistent segments are disjoint

Lemma
For some $C>0$,

$$
d\left(x, w_{k n} x\right) \geq C \#\left\{0 \leq i \leq n-1:\left[x_{i}, x_{i+1}\right] \text { is persistent }\right\}
$$

## Proof.

Let $\gamma$ be a geodesic from $x$ to $x_{n}=w_{k n} x$.

- If $\left[x_{i}, x_{i+1}\right]$ is persistent, $\gamma$ has a subsegment $\gamma_{i}$ of length $\geq \boldsymbol{C}$ which fellow travels [ $x_{i}, x_{i+1}$ ], and is disjoint from both $S_{x_{i+1}}\left(x_{i}, R+C\right)$ and $S_{x_{i}}\left(x_{i+1}, R+C\right)$.


## Persistent segments are disjoint

Lemma
For some $C>0$,

$$
d\left(x, w_{k n} x\right) \geq C \#\left\{0 \leq i \leq n-1:\left[x_{i}, x_{i+1}\right] \text { is persistent }\right\}
$$

## Proof.

Let $\gamma$ be a geodesic from $x$ to $x_{n}=w_{k n} x$.

- If $\left[x_{i}, x_{i+1}\right]$ is persistent, $\gamma$ has a subsegment $\gamma_{i}$ of length $\geq \boldsymbol{C}$ which fellow travels [ $x_{i}, x_{i+1}$ ], and is disjoint from both $S_{x_{i+1}}\left(x_{i}, R+C\right)$ and $S_{x_{i}}\left(x_{i+1}, R+C\right)$.
- If $\left[x_{j}, x_{j+1}\right]$ is also persistent, then $\gamma_{i}$ and $\gamma_{j}$ are disjoint


## Persistent segments are disjoint

Lemma
For some $C>0$,

$$
d\left(x, w_{k n} x\right) \geq C \#\left\{0 \leq i \leq n-1:\left[x_{i}, x_{i+1}\right] \text { is persistent }\right\}
$$

## Proof.

Let $\gamma$ be a geodesic from $x$ to $x_{n}=w_{k n} x$.

- If $\left[x_{i}, x_{i+1}\right]$ is persistent, $\gamma$ has a subsegment $\gamma_{i}$ of length $\geq \boldsymbol{C}$ which fellow travels [ $x_{i}, x_{i+1}$ ], and is disjoint from both $S_{x_{i+1}}\left(x_{i}, R+C\right)$ and $S_{x_{i}}\left(x_{i+1}, R+C\right)$.
- If $\left[x_{j}, x_{j+1}\right]$ is also persistent, then $\gamma_{i}$ and $\gamma_{j}$ are disjoint by (weak)-convexity of shadows.


## Persistent segments are disjoint

Lemma
For some $C>0$,

$$
d\left(x, w_{k n} x\right) \geq C \#\left\{0 \leq i \leq n-1:\left[x_{i}, x_{i+1}\right] \text { is persistent }\right\}
$$



## Persistent segments are disjoint

Lemma
For some $C>0$,

$$
d\left(x, w_{k n} x\right) \geq C \#\left\{0 \leq i \leq n-1:\left[x_{i}, x_{i+1}\right] \text { is persistent }\right\}
$$

## Proof.
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- Therefore $d\left(x, w_{k n} x\right)$ is at least $C$ times the number of persistent subsegments between $x$ and $w_{k n} x$.
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\liminf _{n \rightarrow \infty} \frac{d\left(x, w_{k n} x\right)}{k n} \geq \frac{C}{k} \liminf _{n \rightarrow \infty} \frac{1}{n} Z_{n}=\frac{A C}{k}>0
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which proves the first part of the Theorem.
(Note: we made no assumptions on the moments of $\mu$.)
For the second part, if $\mu$ has finite first moment with respect to $d$, we apply Kingman's Theorem to $d\left(x, w_{k n} x\right)$, to get existence of the limit.
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$$
\tau\left(w_{n}\right)=d\left(x, w_{n} x\right)-2\left(w_{n}^{-1} x \cdot w_{n} x\right)_{x}+O(\delta)
$$

1. Displacement term

$$
d\left(x, w_{n} x\right) \geq L n
$$

is large (by positive drift)
2. Need to show:

$$
\left(w_{n}^{-1} x \cdot w_{n} x\right)_{x}=o(n)
$$

is small
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which completes the proof.

