
In general, there are some questions in the lecture notes that you should work on. Some
come after proofs and some are in italics within proofs.

1. If y and z are two differentiable functions on (α, β) and y(x) < z(x) for all x ∈ (α, β)
does this imply that y′(x) < z′(x) on (α, β)? Prove or disprove.

2. If y′(x) < z′(x) for all x ∈ (α, β), does this imply that y(x) < z(x) on (α, β)? Prove
or disprove.

3. If y′(x) < z′(x) for all x ∈ R, does this imply that y(x) < z(x) on R? Prove or disprove.

4. If y′(x) ≤ z′(x) for all x ∈ R, does this imply that there can be at most one x at which
y(x) = z(x)? Prove or disprove.

5. If y′(x) < z′(x) for all x ∈ R, does this imply that there can be at most one x at which
y(x) = z(x)? Prove or disprove.

6. If y′′(x) < z′′(x) for all x ∈ R, does this imply that there can be at most two x at
which y(x) = z(x)? Prove or disprove. If you disprove it, can you think of one more
condition on the second derivatives so that it is true?

7. In the proof of Osgood’s Uniqueness Theorem, why did we define x2 = inf{x <
x1|z(x) > v(x)} rather than simply saying “Let x2 be some number between x0 and
x1 such that z(x2) = v(x2)?

8. If there’s an open set containing (x0, y0) where f(x, y) is continuous in x and y and
Lipschitz in y, then {

y′ = f(x, y)

y(x0) = y0

has a unique solution in some open interval containing x0. The solution has y′ contin-
uous on the open interval. What conditions would you need on f to know that y′′ is
also continuous? For y′′′ to be continuous?

9. So far, we’ve been thinking of solutions as single objects — as a graph or as a trajectory.
Given an ODE we fix the initial data and think about the solution. This approach
is useful in many ways but when geometers and dynamical systems folks are thinking
about things, they often think in a more general manner. Please read the first page
of Professor Yael Karshon’s crash course on flows http://www.math.toronto.edu/

karshon/courses/symp/flows.pdf. If you don’t already know what a manifold is,
you should by the end of MAT257. For the following, all you really need to know is
what a diffeomorphism is.

(a) Consider the interval [0, 1] (this is our manifold M) and the vector field f(y) =
y(1 − y). The flow is φt(y0) = y(t; y0). That is y(t; y0) satisfies y′(t; y0) =
f(y(t; y0)) and y(0, y0) = y0. (If the “; y0)” notation is bugging you, y(t; y0)
is the solution of y′ = f(y) such that y(0) = y0.) You can exactly solve this ODE
and so you can write down φt. Prove that it’s a flow.
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(b) More generally, we could take M = R or we could take M = [a, b] ⊂ R and then
consider solutions of y′ = f(y) with initial data in M . We have our existence
theorem and our existence and uniqueness theorem. What would we need to
know about f so that we have a flow? If we’re missing a theorem, what theorem
are we missing?

(c) The definition of flow in Professor Karshon’s notes requires that trajectories (aka
solutions) exist for all time: t ∈ R. We could relax this and think about flows as
maps from (α, β)×M →M where (α, β) is an interval of existence that contains
0 and we require φs+t(m) = φs(φt(m)) only when s, t, and s + t are all in (a, b).
With this relaxation, consider M = [1,∞) and the vector field f(y) = y(1 − y).
Again, you can solve this ODE and can write down φt(y). Is φt a flow? If not,
why not? If not, how would your answer change if M = [1, 100]?

The following four pages of exercises are from Michael E. Taylor’s Introduction to Differ-
ential Equations.
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