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OF THE PATH FIBRATION OVER A LIE GROUP
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Abstract. Let G be a connected Lie group, LG its loop group, and
π : PG → G the principal LG-bundle defined by quasi-periodic paths in
G. This paper is devoted to differential geometry of the Atiyah algebroid
A = T (PG)/LG of this bundle. Given a symmetric bilinear form on g

and the corresponding central extension of Lg, we consider the lifting
problem for A, and show how the cohomology class of the Cartan 3-form
η ∈ Ω3(G) arises as an obstruction. This involves the construction of a
2-form ̟ ∈ Ω2(PG)LG = Γ(∧2A∗) with d̟ = π∗η. In the second part
of this paper we obtain similar LG-invariant primitives for the higher
degree analogues of the form η, and for their G-equivariant extensions.
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1. Introduction

Let G be a connected Lie group with loop group LG. Denote by π : PG→
G the principal LG-bundle, given by the set of ‘quasi-periodic’ paths in G.
Thus γ ∈ C∞(R, G) belongs to the fiber (PG)g if it has the property,

γ(t + 1) = gγ(t)

for all t. The principal action of λ ∈ LG reads (λ.γ)(t) = γ(t)λ(t)−1; it
commutes with the action of a ∈ G given as (a.γ)(t) = aγ(t).

We are interested in the differential geometry of the infinite-dimensional
space PG → G. Since all of our considerations will be LG-equivariant,
it is convenient to phrase this discussion in terms of the Atiyah algebroid
A = T (PG)/LG→ G. As explained below, the fiber of A at g ∈ G consists
of paths ξ ∈ C∞(R, g) such that ξ(t+1)−Adg ξ(t) =: vξ is constant. We may
directly write down the Lie algebroid bracket on sections of A, thus avoiding
a discussion of Lie brackets of vector fields on infinite dimensional spaces.
The Lie algebra bundle L ⊂ A, given as the kernel of the anchor map, has
fibers the twisted loop algebras defined by the condition ξ(t + 1) = Adg ξ(t).

An invariant symmetric bilinear form on g defines a central extension

L̂→ L by the trivial bundle G× R. One may then ask for a lift Â → A of
the Atiyah algebroid to this central extension. More generally, we will study
a similar lifting problem for any transitive Lie algebroid A over a manifold
M . We will show that the choice of a connection on A, together with a
‘splitting’, define an element ̟ ∈ Γ(∧2A∗) whose Lie algebroid differential
is basic. The latter defines a closed 3-form η ∈ Ω3(M), whose cohomology
class turns out to be the obstruction to the lifting problem. In the case of
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the Atiyah algebroid over G, with suitable choice of connection, η is the
Cartan 3-form, while ̟ is explicitly given as

̟(ξ, ζ) =

∫ 1

0
ξ̇ · ζ −

1

2
vξ · vζ −Adg ξ(0) · vζ

for ξ, ζ ∈ Γ(A). Similarly, the obstruction for the G-equivariant lifting
problem is the equivariant Cartan 3-form ηG, while it turns out that ̟G =
̟. Note that ̟ may be viewed as a G× LG-invariant 2-form on PG.

The second part of this paper is devoted to ‘higher analogues’ of the
equations d̟ = π∗η, respectively dG̟ = π∗ηG. For any invariant polyno-
mial p ∈ (Sg∗)G of homogeneous degree k, the Bott-Shulman construction
[2, 10, 13] defines closed forms

ηp ∈ Ω2d−1(G), ηp
G ∈ Ω2d−1

G (G).

These become exact if pulled back to elements of Γ(∧A∗), and we will con-
struct explicit primitives

̟p ∈ Γ(∧2d−2A∗), ̟p
G ∈ ΓG(∧2d−2A∗).

which may be viewed as LG-invariant differential forms on PG. We stress
that while the existence of primitives of π∗ηp, π∗ηp

G is fairly obvious, the
existence of LG-invariant primitives is less evident. Pulling ̟p back to the
fiber over the identity LG = (PG)e, one recovers the closed invariant forms
on the loop group LG discussed in Pressley-Segal [12].

2. Review of transitive Lie algebroids

In this Sections we collect some basic facts about connections and curva-
ture on transitive Lie algebroids. Most of this material is due to Mackenzie,
and we refer to his book [11] or to the lecture notes by Crainic-Fernandes
[7] for further details.

2.1. Lie algebroids. A Lie algebroid is a smooth vector bundle A → N ,
with a Lie bracket on the space of sections Γ(A) and an anchor map a : A→
TN satisfying the Leibniz rule, [ξ1, fξ2]A = f [ξ1, ξ2]A + a(ξ1)(f) ξ2. This
implies that a induces a Lie algebra homomorphism on sections. An example
of a Lie algebroid is the Atiyah algebroid TP/H of a principal H-bundle
P → N , where Γ(TP/H) = X(P )H with the usual bracket of vector fields.
A representation of a Lie algebroid A on a vector bundle V → N is given by
a flat A-connection on V, i.e. by a C∞(N)-linear Lie algebra homomorphism
Γ(A)→ End(Γ(V)), ξ 7→ ∇ξ satisfying the Leibnitz rule, ∇ξ(fσ) = f∇ξσ +
a(ξ)(f)σ. Given additional structure on V one can ask for the representation
to preserve that structure: For instance, if V = L is a bundle of Lie algebras,
one would impose that ∇ξ acts by derivations of the bracket [·, ·]L. Tensor
products and direct sums of A-representations are defined in the obvious
way. The trivial A-representation is the bundle V = N × R with ∇ξ = a(ξ)
given by the anchor map.
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Suppose V is an A-representation, and consider the graded Γ(∧A∗)-module
Γ(∧A∗ ⊗ V). Generalizing from A = TM , we will think of the sections of
∧A∗ ⊗ V as V-valued forms on A. For ξ ∈ Γ(A), the Lie derivatives Lξ are
the operators of degree 0 on Γ(∧A∗ ⊗ V), defined inductively by

ιζ ◦ Lξ = Lξ ◦ ιζ − ι[ξ,ζ]A, ζ ∈ Γ(A),

with Lξσ = ∇ξσ for σ ∈ Γ(V). Here ιξ are the operators of contraction
by ξ. Similarly, d is the operator of degree 1 on Γ(∧A∗ ⊗ V) defined by
Cartan’s identity ιξ ◦ d = Lξ − d ◦ ιξ. The operators ιξ,Lξ,d satisfy the
usual commutation relations of contractions, Lie derivative and differential.
In particular, d squares to zero.

2.2. Transitive Lie algebroids. A Lie algebroid A over N is called tran-
sitive if its anchor map a : A→ TN is surjective. In that case, the kernel of
the anchor map is a bundle L → N of Lie algebras, and we have the exact
sequence of Lie algebroids,

(1) 0→ L→ A→ TN → 0.

The structure Lie algebra bundle L carries an A-representation ∇ξζ = [ξ, ζ]
(ξ ∈ Γ(A), ζ ∈ Γ(L)) by derivations of the Lie bracket.

Example 2.1. The Atiyah algebroid A = TP/H of a principal bundle is
a transitive Lie algebroid, with L the associated bundle of Lie algebras
L = P ×H h. The bracket on Γ(A) is given by its identification with H-
invariant vector fields on P . The induced bracket on Γ(L) is minus the
pointwise bracket on C∞(P, h)H ∼= Γ(L).

The dual a
∗ : T ∗N → A∗ of the anchor map extends to the exterior

algebras. Given an A-representation V, it hence gives an injective map
a
∗ : ∧ T ∗N ⊗ V → ∧A∗ ⊗ V, defining a map on sections,

a
∗ : Ω(N,V) ∼= Γ(∧T ∗N ⊗ V)→ Γ(∧A∗ ⊗ V).

The image of this map is the horizontal subspace Γ(∧A∗⊗V)hor, consisting of
sections φ satisfying ιξφ = 0 for all ξ ∈ Γ(L). We will often view Ω(N,V) as
a subspace of Γ(∧A∗⊗V), without always spelling out the inclusion map a

∗.
The basic subcomplex Γ(∧A∗ ⊗V)basic is the subspace of horizontal sections
satisfying Lξφ = 0 for all ξ ∈ Γ(L); it is stable under the differential d.

Lemma 2.2. Suppose that the A-connection on V descends to a flat TN =
A/L-connection, i.e. that ∇ξ = 0 for ξ ∈ Γ(L). Then

Γ(∧A∗,V)basic
∼= Γ(∧A∗,V)hor

∼= Ω(N,V).

Proof. Let ξ ∈ Γ(L) so that a(ξ) = 0, and let φ ∈ Γ(∧kA∗,V)hor. We will
show Lξφ = 0 by induction on k. If k = 0, we have Lξφ = ∇ξφ = 0 by
assumption. If k > 0, the induction hypothesis shows that for all ζ ∈ Γ(A),
ιζLξφ = Lξιζφ−ι[ξ,ζ]Aφ = 0, hence Lξφ = 0. Here we used that Γ(∧A∗,V)hor

is stable under ιζ and that [ξ, ζ]A ∈ Γ(L). �
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Remark 2.3. Lemma 2.2 applies in particular to the trivial A-representation
V = N × R. Thus Γ(∧A∗)basic

∼= Ω(N). For general A-representations the
space Γ(∧A∗ ⊗V)basic can be strictly smaller than Ω(N,V). For instance, if
N = pt, so that A = k is a Lie algebra and V = V is a k-representation, the
space Γ(∧A∗ ⊗V)basic = V k is the space of k-invariants, while Ω(N,V) = V .

A connection on a transitive Lie algebroid is a left splitting θ : A → L
of the exact sequence (1). The corresponding right splitting Horθ : TN →
A is called the horizontal lift. Dually, the connection defines a horizontal
projection

Horθ
∗ : Γ(∧A∗ ⊗ V)→ Γ(∧A∗ ⊗ V)hor.

One defines the covariant derivative by dθ = Horθ
∗ ◦d, and the curvature of

θ is given as 1

(2) F θ = dθθ = dθ −
1

2
[θ, θ]A ∈ Γ(∧2A∗ ⊗ L)hor

2.3. Pull-backs. We recall the notion of pull-back Lie algebroids, due to
Higgins-Mackenzie [9], for the special case of transitive Lie algebroids. Sup-
pose A→ N is a transitive Lie algebroid, and Φ: M → N is a smooth map.
Let Φ!A→M be the bundle 2 over M , defined by the fiber product diagram

Φ!A −−−−→ A
y

ya

TM −−−−→
dΦ

TN

That is, Φ!A = (dΦ)∗A if A is viewed as a bundle over TN . Then Φ!A
carries a natural structure of a transitive Lie algebroid, with the left vertical
map Φ!A → TM as the anchor map, and the upper horizontal map is a
morphism of Lie algebroids.

We refer to Φ!A as the pull-back of A by the map Φ. It is a pull-back in
the category of Lie algebroids, not to be confused with the pull-back Φ∗A
of A as a vector bundle. For instance, taking A = TN one has Φ!TN =
TM 6= Φ∗TN . Note that if A = TP/H is the Atiyah algebroid of a principal
H-bundle P → N , then Φ!A = T (Φ∗P )/H is the Atiyah algebroid of the
pull-back principal bundle.

The kernel of the anchor map of Φ!A is Φ∗L, the usual pull-back as a bun-
dle of Lie algebras. For any A-representation V, the pull-back Φ∗V inherits
a Φ!A-representation, and there is a natural cochain map Φ! : Γ(∧A∗⊗V)→
Γ(∧(Φ!A) ⊗ Φ∗V). Given a connection θ : A → L, the pull-back algebroid
inherits a pull-back connection Φ!θ : Φ!A → Φ∗L. The curvature of the

pull-back connection is FΦ!θ = Φ!F θ.

1The minus sign in this formula is consistent with Example 2.1.
2We remark that our use of the notation Φ! is different from that in the book [11].
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2.4. Equivariant transitive Lie algebroids. Suppose G is a Lie group
acting on A → N by Lie algebroid homomorphisms. By infinitesimal gen-
erators for the action we mean a G-equivariant map

(3) g→ Γ(A), x 7→ xA

with the property [xA, ξ] = ∂
∂u

∣∣∣
u=0

exp(ux).ξ. It is then automatic that (3)

is a Lie algebra homomorphism. For any G-equivariant A-representation
V, the complex ∧A∗ ⊗ V becomes a G-differential space (cf. [8, 3]), with
contraction operators ιx = ιxA

. One may hence introduce the equivariant
complex

ΓG(∧A∗ ⊗ V) := (Sg∗ ⊗ Γ(∧A∗ ⊗ V))G

with differential dG = 1⊗ d−
∑

j ej ⊗ ιej
for a basis ej of g, with dual basis

ej of g∗. For A = TN this complex is denoted ΩG(N,V). Replacing d with
dG in the discussion above, one may introduce equivariant curvatures F θ

G
for G-invariant connections on A:

F θ
G = dGθ −

1

2
[θ, θ]A = F θ −Ψ ∈ ΓG(∧2A∗ ⊗ L)hor.

Here Ψ(x) = ιxθ ∈ Γ(∧0A∗ ⊗ L) for x ∈ g.

3. A lifting problem for transitive Lie algebroids

Let H be a Lie group, and π : P → N a smooth principal H-bundle. Given

a central extension Ĥ → H of the structure group by U(1), it is not always

possible to lift P to a principal Ĥ-bundle. As is well-known, the obstruction
class is an element of H3(N, Z). A construction of Brylinski [4] gives an
explicit de Rham representative of the image of this class in H3(N, R). In
this Section, we will develop the analogue of Brylinski’s theory for transitive
Lie algebroids.

3.1. The lifting problem. Let A → N be a transitive Lie algebroid with
anchor map a : A→ TN , and with structure Lie algebra bundle L = ker(a).
Suppose that

(4) 0→ N × R→ L̂
p
−→ L→ 0

is a central extension, where L̂ carries an A-representation (by derivations
of the Lie bracket on sections), lifting that on L. The lifting problem is to
find a central extension of Lie algebroids

(5) 0→ N × R→ Â
p
−→ A→ 0

such that L̂ is realized the kernel of the anchor map Â → TN . We may
also consider the lifting problem for a given connection θ : A→ L, where we

declare that (Â, θ̂) lifts (A, θ) if Â lifts A and p ◦ θ̂ = θ ◦ p.
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Example 3.1 (Principal bundles I). In the principal bundle case, A = TP/H

is the Atiyah algebroid, L = P ×H h, and one obtains a lifting problem L̂ =

P ×H ĥ for any given central extension 0→ R→ ĥ→ h→ 0 of Lie algebras.

Suppose these integrate to an exact sequence 1 → U(1) → Ĥ → H → 1 on

the group level. Then for any principal Ĥ-bundle P̂ lifting P , its Atiyah

algebroid Â = T P̂/Ĥ is a lift of A in the above sense.

3.2. Splittings. The set of splittings j : L → L̂ of the exact sequence (4)
is an affine space, with underlying vector space Γ(L∗). Any splitting j
determines a cocycle σ ∈ Γ(∧2L∗), where

σ(ξ, ζ) = j([ξ, ζ]L)− [j(ξ), j(ζ)]bL, ξ, ζ ∈ Γ(L).

(The right hand side lies in the kernel of p, hence it takes values in the trivial

bundle N × R ⊂ L̂.) The bracket on L̂ is given in terms of this cocycle as

(6) [ξ̂, ζ̂]L̂ = j([ξ, ζ]L)− σ(ξ, ζ)

where ξ = p(ξ̂), ζ = p(ζ̂). Let θ ∈ Γ(A∗⊗L) be a principal connection, and

consider the covariant derivative of j ∈ Γ(∧0A∗ ⊗ (L∗ ⊗ L̂)).

Proposition 3.2. Both dj and dθj map to 0 under p. Thus

dj ∈ Γ(∧1A∗ ⊗ L∗), dθj ∈ Γ(∧1A∗ ⊗ L∗)hor.

One has dθj = dj +σ(θ, ·). The differential of σ is related to the differential
of j by

(dσ)(ξ1, ξ2) = 〈dj, [ξ1, ξ2]L〉

for ξ1, ξ2 ∈ Γ(L).

Proof. The first claim follows since p(j) = idL ∈ L∗ ⊗ L, hence p(dj) =

dp(j) = 0. To prove the formula for dθj we compute, for ξ ∈ Γ(L) and
ζ ∈ Γ(A),

ιζ〈dj, ξ〉 = 〈Lζj, ξ〉 = Lζ(j(ξ)) − j(Lζξ).

For ζ ∈ Γ(L) the right hand side is equal to −σ(ζ, ξ), and we obtain ιζ(dj +
σ(θ, ·)) = 0. This shows that dj + σ(θ, ·) is horizontal. On the other hand,
it is obvious that dj and dj + σ(θ, ·) agree on horizontal vectors. Now let
ξ1, ξ2 ∈ Γ(L) and ζ ∈ Γ(A). We compute, using (Lζj)(ξi) = (ιζdj)(ξi) ∈

C∞(N) ⊂ Γ(L̂),

ιζ(dσ)(ξ1, ξ2) = (Lζσ)(ξ1, ξ2)

= Lζ(σ(ξ1, ξ2))− σ(Lζξ1, ξ2)− σ(ξ1, Lζξ2)

= Lζ

(
j([ξ1, ξ2]L)− [j(ξ1), j(ξ2)]bL

)
− j([Lζξ1, ξ2]L) + [j(Lζξ1), j(ξ2)]bL

− j([ξ1,Lζξ2]L) + [j(ξ1), j(Lζξ2)]bL

= (Lζj)([ξ1, ξ2]L)− [(Lζj)(ξ1), j(ξ2)]bL − [j(ξ1), (Lζj)(ξ2)]bL

= (Lζj)([ξ1, ξ2]L) = ιζ(dj)([ξ1, ξ2]L).

Hence (dσ)(ξ1, ξ2) = (dj)([ξ1, ξ2]L). �
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3.3. The form ̟. Let F j(θ) ∈ Γ(∧2A∗⊗L̂) be the curvature-like expression,

F j(θ) = d(j(θ))−
1

2
[j(θ), j(θ)]bL

.

Since p(F j(θ)) = F θ the difference

̟ := F j(θ) − j(F θ)

is scalar-valued, i.e. it is an element of Γ(∧2A∗).

Proposition 3.3. The 2-form ̟ ∈ Γ(∧2A∗) is given by the formula,

(7) ̟ = 〈dj, θ〉+
1

2
σ(θ, θ) = 〈dθj, θ〉 −

1

2
σ(θ, θ).

Its differential is basic, so that d̟ = a
∗η for a closed 3-form η ∈ Ω3(N).

We have

(8) a
∗η = −〈dθj, F θ〉.

The contractions of ̟ with ξ ∈ Γ(L) are given by ιξ̟ = −〈dj, ξ〉.

Proof. We compute:

̟ = d(j(θ)) − j(dθ)−
1

2

(
[j(θ), j(θ)]bL

− j([θ, θ]L)
)

= 〈dj, θ〉+
1

2
σ(θ, θ)

= 〈dθj, θ〉 −
1

2
σ(θ, θ),

d̟ = −〈dj,dθ〉 − σ(θ,dθ) +
1

2
(dσ)(θ, θ)

= −〈dθj,dθ〉+
1

2
(dσ)(θ, θ)

= −〈dθj, F θ〉.

Here we have used σ(θ, [θ, θ]) = 0 and Proposition 3.2. Since d̟ ∈ Γ(∧3A∗)
is horizontal, by Lemma 2.2 it is also basic. Hence, it is an image of a unique
closed 3-form η ∈ Ω3(N) under the map a

∗.
Finally, for the contractions of ̟ with elements ξ ∈ Γ(L) we find,

ιξ̟ = −〈dθj, ξ〉 + σ(θ, ξ) = −〈dj, ξ〉.

�

The next Proposition describes the dependence of η on the choice of split-
ting and connection.

Proposition 3.4. Let j′ = j + β be a new splitting, where β ∈ Γ(L∗), and
θ′ = θ+λ a new connection, with λ ∈ Γ(A∗⊗L)hor. Then η′−η = dγ where
γ ∈ Ω2(N) is given by the following element of Γ(∧2A∗)basic,

a
∗γ = 〈dθj, λ〉 +

1

2
σ(λ, λ)− 〈β, F θ + dθλ〉+

1

2
β([λ, λ]L).



9

In particular, the cohomology class [η] ∈ H3(N, R) is independent of the
choices of j, θ.

Proof. From its defining formula, we see that the cocycle σ changes by a
coboundary: σ′(ξ1, ξ2) = σ(ξ1, ξ2) + β([ξ1, ξ2]L). Hence,

̟′ = 〈dj′, θ′〉+
1

2
σ(θ′, θ′) +

1

2
β([θ′, θ′]L).

First, consider terms which do not involve β:

〈dj, θ + λ〉+
1

2
σ(θ + λ, θ + λ) = ̟ + 〈dθj, λ〉 +

1

2
σ(λ, λ).

The remaining terms may be written as

〈dβ, θ + λ〉+
1

2
β([θ + λ, θ + λ]L) = d〈β, θ + λ〉 − 〈β,dθ + dλ〉+

1

2
β([θ + λ, θ + λ]L)

= d〈β, θ + λ〉 − 〈β, F θ + dθλ〉+
1

2
β([λ, λ]L).

Hence, d(̟′ −̟) = dσ, where

σ = 〈dθj, λ〉 +
1

2
σ(λ, λ)− 〈β, F θ + dθλ〉+

1

2
β([λ, λ]L).

Since σ ∈ Γ(∧2A∗)hor, by Lemma 2.2 it is basic, and we conclude that
γ ∈ Ω2(N) defined by equality a

∗γ = σ satisfies η′ − η = dγ. �

3.4. The cohomology class [η] as an obstruction class. We will now
show that the cohomology class of η is precisely the obstruction class for our
lifting problem.

Theorem 3.5. Suppose that θ is a connection on A and j : L → L̂ is a
splitting. Then there is a 1-1- correspondence between:

(a) isomorphism classes of lifts (Â, θ̂) of the data (A, θ), and
(b) 2-forms ω ∈ Ω2(N) such that dω = −η.

It follows that [η] = 0 precisely if the lifting problem (4), (5) admits a solu-
tion.

Proof. We first show how to construct a solution of the lifting problem,
provided η is exact. Let A = L⊕ TN be the decomposition defined by the
connection θ, and put

Â := L̂⊕ TN

with the obvious projection p : Â→ A, with the connection θ̂ the projection
to the first summand, and with anchor map â the projection to the second

summand. Let jA = j ⊕ idTN : A → Â. We want to consider Lie brackets

[·, ·]Â on Γ(Â), extending the bracket on Γ(L̂), and such that p induces a Lie

algebra homomorphism Γ(Â)→ Γ(A). If ζ̂ ∈ Γ(L̂), we have

−[ζ̂ , ξ̂]Â = [ξ̂, ζ̂]Â = Lξ ζ̂, ξ = p(ξ̂)
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using the A-representation on L̂. Hence, the bracket is determined if one

of the entries is a section of L̂. Consequently we only need to specify the
bracket on horizontal sections. For X,Y ∈ X(N) these brackets will have
the form

[Horθ̂(X),Horθ̂(Y )]Â = jA([Horθ(X),Horθ(Y )]A)− ω(X,Y )

= Horθ̂([X,Y ]) + j(F θ(X,Y ))− ω(X,Y )

for some 2-form ω ∈ Ω2(N). Having defined the bracket in this way, consider
the Jacobi identity

[ξ̂1, [ξ̂2, ξ̂3]Â]Â + cycl. = 0.

If ξ̂3 lies in Γ(L̂), this identity is equivalent to the representation property,

Lξ1Lξ2 ξ̂3 − Lξ2Lξ1 ξ̂3 − L[ξ1,ξ2]ξ̂3 = 0, where ξi = p(ξ̂i). Hence, the Jacobi

identity is automatic if one of the entries lies in L̂. It remains to consider

the case that ξi = Horθ̂(Xi) for i = 1, 2, 3. Separating terms according to

the decomposition Â = (N × R)⊕A, we have,

[Horθ̂(X1), [Horθ̂(X2),Horθ̂(X3)]Â]Â

= −LX1ω(X2,X3) + ω(X1, [X2,X3]) + 〈dθj(X1), F θ(X2,X3)〉+ · · ·

where · · · indicates sections of jA(A) ∼= 0 ⊕ A. So the scalar part of the
Jacobi identity reads,

−LX1ω(X2,X3) + ω(X1, [X2,X3]) + 〈dθj(X1), F θ(X2,X3)〉+ cycl. = 0

Equivalently, dω−〈dθj, F θ〉 = 0. By Equation (8), we have a
∗η = −〈dθj, F θ〉.

We hence conclude that the bracket [·, ·]Â defined by ω is a Lie bracket if
and only if dω = −η.

Conversely, if p : Â → A is a solution of the lifting problem, choose a

connection θ̂ lifting θ. This gives a splitting Â = L̂⊕TN lifting the splitting
of A. Define ω as the scalar component of the bracket on Γ(Â), restricted
to horizontal sections. The calculation above shows that dω = −η. �

Example 3.6 (Principal bundles II). This is a continuation of Example 3.1,
where we considered the lifting problem for a principal H-bundle P → N . It
was shown by Brylinski that [η] ∈ H3(N, R) is the image of the obstruction
class under the coefficient homomorphism H3(N, Z) → H3(N, R). Given a

solution P̂ → N of the lifting problem, the connection θ ∈ Γ(A∗ ⊗ L) ∼=

Ω1(P, h)H is an ordinary principal connection on P , and θ̂ is a lift of θ to P̂ .

3.5. The equivariant lifting problem. Suppose now that the sequence
(4) is G-equivariant, with the trivial action on the bundle N × R, and that

the A-representation on Γ(L̂) is G-equivariant. We may then consider the
G-equivariant version of the lifting problem: Thus, we are looking for a G-

equivariant lift Â→ A, such that the action on Â has infinitesimal generators
x bA

satisfying p(x bA
) = xA.
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Suppose there is a G-equivariant splitting j of the sequence (4), and a
G-invariant connection θ on A. Replacing d with the equivariant differ-
ential in the discussion above, we find that the 2-form ̟ coincides with
its equivariant extension. Its equivariant differential is dG̟ = a

∗ηG where
a
∗ηG = −〈dθj, F θ

G〉. Thus

a
∗(ηG − η) = 〈dθj,Ψ〉

where Ψ ∈ Ω0(N,L) was defined in 2.4. To address the equivariant lifting

problem, we use the notation from the proof of Theorem 3.5. Let Â =

L̂ ⊕ TN carry the diagonal G-action, the map p : Â → A is G-equivariant.
The bracket [·, ·]Â defined by ω with dω = −η, is G-invariant provided that
ω is G-invariant.

Theorem 3.7. Let (A, θ, xA) be a G-equivariant transitive Lie algebroid,

with invariant connection θ and with equivariant generators xA. Let L̂→ L
be a G-equivariant central extension, together with a G-equivariant split-
ting j, defining ηG ∈ Ω3

G(N) as above. Then there is a 1-1 correspondence
between

(a) isomorphism classes of equivariant lifts (Â, θ̂, xÂ) of the data (A, θ, xA).

(b) equivariant 2-forms ωG ∈ Ω2
G(N) such that dGωG = −ηG.

Proof. To describe generators for the action, it suffices to describe their
scalar part. Thus write

x bA
= j(xA) + Φ(x)

for some G-equivariant map Φ: N → g∗. Then x bA
are generators for the

g-action if and only if the map x 7→ xÂ defines the g-representation on Â,
i.e.

[xÂ, ξ̂]Â = LxA
ξ̂

for ξ̂ ∈ Γ(Â). For ξ̂ ∈ Γ(L̂), this property is automatic. It is hence enough
to consider the condition

[xÂ,Horθ̂(X)]Â = LxA
Horθ̂(X) = Horθ̂([xN ,X]).

Writing xÂ = jA(xA) + Φ(x) = Horθ̂(xN ) + j(Ψ(x)) + Φ(x), we find,

[xÂ,Horθ̂(X)]Â −Horθ̂([xN ,X])

= j(F θ(xN ,X)) − ω(xN ,X)− LXΦ(x) + LHorθ(X)j(Ψ(x))

= −ω(xN ,X) − ιXdΦ(x) + 〈dθj(X),Ψ(x)〉 + . . .

where . . . indicates sections of jA(A) = 0⊕A. The . . . terms have to cancel
(by considering their image under p), hence we obtain the condition

ω(xN , ·) + dΦ(x) = 〈dθj(X),Ψ(x)〉.

Since a
∗ηG = a

∗η + 〈dθj(X),Ψ〉, this is the component of form degree 1 of
the equation dGωG = −ηG, where ωG = ω − Φ is an equivariant extension
of ω. �



12 A. ALEKSEEV AND E. MEINRENKEN

If G is compact (so that invariant connections, splittings etc. can be
obtained by averaging), it follows that [ηG] ∈ H3

G(N, R) is precisely the
obstruction for the equivariant lifting problem.

Below, we will encounter situations where Φ = 0, so that ω coincides with
its equivariant extension. Equivalently, j(xA) are generators for the action.
Here is a first example.

Example 3.8. Suppose N = G/K for a compact subgroup K. Since HG(N, R) =
HK(pt, R) vanishes in odd degrees, the class [ηG] is necessarily trivial. More-
over, it is easy to see that ηG = −dGω for a unique invariant 2-form ω.
Hence, one obtains a solution of the lifting problem with xÂ = j(xA).

3.6. Relation with Courant algebroids. In the previous sections, we
explained how the lifting problem for a transitive Lie algebroid defines an
obstruction class in H3(N, R). By a well-known result of Ševera, the group
H3(N, R) classifies exact Courant algebroids over N . We will explain now
how to give a direct description of this Courant algebroid. As before, we
start out by choosing a connection θ on A, as well as a splitting j. These
data define a 2-form ̟ ∈ Γ(∧2A∗), such that d̟ = a

∗η is basic.
Let A ⊕ A∗ carry the symmetric bilinear form extending the pairing be-

tween A and A∗, and the standard Courant bracket,

[[(v1, α1), (v2, α2)]] = ([v1, v2]A, Lv1α2 − ιv2dα1).

Proposition 3.9. The map f : L → A ⊕ A∗, ξ 7→ (ξ, ιξ̟) defines an
isotropic L-action on A⊕A∗. That is, its image is isotropic, and the induced
map on sections preserves brackets.

Proof. Since d̟ is basic, we have dιξ̟ = Lξ̟. Hence

[[f(ξ1), f(ξ2)]] = [[(ξ1, ιξ1̟), (ξ2, ιξ2̟)]]

= ([ξ1, ξ2]A, Lξ1ιξ2̟ − ιξ2dιξ1̟)

= ([ξ1, ξ2]A, ι[ξ1,ξ2]A̟) = f([ξ1, ξ2]A).

The property 〈f(ξ), f(ξ)〉 = 0 is straightforward. �

As in Bursztyn-Cavalcanti-Gualtieri [5] we may consider the reduction of
A by the isotropic L-action.

Proposition 3.10. The reduced Courant algebroid f(L)⊥/f(L) is canoni-
cally isomorphic to TN ⊕ T ∗N with the η-twisted Courant bracket.

Proof. Let f : A → A ⊕ A∗, v 7→ (v, ιv̟) be the obvious extension of the
action map. Then f(L)⊥ = f(A) + T ∗N , where T ∗N is embedded as the
annihilator of L in A∗, and hence f(L)⊥/f(L) = f(A)/f(L)⊕T ∗N = TN ⊕
T ∗N . For v1, v2 ∈ Γ(A) and if α1, α2 ∈ Γ(T ∗N) ∼= Γ(A∗)basic we have

[[f(v1) + α1, f(v2) + α2]] = ([v1, v2]A,Lv1ιv2̟ − ιv2dιv1̟ + Lv1α2 − ιv2dα1)

= ([v1, v2]A, ι[v1,v2]A̟ + ιv2ιv1a
∗η + Lv1α2 − ιv2dα1)

= f([v1, v2]A) + ιv2ιv1a
∗η + Lv1α2 − ιv2dα1.
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This shows that the Courant bracket on Γ(f(L)⊥/f(L)) is the η-twisted
Courant bracket on TN ⊕ T ∗N . �

4. The Atiyah algebroid A→ G

4.1. The bundle of twisted loop algebras. Let G be a Lie group. For
g ∈ G define the twisted loop algebra

Lg = {ξ ∈ C∞(R, g)| ξ(t + 1) = Adg ξ(t)},

with bracket [ξ1, ξ2]L(t) = −[ξ1(t), ξ2(t)]g minus 3 the pointwise Lie bracket
on C∞(R, g). Let L → G be the Lie algebra bundle with fibers Lg. (The
isomorphism type of the fiber Lg may depend on the connected component
of G containing g.)

Remark 4.1. Let us discuss briefly the local triviality of L. Consider a
connected component of G, with base point g0. For any g in the same
connected component, the choice of any path γ = γg ∈ C∞([0, 1], G) from
γ(0) = g0 to γ(1) = g, with γ constant near t = 0, 1, defines a Lie algebra
isomorphism

Lg0 → Lg, ξ 7→ ξ̃

where ξ̃(t) = Adγ(t) ξ(t) for t ∈ [0, 1]. One may take γg(t) to depend
smoothly on g, t (as g varies in a small open subset), thus obtaining lo-
cal trivializations of L. The smooth sections of L are thus functions ξ ∈
C∞(G× R, g) satisfying ξ(g, t + 1) = Adg ξ(g, t).

4.2. The Lie algebroid A → G. Let θL, θR ∈ Ω1(G, g) be the Maurer-
Cartan forms on G. We will work with the right trivialization of the tangent
bundle, TG→ G× g, X 7→ ιXθR. Note that if X,Y ∈ X(G) correspond to
v = ιXθR, w = ιY θR, then [X,Y ] corresponds to

ι[X,Y ]θ
R = −[v,w]g + Xv − Y w

where the subscript g indicates the pointwise bracket. For g ∈ G let

Ag = {ξ ∈ C∞(R, g)| ∃vξ ∈ g : ξ(t + 1) = Adg ξ(t) + vξ}.

We obtain an exact sequence

0→ Lg → Ag
a

−→ TgG→ 0

where the anchor map a is defined by ι
a(ξ)θ

R = vξ. Let A → G be the
bundle with fibers Ag.

Proposition 4.2. The bundle A with anchor map a is a transitive Lie
algebroid over G, with bracket on

Γ(A) = {ξ ∈ C∞(G× R, g)| ∃vξ ∈ C∞(G, g) : ξ(t + 1) = Adg ξ(t) + vξ}.

given by
[ξ, ζ]A = −[ξ, ζ]g + Xζ − Y ξ.

3The sign change will be convenient for what follows. It is related to the appearance
of the minus sign in Example 3.1.
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Here X,Y ∈ X(G) are determined by vξ = ιXθR, vζ = ιY θR.

Proof. To show that a is surjective, fix f ∈ C∞([0, 1], R) with f(0) =
0, f(1) = 1, and constant near t = 0, 1. For X ∈ TgG let ξ(t) = f(t)ιXθR

for t ∈ [0, 1]. Then ξ(1)− ξ(0) = ιXθR, so ξ extends uniquely to an element
ξ ∈ Ag with a(ξ) = X. This argument also verifies that A is locally trivial,
in fact A ∼= L⊕ TG.

To check that [·, ·]A preserves the space Γ(A) ⊂ C∞(G×R, g), we calculate
(at any given g ∈ G)

[ξ(t+1), ζ(t+1)]g = Adg[ξ(t), ζ(t)]g+[Adg ξ(t), vζ ]g+[vξ,Adg ζ(t)]g+[vξ, vζ ]g.

On the other hand,

(Xζ)(g, t + 1) =
∂

∂s
|s=0

(
ζ
(
exp(svξ(g))g, t + 1)

))

=
∂

∂s
|s=0

(
Adexp(svξ(g))g

(
ζ(exp(svξ(g))g, t)

)
+ vζ(exp(svξ(g))g)

)

= [vξ,Adg ζ(t)]g + Adg(Xζ)(t) + Xvζ ,

with a similar expression for (Y ξ)(g, t + 1). This verifies

[ξ, ζ]A(t + 1) = Adg([ξ, ζ]A(t)) + v[ξ,ζ]X .

This shows that [·, ·]A takes values in A and also that a([ξ, ζ]A) = [a(ξ), a(ζ)].
It is straightforward to check that [·, ·]A obeys the Jacobi identity. �

Proposition 4.3. The Lie group G acts on A → G by Lie algebroid auto-
morphisms covering the conjugation action on G. This action is given on
sections ξ ∈ Γ(A) by

(k.ξ)(g, t) = Adk ξ(Adk−1 g, t), ξ ∈ Γ(A), k ∈ G,

and has infinitesimal generators

g→ Γ(A), x 7→ xA = −x.

Proof. Let X ∈ X(G) be the vector field such that ιXθR = vξ, and let
k.X := (d Adk)(X) its push-forward under the conjugation action. Then

(ιk.XθR)(g) = Adk

(
(ιXθR)(Adk−1 g)

)
.

The following calculation shows that the action is well-defined, and that the
anchor map is equivariant:

(k.ξ)(g, t + 1) = Adk

(
ξ(Adk−1 g, t + 1)

)

= Adk

(
Adk−1gk ξ(Adk−1 g, t) + (ιXθR)(Adk−1 g)

)

= Adg

(
(k.ξ)(g, t)

)
+ (ιk.XθR)(g)

It is straightforward to check that k.[ξ, ζ]A = [k, ξ, k.ζ]A. For x ∈ g the
generating vector field xG = xL−xR for the conjugation action on G satisfies
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ιxG
θR = Adg(x) − x. Hence xA(g, t) := −x defines a section of A, with

a(xA) = xG. For all ξ ∈ Γ(A),

[xA, ξ]A(g, t) = [x, ξ(g, t)]g + xGξ =
∂

∂u

∣∣∣
u=0

(exp(ux).ξ)(g, t),

confirming that the map x 7→ xA gives generators for the action. �

4.3. The bundle PG → G. We will now interpret A → G as the Atiyah
algebroid of a principal bundle over G. Suppose first that G is connected.
Let π : PG→ G be the bundle with fibers,

(PG)g = {γ ∈ C∞(R, G)| γ(t + 1) = gγ(t)}.

By an argument similar to that for Lg, one sees that PG → G is a locally
trivial bundle. In fact it is a principal bundle with fiber the loop group
LG = π−1(e). We will argue that A → G may be regarded as the Atiyah
algebroid of the principal LG-bundle PG → G. Let γ ∈ (PG)g. Given a
family of paths γs ∈ PG with γ0 = γ, let ζ : R→ g be defined as

ζ(t) =
∂

∂s
|s=0

(
γs(t)γ(t)−1

)
.

Put gs = π(γs), so that gs = γs(t + 1)γs(t)
−1 for all t. We may write

γs(t) = exp(sζs(t))γ(t), so that ζ0(t) = ζ(t). Then

gs = exp(sζs(t + 1))γ(t + 1)γ(t)−1 exp(−sζs(t))

= exp(sζs(t + 1))g exp(−sζs(t)).

We find,

∂

∂s
|s=0

(
gsg

−1
)

= ζ(t + 1)−Adg ζ(t).

This identifies Ag as the space of maps for which ζ(t + 1) − Adg ζ(t) is
constant. The formula for [·, ·]A is the expected bracket on LG-invariant
vector fields on PG. However, rather than attempting to construct Lie
brackets of vector fields on infinite-dimensional manifolds, we will take this
formula simply as a definition.

Remark 4.4. If G is disconnected, the condition γ(t+1) = gγ(t) implies that
g is in the identity component. One may however extend the definition, as
follows: For any given component of G, pick a base point g0, and take
(PG)g (with g in the component of g0 to consist of paths γ such that γ(t +

1) = gγ(t)g−1
0 . Then PG → G is a principal Lg0-bundle over the given

component.

4.4. Connections on A → G. Let us next discuss connections on the
Atiyah algebroid over G. It will be convenient to describe θ in terms of the
horizontal lift, Horθ : TG→ A ⊂ C∞(R, g). Write Horθ = −α, and think of
α as a family of 1-forms αt ∈ Ω1(G, g).
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Lemma 4.5. A family of 1-forms αt defines a horizontal lift TG → A if
and only if

(9) αt+1 = Adg αt − θR =: g • αt.

Here • denotes the ‘gauge action’ of the identity map g ∈ C∞(G,G) on
Ω1(G, g). The resulting connection is G-equivariant if and only if αt ∈
Ω1(G, g)G.

Proof. The condition for Horθ = −α to define a horizontal lift is that for all
X ∈ X(G),

−ιXαt+1 = −Adg(ιXαt) + ιXθR = −ιX(Adg(αt)− θR|g)

for all such X. This gives the condition on αt. It is clear that Horθ is
G-equivariant exactly if α is G-equivariant. �

The connection θ = θα : A → L defined by α is θ(ξ) = ξ + α(a(ξ)).
Let Fαt = dαt + 1

2 [αt, αt]g be the curvature of αt. By the property of the
curvature under gauge transformations,

Fαt+1 = F g•αt = Adg Fαt .

Proposition 4.6. The curvature F θ ∈ Ω2(G,L) of the connection θ(ξ) =
ξ + α(a(ξ)) is given by

F θ(X,Y )(t) = Fαt(X,Y ), X, Y ∈ X(G).

If α is G-invariant, then the corresponding map Ψ: g→ Γ(L) (cf. 3.5) is

Ψ(x) = −x + ι(xN )α.

Proof. This follows from the definition of the curvature in terms of horizontal
lifts:

F θ(X,Y ) = Horθ([X,Y ])− [Horθ(X),Horθ(Y )]A

= −α([X,Y ])− [α(X), α(Y )]A

= −α([X,Y ]) + [α(X), α(Y )]g + Xα(Y )− Y α(X)

= (dα +
1

2
[α,α])(X,Y ).

If α is G-invariant, so that θ is G-equivariant, the map Ψ(x) = −ιxA
θ is

given as

Ψ(x) = −ιxA
θ = xA −Horθ(xN ) = −x + ι(xN )α.

�

To construct a family of 1-forms αt ∈ Ω1(G, g) with the transformation
property (9), take any α0 (for example α0 = 0), and put αn = gn • α0. Pick
a smooth function f : [0, 1] → R such that f(t) = 0 near t = 0 and f(t) = 1
near t = 1, and let

(10) αt = αn + f(t− n)(αn+1 − αn)
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for n ≤ t ≤ n + 1. The resulting αt is smooth, and has the desired transfor-
mation property. If α0 ∈ Ω1(G, g) is G-invariant, then

k∗αn = (Adk(g))n • k∗α0 = (Adk(g
n)) • Adk(α0) = Adk(αn),

hence αt ∈ Ω1(G, g) is G-invariant for all t.

5. The lifting problem for A→ G

An invariant inner product on g defines central extensions L̂g of the
twisted loop algebras Lg. In this Section, we will work out the 2-form
̟ ∈ Γ(∧2A∗) defined by the lifting problem, and discuss some of its prop-
erties.

5.1. Central extensions. Suppose the Lie algebra g carries an invariant
symmetric bilinear form · (possibly indefinite, or even degenerate). This
then defines a central extension

(11) 0→ G× R→ L̂→ L→ 0,

where L̂g = Lg ⊕ R with bracket,

[(ξ1, s1), (ξ2, s2)]bL =
(
− [ξ1, ξ2]g,

∫ 1

0
ξ̇1 · ξ2

)
.

Here ξ̇ = ∂ξ
∂t , and the integral is relative to the measure dt. The G-action

on L lifts to an action on L̂, by k.(ξ, s) = (k.ξ, s).

Proposition 5.1. The representation of A on L (given by ∇ξζ = [ξ, ζ]A)

lifts to the Lie algebra bundle L̂, by the formula,

∇̂ξ(ζ, s) =
(
∇ξζ, a(ξ)s +

∫ 1

0
ξ̇ · ζ

)

for ξ ∈ Γ(A), (ζ, s) ∈ Γ(L̂). This representation is equivariant relative to

the G-actions on A, L̂.

Proof. We first verify that this formula defines an A-representation. Clearly

ξ 7→ ∇̂ξ is C∞(N)-linear. For ξ1, ξ2 ∈ Γ(A) and ζ ∈ Γ(L), we have

∫ 1

0
[ξ1, ξ̇2]A · ζ = −

∫ 1

0
ξ̇2 · [ξ1, ζ]A + a(ξ1)

∫ 1

0
ξ̇2 · ζ,

by the definition of the bracket on A and the Ad-invariance of ·. Note that
a(ξ̇) = 0 for all ξ ∈ Γ(A). Subtracting a similar equation with 1 ↔ 2
interchanged, one obtains
∫ 1

0

∂

∂t
([ξ1, ξ2]A) ·ζ = a(ξ1)

∫ 1

0
ξ̇2 ·ζ−a(ξ2)

∫ 1

0
ξ̇1 ·ζ +

∫ 1

0
(ξ̇1 ·∇ξ2ζ− ξ̇2 ·∇ξ1ζ)
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which easily implies the property ∇̂ξ1∇̂ξ2 − ∇̂ξ2∇̂ξ1 = ∇̂[ξ1,ξ2]A . We next

check that this representation acts by derivations of the Lie bracket on Γ(L̂).
We have

[∇̂ξ(ζ1, s1), (ζ2, s2)]bL =
(
− [∇ξζ1, ζ2]g,

∫ 1

0

(
−

∂

∂t
[ξ, ζ1]g + a(ξ)ζ̇1

)
· ζ2

)
,

[(ζ1, s1), ∇̂ξ(ζ2, s2)]bL =
(
− [ζ1,∇ξζ2]g,

∫ 1

0
ζ̇1 ·

(
− [ξ, ζ2]g + a(ξ)ζ2

))
,

which adds up to

∇̂ξ[(ζ1, s1), (ζ2, s2)]bL
=

(
−∇ξ[ζ1, ζ2]g, a(ξ)

∫ 1

0
ζ̇1 · ζ2 −

∫ 1

0
ξ̇ · [ζ1, ζ2]g

)

as required. Equivariance of the action is clear. �

By definition, L̂ comes with the G-equivariant splitting j : L → L̂, ξ 7→
(ξ, 0), with associated cocycle

σ(ξ1, ξ2) = −

∫ 1

0
ξ̇1 · ξ2.

Let αt ∈ Ω1(G, g) be a family of 1-forms with the transformation property
(9) and let θα : A→ L the corresponding connection. Using the results from
the last Section, we obtain a 2-form ̟α ∈ Γ(∧2A∗) and a closed 3-form
ηα ∈ Ω3(G), whose cohomology class is the obstruction to the existence of

a lift Â. If α is G-equivariant, we also obtain an equivariant extension ηα
G

of the 3-form. We will now derive explicit formulas.

5.2. The 2-form ̟α. To begin, we need the covariant derivative dθα

j ∈
Ω1(G,L∗) of the splitting. Note that the derivative α̇t satisfies α̇t+1 =
Adg α̇t, so it defines an element α̇ ∈ Ω1(G,L).

Lemma 5.2. For ζ ∈ Γ(L) one has

〈dθα

j, ζ〉 = −

∫ 1

0
α̇ · ζ .

Proof. Recall that 〈dθα

j, ζ〉 = 〈dj, ζ〉 + σ(θα, ζ). For ξ ∈ Γ(A) we compute

ιξ〈dj, ζ〉 = Lξj(ζ)− j(Lξζ) =

∫ 1

0
ξ̇ · ζ,

σ(ιξθ
α, ζ) = σ(ξ + ι

a(ξ)α, ζ) = −

∫ 1

0
ι
a(ξ)α̇ · ζ −

∫ 1

0
ξ̇ · ζ. �

Equation (7) together with this Lemma shows that

̟α = −

∫ 1

0
α̇ · θα −

1

2
σ(θα, θα).

It is convenient to introduce the forms κt ∈ (Γ(A∗)⊗ g)G,

κt(ξ) = −ξt, ξ ∈ Γ(A).
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Lemma 5.3. The forms κt satisfy F κt

G (x) + x = 0, and

κt+1 = Adg(κt)− a
∗θR =: g • κt.

Proof. We have

dκt(ξ, ζ) = −κt([ξ, ζ]A) + a(ξ)κt(ζ)− a(ζ)κt(ξ) = −[ξ, ζ]g = −
1

2
[κt, κt](ξ, ζ).

This shows F κt = 0. Furthermore, for x ∈ g we have ι(xA)κt = −x, by
definition of xA. Hence F κt

G (x) + x = 0. The transformation property

κt+1 = Adg κt − a
∗θR follows from the definition of A. �

Let Qα ∈ Ω2(G) be the 2-form (see Section A.1)

(12) Qα =
1

2
θL · α0 +

1

2

∫ 1

0
αt · α̇t,

and define Qκ ∈ Γ(∧2A∗) by a similar expression, with αt replaced by κt.

Proposition 5.4. We have ̟α = a
∗Qα −Qκ.

Proof. By definition, θα = a
∗α− κ. To simplify notation, we omit the pull-

back a
∗ in the following computation, i.e. we view Ω(G) as a subspace of

Γ(∧A∗):

̟α = −

∫ 1

0
α̇ · (α− κ) +

1

2

∫ 1

0
(α̇− κ̇) · (α− κ)

=
1

2

∫ 1

0
α · α̇−

1

2

∫ 1

0
κ · κ̇−

1

2

∫ 1

0

∂

∂t
(κ · α)

=
1

2

∫ 1

0
α · α̇−

1

2

∫ 1

0
κ · κ̇−

1

2
(Adg κ0 − θR) · (Adg α0 − θR) +

1

2
κ0 · α0

= Qα −Qκ.

.

�

Lemma 5.5. For α as in (10), one has

Qα =
(θL + θR

2

)
· α0 +

1

2
α0 ·Adg α0.

In particular, Qα = 0 for α0 = 0.

Proof. By assumption, αt = α0 + f(t)(g • α0 − α0) for 0 ≤ t ≤ 1, where

f(0) = 0 and f(1) = 1. Hence αt · α̇t = ḟα0 · (g • α0), and therefore

1

2

∫ 1

0
αt · α̇t =

1

2
α0 · (g • α0) =

1

2
α0 ·Adg α0 +

1

2
θR · α0.

Adding 1
2θL · α0, the formula for Qα follows. �

For the rest of this paper, we will write ̟ := −Qκ ∈ Γ(∧2A∗), that is

(13) ̟ = −
1

2

∫ 1

0
κ · κ̇−

1

2
a
∗θL · κ0.
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Thus ̟α = ̟ for any choice of α with Qα = 0. More explicitly, for ξ ∈ Γ(A)
we have

̟(ξ, ·) =
1

2

∫ 1

0
(ξ · κ̇− ξ̇ · κ)−

1

2
vξ · Adg κ0 −

1

2
Adg ξ0 · a

∗θR

= −

∫ 1

0
ξ̇ · κ +

1

2
(ξ1 · κ1 − ξ0 · κ0)−

1

2
vξ ·Adg κ0 −

1

2
Adg ξ0 · a

∗θR

= −

∫ 1

0
ξ̇ · κ−Adg(ξ0) · a

∗θR −
1

2
vξ · a

∗θR

Taking another contraction with ζ ∈ Γ(A),

̟(ξ, ζ) =

∫ 1

0
ξ̇ · ζ −Adg(ξ0) · vζ −

1

2
vξ · vζ .

5.3. The 3-form ηα. Let η ∈ Ω3(G) be the Cartan 3-form on G given as

η =
1

12
θL · [θL, θL] ∈ Ω3(G),

and let ηG ∈ Ω3
G(G) be its equivariant extension

ηG(x) = η −
1

2
(θL + θR) · x.

The 2-form ̟ = −Qκ ∈ Γ(∧2A∗) obeys

dG̟(x) = −dGQκ(x) = a
∗ηG(x)−

∫ 1

0
κ̇t · (F

κt

G (x) + x) = a
∗ηG(x),

in particular d̟ = a
∗η. We obtain:

Theorem 5.6. We have d̟α = a
∗(η + dQα), and if α is G-invariant,

dG̟α = a
∗(ηG + dGQα). In particular, taking an invariant α with Qα = 0,

the 2-form ̟ ∈ Γ(∧2A∗)G defined in (13) satisfies

dG̟ = a
∗ηG.

6. Fusion

In this Section, we will study multiplicative properties of the Atiyah al-
gebroid over G, and of the forms ̟. We begin by introducing a (partial)
multiplication on A, using concatenation of paths. Let ξ′ ∈ Ag′ , ξ′′ ∈ Ag′′ ,
with

ξ′1 = ξ′′0 .

The concatenation ξ′′ ∗ ξ′ is defined as follows:

(ξ′′ ∗ ξ′)t =

{
ξ′2t if 0 ≤ t ≤ 1

2

ξ′′2t−1 if 1
2 ≤ t ≤ 1

extended to all t by the property,

(ξ′′ ∗ ξ′)t+1 = Adg′′g′(ξ
′′ ∗ ξ′)t + (Adg′′ vξ′ + vξ′′).
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This is consistent since, putting t = 0,

ξ′′1 = Adg′′ ξ
′′
0 + vξ′′ = Adg′′g′ ξ

′
0 + (Adg′′ vξ′ + vξ′′).

Then ξ′′ ∗ ξ′ ∈ Ag′′g′ provided the concatenation is smooth. The concatena-
tion is smooth if, for example, ξ′′, ξ′ are constant near t = 0. Let

A[2] ⊂ A×A

be the sub-bundle of composable paths, with fiber at (g′′, g′) the set of pairs
(ξ′′, ξ′) ∈ Ag′′ × Ag′ such that ξ′1 = ξ′′0 and such that ξ′′ ∗ ξ′ is smooth. One

easily checks that A[2] is a Lie subalgebroid of A×A, i.e. that the bracket on
Γ(A×A) restricts to Γ(A[2]). The kernel of its anchor map a

[2] : A[2] → TG2

is denoted L[2]; it is a sub Lie algebra bundle of L× L.
Concatenation gives a bundle map multA : A[2] → A, covering the group

multiplication multG : G×G→ G. That is, we have a commutative diagram,

A[2] −−−−→
multA

A
y

y

G×G −−−−→
multG

G

We have three transitive Lie algebroids over G2, with inclusion maps

(14) A2 ← A[2] → mult!G A,

Here the left map is given by the definition of A[2], while the right map is
concatenation. The two maps correspond to reductions of the structure Lie
algebroids to L[2], 4

L2 ← L[2] → mult∗G L.

We are interested in compatible principal connections on the three transitive
Lie algebroids (14) over G × G. Write the elements of G2 as (g′′, g′), and
use the similar notation to indicate projections to the two factors. Let
α′, α′′ : R→ Ω1(G2, g)G be smooth families of 1-forms with

α′
t+1 = g′ • α′

t, α′′
t+1 = g′′ • α′′

t .

Assume both of these are constant near t = 0 (hence near any integer t = n),
and that α′

1 = α′′
0 . The concatentation (cf. Prop. A.3) α′′ ∗ α′ : R →

Ω1(G2, g)G defines a connection θα′′∗α′

on m!
GA, while the pair α′′, α′ de-

fines a connection θα′′,α′

on A× A. These two connections are compatible,
in the sense that they restrict to the same connection on A[2]. For the
corresponding forms ̟α′

etc. this implies

̟α′′∗α′

∣∣∣
A[2]

= ̟α′′,α′

∣∣∣
A[2]

,

and hence the 3-forms satisfy mult∗G ηα′′∗α′

= ηα′′,α′

.

4By analogy, one may think of L[2] as ‘figure eight’ loops. The two maps correspond
to viewing the figure eight either as a single loop or as a pair of two loops.
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Let ̟ ∈ Γ(∧2A∗) be the 2-form defined in (13). Then

̟α′′∗α′

= mult!A ̟ + Qα′′∗α′

,

̟α′,α′′

= pr!1 ̟ + pr!2 ̟ + Qα′

+ Qα′′

.

Using the property (22) of Qα under concatenation, we obtain:

Proposition 6.1. The 2-form ̟ satisfies, over A[2] ⊂ A×A,

mult!A ̟ = pr!1 ̟ + pr!2 ̟ − λ

Here λ ∈ Ω2(G×G) is the 2-form, λ = 1
2 pr∗1 θL · pr∗2 θR.

This ‘lifts’ the property of the Cartan 3-form, mult∗G η = pr∗1 η+pr∗2 η−dλ.

7. Pull-backs

7.1. The lifting problem for Φ!A. Given a G-equivariant map Φ: M →
G, consider the pull-back algebroid AM = Φ!A → M . Sections of AM are
pairs (X, ξ), where X ∈ X(M) and ξ ∈ C∞(M × R, g) such that for all t,

ξt+1 = AdΦ ξt + ιXΦ∗θR.

The bracket between two such sections reads,

[(X, ξ), (Y, ζ)]AM
= ([X,Y ], −[ξ, ζ]g + Xζ − Y ξ),

and the anchor map is aM(X, ξ) = X. The sections xAM
= Φ!xA ∈ Γ(AM )

are generators for the G-action on AM .
Suppose αt ∈ Ω1(G, g)G is a family of 1-forms as in (10), with Qα = 0,

thus ̟α = ̟ and ηα
G = ηG. Let ̟M = Φ!̟ ∈ Γ(∧2A∗

M ). Suppose

Φ∗ηG = −dGω.

for an invariant 2-form ω. As shown in Section 3.5, this gives an equivariant
solution of the lifting problem for AM , relative to the central extension

L̂M = Φ∗L̂→ LM = Φ∗L. Since we are assuming ωG = ω, this solution will
have the additional property that jAM

(xAM
) are generators for the action

on ÂM . Since dG̟M = a∗MΦ∗ηG, the sum

a
∗
Mω + ̟M ∈ Γ(∧2A∗

M )

is equivariantly closed. Let us compute its kernel. For the following theorem,
we assume that the inner product on g is non-degenerate.

Theorem 7.1. Suppose Φ: M → G is a G-equivariant map, and ω ∈ Ω2(M)
is an invariant 2-form such that dGω = −Φ∗ηG.

At any point m ∈M , the kernel of a
∗
Mω+̟M ∈ Γ(∧2A∗

M ) admits a direct
sum decomposition,

(15) ker(a∗Mω + ̟M ) = g⊕ (ker(ω) ∩ ker(dΦ)).

Here elements v ∈ TmM ∩ ker(dmΦ) ⊂ TmM are embedded in ker(a∗Mω +
̟M ) ⊂ AM ⊂ TM ⊕ A as elements of the form (v, 0), while g is embedded
diagonally as generators for the action, x 7→ (xM , xA).
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Proof. By definition, the fiber of Φ!A = AM at m ∈ M is the subspace of
TmM ⊕AΦ(m), consisting of pairs (v, ξ) such that (dmΦ)(v) = a(ξ).

The property dG(a∗Mω + ̟M ) = 0 means in particular that elements of
the form (xM , xA) are in the kernel of ω+̟M . On the other hand, elements
of the form (v, 0) with v ∈ ker(dmΦ) are contained in AM , and they are in
the kernel of ω + ̟M if and only if v ∈ ker(ω). This proves the inclusion ⊇
in (15).

For the opposite inclusion, consider a general element (w, ξ) ∈ AM ⊂
TM ⊕A in the kernel of a

∗
Mω +̟M at m ∈M . We have ι(w,ξ)̟M = Φ!ιξ̟,

where ιξ̟ is given by the calculation following (13). We thus obtain the
condition

a
∗
M (ιwω)−

∫ 1

0
ξ̇ · κM −Adg(ξ0) · a

∗
MθR −

1

2
vξ · a

∗
MθR = 0,

where κM = Φ!κ. Taking a contraction with ζ ∈ ker(aM ) ∼= LΦ(m), we
obtain ∫ 1

0
ξ̇ · ζ = 0.

Since this is true for all ζ ∈ LΦ(m), the non-degeneracy of the inner product

implies ξ̇ = 0. Thus ξ is a constant path. Letting x = −ξ ∈ g, it follows
that (v, 0) with v = w − xM lies in the kernel. As seen above, this means
that v ∈ ker(ω) ∩ ker(dΦ). �

The conditions, dGω = −Φ∗ηG and ker(ω) ∩ ker(dΦ) = 0 are exactly
the defining conditions for a q-Hamiltonian G-space [1]. 5 That is, for a
q-Hamiltonian G-space the kernel of a

∗
Mω + ̟M ∈ Γ(∧2A∗

M ) is the action
Lie algebroid for the G-action, embedded as the Lie subalgebroid of AM

spanned by the generators of the G-action xAM
.

7.2. The subalgebroid A′ and its pull-back Φ!A′. Let A′ ⊂ A be the
G-invariant subalgebroid, consisting of ξ ∈ A with ξ0 = 0. Then A′ is
again a transitive Lie algebroid, and A = g ⋉ A′, where g is embedded
by the generators of the G-action. The Lie algebroid A′ may be viewed
as the Atiyah algebroid of the principal LeG-bundle PeG → G, where the
subscript indicates paths based at the group unit e. In turn, PeG may be
identified with the space Ω1(S1, g) of connections on S1 = R/Z, where the
identification is given by the map γ 7→ γ−1dγ. (Conversely, γ is recovered by
parallel transport.) There is a natural projection q : A→ A′, ξ 7→ ξ − ξ(0),
with a(q(ξ)) = a(ξ) + ξ(0)G. Of course, q does not preserve brackets.

Suppose now that Φ: M → G is a G-equivariant map, and let A′
M = Φ!A′.

The projection q induces a projection map qM : AM → A′
M , given on sections

by
qM(ξ,X) = (ξ − ξ(0), X + ξ(0)M ).

5In [1], the second condition was stated in the form ker(ω) = {ξM | AdΦ(m) ξ = −ξ}.
The equivalence to ker(ω)∩ker(dΦ) = 0 was observed independently by Bursztyn-Crainic
[6] and Xu [15].
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Its kernel is the trivial bundle gM = M × g ⊂ AM , embedded by the map
x 7→ (−x, xM ) generating the G-action. Even though qM does not preserve
brackets, we have:

Corollary 7.2. If E ⊂ AM is a G-invariant Lie subalgebroid, transverse to
gM , then qM(E) ⊂ A′

M is a Lie subalgebroid of A′
M .

Proof. The transversality implies that qM (E) is a sub-bundle of A′
M , of the

same rank as E. Letting gM = M × g ⊂ AM be the embedding given by the
generators of the g-action, we have

qM (E) = qM(E + gM ) = (E + gM ) ∩A′
M .

But the sections of E + gM are closed under [·, ·]A, as are the sections of
A′

M . �

Example 7.3. In this example, we assume that G is compact and that the
inner product · on g is positive definite. Let Φ: C ⊂ G be the inclusion of a
conjugacy class. Then AC = Φ!A is a sum

AC = L + gC .

The intersection L∩ gC is the sub-bundle of gC , spanned by (−x, xC |g) with
x ∈ ker(Adg −1). Let the fibers Lg carry the inner product defined by the
integration pairing. Then, after an appropriate Hilbert space completion
(for instance, using the Sobolev space W 1,2), we obtain

LC
g = L+

g ⊕ ker(Adg −1)C ⊕ L−
g

where L±
g are the direct sum of the eigenspaces for the positive/negative

part of the spectrum of 1√
−1

∂
∂t , and ker(Adg −1)C ∼= L0

g is embedded as the

kernel. Consequently,

AC
C = Φ!A = L+ ⊕ gC ⊕ L−.

Since L± are Lie algebra sub-bundles of L, their integrability is automatic,
and hence

(A′
C)

C = q(L+)⊕ q(L−)

is an integrable polarization of A′
C . Letting O be the coadjoint LG-group or-

bit corresponding to C = O/L0G, the bundle A′
C is interpreted as TO/L0G,

and its polarization is the standard Kähler structure.

8. Higher analogues of the form ̟

We had remarked above that the Cartan form η may be viewed as a Chern-
Simons form, and similarly ηG as an equivariant Chern-Simons form. For
any invariant polynomial p ∈ (Smg∗)G, we may define ‘higher analogues’
ηp, ηp

G of the Cartan form using the theory of Bott forms. We will not
assume the existence of an invariant inner product on g.
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8.1. Bott forms. Let N be a manifold. Suppose β ∈ Ω1(N, g), and that p ∈
(Smg∗)G is an invariant polynomial of degree m. Then p(F β) is closed, as an
application of the Bianchi identity dF β + [β, F β ] = 0. 6 Given β0, . . . , βk ∈
Ω1(N, g) we define Bott forms Υp(β0, . . . , βk) ∈ Ω2m−k(N)

Υp(β0, . . . , βk) = (−1)[
k+1
2

]

∫

∆k

p(F β).

Here ∆k = {s ∈ R
k+1| si ≥ 0,

∑k
i=0 si = 1} is the standard k-simplex,

and β =
∑k

i=0 siβi, viewed as a form β ∈ Ω1(N × ∆k, g). For a detailed
discussion of Bott forms, see [14, Chapter 4]. The Bott forms satisfy

dΥp(β0, . . . , βk) =

k∑

i=0

(−1)iΥp(β0, . . . , β̂i, . . . βk),

Υp(Φ • β0, . . . ,Φ • βk) = Υp(β0, . . . , βk), Φ ∈ C∞(N,G).

The first identity follows from Stokes’ theorem [14, Theorem 4.1.6], while
the second identity comes from the gauge equivariance of the curvature,
FΦ•β = AdΦ(F β).

Consider the special case N = G. For any p ∈ (Smg∗)G we define

ηp = Υp(0, θL) ∈ Ω2m−1(G).

Then dηp = Υp(θL) − Υp(0) = 0, using that F β = 0 for both β = 0, θL.
For G compact, the classes [ηp] are known to generate the cohomology ring
H∗(G, R).

8.2. Equivariant Bott forms. With small modifications, the definition of
Bott forms carries over to equivariant 1-forms β ∈ Ω1(N, g)G for a given G-
action on N , and for the adjoint action of G on g. For any such form, and an

invariant polynomial p, the equivariant Bianchi identity dGF β
G +[β, F β

G(x)+

x] = 0 implies that p(F β
G(x) + x) is equivariantly closed. Given β0, . . . , βk ∈

Ω1(N, g)G we define equivariant Bott forms Υp
G(β0, . . . , βk) ∈ ΩG(N) by

Υp
G(β0, . . . , βk)(x) = (−1)[

k+1
2

]

∫

∆k

p(F β
G(x) + x),

with β =
∑k

i=0 siβi as above. Then

dGΥp
G(β0, . . . , βk) =

k∑

i=0

(−1)iΥp
G(β0, . . . , β̂i, . . . βk),

Υp
G(Φ • β0, . . . ,Φ • βk) = Υp

G(β0, . . . , βk), Φ ∈ C∞(N,G)G.

Again this follows from Stokes’ theorem, respectively from the property

FΦ•βi

G (x) + x = AdΦ(F βi

G (x) + x) of the equivariant curvature.

6For any polynomial p ∈ Sg∗, we define its derivative p′ ∈ Sg∗ ⊗ g∗ by 〈p′(v), w〉 =
∂
∂t

˛

˛

˛

t=0
p(v + tw). If p is G-invariant, then [x, y] · p′(y) = 0 for all x, y ∈ g. Thus dp(F β) =

dF β · p′(F β) = −[β, F β] · p′(F β) = 0.
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If N = G with conjugation action, and p ∈ (Smg∗)G we define [10]

ηp
G = Υp

G(0, θL) ∈ Ω2m−1
G (G).

Since F θL

G (x) + x = Adg−1(x), we have

dGηp
G(x) = Υp

G(θL)−Υp
G(0) = p(Adg−1(x))− p(x) = 0.

Thus ηp
G are closed equivariant extensions of ηp.

8.3. Families of flat connections. Suppose that βt ∈ Ω1(N, g)G is a fam-

ily of invariant 1-forms, such that F βt

G (x) + x = 0 for all t. Then

dGΥp
G(0, βt)(x) = −p(x)

for all t, and so the difference Υp
G(0, βt)−Υp

G(0, β0) is equivariantly closed.

We will construct an equivariant primitive. Let β ∈ Ω1(N ×∆1 × I, g)G be
given as

βs,t = sβt, t ∈ I = [0, 1], s ∈ ∆1 ∼= [0, 1].

We set

Ip
G({βt})(x) =

∫

∆1×I
p(F β

G(x) + x).

Lemma 8.1. If m = deg(p) ≥ 2,

Υp
G(0, β1)−Υp

G(0, β0) = dGIp
G({βt}),

Proof. We compute dGIp
G({βt})(x) by Stokes’ theorem. There will be four

boundary contributions, corresponding to the four sides s = 0, s = 1, t =
0, t = 1 of the square ∆1× I. The boundary contribution for s = 1 is given
as the integral of

p(dt ∧ β̇t + F βt

G (x) + x).

But F βt

G (x) + x = 0 by assumption, and hence p(dt ∧ β̇t) = 0 since
deg(p) ≥ 2. The boundary contribution of s = 0 vanishes as well, since the

pull-back of p(F β
G(x) + x) has no dt-component there. The remaining two

boundary contributions are Υp
G(0, β1) and −Υp

G(0, β0) as desired. �

The discussion for the non-equivariant case is essentially the same: Given
a family βt ∈ Ω1(N, g) with F βt = 0, the integral Ip({βt}) =

∫
∆1×I p(F β)

has the property Υp(0, β1)−Υp(0, β0) = dIp({βt}). Writing F β = ds∧βt +

sdt∧ β̇t + s(s−1)
2 [βt, βt], we may carry out the s-integration in the definition

of Υp, and find that Υp is explicitly given as a rational multiple of

(16)

∫ 1

0
p(βt, β̇t, [βt, βt], . . . , [βt, βt]).

Here we have associated to p ∈ (Smg∗)G the multilinear form (again denoted
p) such that p(x, . . . , x) = p(x).
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8.4. The form ̟p
G. The theory described above works equally well for

Ω(N) replaced with Γ(A), for A→ N a Lie algebroid. In the G-equivariant
case, one has to require that the G-action on A admits infinitesimal gener-
ators xA. As before, we will view Ω(N) ⊂ Γ(∧A∗) respectively ΩG(N) ⊂
ΓG(∧A∗) as the basic subcomplexes.

Our goal is to construct primitives of a
∗ηp

G ∈ ΓG(∧A∗), where A → G is
the Atiyah algebroid over G. Let κt ∈ Γ(A∗) ⊗ g as in Section 5.2. With
Ip
G({κt}) ∈ ΓG(∧A∗) as above, put

̟p
G = Ip

G({κt})−Υp
G(0, a∗θL, κ0).

Theorem 8.2. The forms ̟p
G are equivariant primitives of a

∗ηp
G:

dG̟p
G(x) = a

∗ηp
G(x).

Proof. Since κ1 = g • κ0 by Lemma 5.3, we have

Υp
G(0, κ1) = Υp

G(0, g • κ0) = Υp
G(g−1 • 0, κ0) = Υp

G(a∗θL, κ0).

Lemma 5.3 also shows that F κt

G (x) + x = 0. Hence Lemma 8.1 applies and
gives

dGIp
G({κt}) = Υp

G(0, κ1)−Υp
G(0, κ0)

= Υp
G(a∗θL, κ0) + Υp

G(κ0, 0)

= Υp
G(a∗θL, 0) + dGΥp

G(0, a∗θL, κ0). �

Setting the equivariant parameter equal to 0, i.e. defining ̟p = ̟p
G(0),

this also gives in particular non-equivariant primitives, d̟p = a
∗ηp.

8.5. The case p(x) = 1
2x · x. If p is homogeneous of degree deg(p) = 2, the

formulas simplify. With βs,t = sκt, the definition of Ip
G({κt}(x) gives

Ip
G({κt})(x) =

∫

∆1×I
p(F β

G(x) + x) =

∫

∆1×I
p(ds ∧ κt + sdt ∧ κ̇t).

Indeed, only the coefficient of ds∧dt in p(F β
G(x)+x) will contributes to the

integral. Hence

Ip
G({κt})(x) =

∫ 1

0
p(κt, κ̇t),

where we associated to p a symmetric bilinear form, again denote p, with
p(x, x) = p(x). In particular, Ip

G({κt}) = Ip({κt}). A similar discussion

applies to the 2-dimensional integral defining Υp
G(0, a∗θL, κ0). One obtains

Υp
G(0, a∗θL, κ0)(x) = p(a∗θL, κ0),

which again is independent of x. We conclude that if p(x) = 1
2x · x for an

invariant inner product · on g, then ̟p
G coincides with ̟p, and is given by

the Formula (13).
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8.6. Pull-back to the group unit. The inclusion map ι : {e} → G is G-
equivariant, and lifts to a morphism of Lie algebroids, Lg → A. (In fact,
Lg = ι!A.) Let

σp = ι!̟p, σp
G = ι!̟p

G

be the resulting elements of Γ(∧Lg∗), resp. ΓG(∧Lg∗). Since ι∗ηp
G = 0, it

is immediate that these forms are closed (resp. equivariantly closed) for the
Lie algebra differential.

The pull-back of κLg := ι!κ may be viewed as minus the right-invariant
Maurer-Cartan forms for the group LG. Since the pull-back of Υp(0, a∗θL, κ0)
vanishes, Equation (16) shows that σp is a rational multiple of

p(κLg
t , κ̇Lg

t , [κLg
t , κLg

t ], . . . , [κLg
t , κLg

t ]).

These forms are discussed by Pressley-Segal in [12, Chapter 4.11], who prove
that for compact G the cohomology ring H∗(LG) is generated by the left-
invariant forms, and is in fact isomorphic to the Lie algebra cohomology of
Lg. The forms σp arise as some of the generators of the cohomology. (The
remaining generators are obtained by pull-back under the evaluation map
LG → G, γ 7→ γ0). Our theory thus provides closed G-equivariant exten-
sions of the Pressley-Segal generators, and gives an explicit transgressions
of these forms to ηp, ηp

G.

Appendix A. Chern-Simons forms on Lie algebroids

In this appendix, we extend some formulas for Chern-Simons forms to the
case of Lie algebroids. We omit proofs, which are all given by straightforward
calculations (extending the well-known case A = TN).

A.1. Non-equivariant Chern-Simons forms. Suppose A → N is a Lie
algebroid. We will consider the elements of Γ(∧A∗) as ‘forms on A’. For
any g-valued 1-form β ∈ Γ(A∗)⊗ g with ‘curvature’ F β = dβ + 1

2 [β, β]g, the

4-form 1
2F β · F β ∈ Γ(∧4A∗) is exact. A primitive is given by the Chern-

Simons form CS(β) = Υp(0, β) for p(x) = 1
2x · x, where we have used the

notation from Section 8.1. Thus d CS(β) = p(F β) = 1
2F β · F β . A short

calculation gives

CS(β) =
1

2
(dβ) · β +

1

6
β · [β, β]g ∈ Γ(∧3A∗).

For Φ ∈ C∞(N,G) let Φ • β = AdΦ(β) − Φ∗θR be the gauge transform of
β. (Here the last term is viewed as an element of of Γ(A∗), by the pull-back
map Ω(N)→ Γ(∧A∗).

Proposition A.1. For β ∈ Γ(A∗)⊗ g and Φ ∈ C∞(N,G), we have

(17) CS(Φ • β) = CS(β) + Φ∗η −
1

2
d (β · Φ∗θL).
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Given a smooth family βt one has the transgression formula,

(18)
∂

∂t
CS(βt) = β̇t · F

βt −
1

2
d (βt · β̇t).

Suppose βt+1 = Φ•βt for some given gauge transformation Φ ∈ C∞(N,G).
Integrating (18) over [0, 1], and using the property of Chern-Simons forms
under gauge transformations, we obtain

(19)

∫ 1

0
β̇t · F

βt = Φ∗η + dQβ

where Qβ ∈ Γ(∧2A∗) is the 2-form,

Qβ =
1

2
Φ∗θL · β0 +

1

2

∫ 1

0
βt · β̇t.

A.2. G-equivariant Chern-Simons forms. Suppose that the group G
acts on A→ N , with infinitesimal generators x 7→ xA. Then we can consider
the complex ΓG(∧A∗) of G-equivariant forms.

Suppose β ∈ (Γ(A∗)⊗ g)G, and let F β
G = dGβ + 1

2 [β, β] be its ‘equivariant
curvature’. We have

dGF β
G + [β, F β

G(x) + x] = 0.

As a consequence, the equivariant 4-form p(F β
G(x) + x) − p(x) for p(x) =

1
2x · x is equivariantly closed. 7 Let CSG(β) = Υp

G(0, β) ∈ ΓG(∧3A∗), with

differential p(F β
G(x) + x)− p(x). One finds

CSG(β)(x) =
1

2
dGβ(x) · β +

1

6
β · [β, β]g + β · x.

Proposition A.2. For β ∈ (Γ(A∗)⊗ g)G and Φ ∈ C∞(N,G)G,

(20) CSG(Φ • β) = CSG(β) + Φ∗ηG −
1

2
dG(β · Φ∗θL).

Given a smooth family βt ∈ (Γ(A∗)⊗ g)G, one has

∂

∂t
CSG(βt)(x) = β̇t · (F

βt

G (x) + x)−
1

2
d (βt · β̇t).

Hence, if βt ∈ (Γ(A∗)⊗g)G is a family of invariant forms with β1 = Φ•β0,
and letting Qβ be defined as above, one finds

(21)

∫ 1

0
β̇t · (F

βt

G (x) + x) = Φ∗ηG + dGQβ.

7In the case A = TN , the form β may be regarded as the restriction to N × {e} of a
principal connection on N×G, invariant relative to the diagonal action k.(n, u) = (k.n, ku).

The pull-back of the G-equivariant curvature F θ
G(x) to N × {e} is F β

G(x) + x.
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A.3. Properties of the functional Q. Here are some properties of the
functional Q(β) = Qβ.

Proposition A.3 (Properties of the functional Q).

(a) Reparametrization invariance. Let βt ∈ Γ(A∗) ⊗ g be a smooth
family of forms with βt+1 = Φ • βt, and suppose φ : R → R is an
orientation preserving diffeomorphism such that φ(t + 1) = φ(t) + 1.
Then Q(β ◦ φ) = Q(β).

(b) Multiplicative property. Let β′, β′′ : R→ Γ(A∗)⊗ g be two maps
such that β′

t+1 = Φ′ • β′
t, β′′

t+1 = Φ′′ • β′′
t . Suppose β′

1 = β′′
0 , and let

the concatenation be defined for 0 ≤ t ≤ 1 by

(β′′ ∗ β′)t =

{
β′

2t 0 ≤ t ≤ 1
2

β′′
2t−1

1
2 ≤ t ≤ 1.

and extend to all t by the property, (β′′ ∗ β′)t+1 = (Φ′′Φ′) • (β′′ ∗ β′)t.
(The resulting β is piecewise smooth, and it is smooth e.g. if β′, β′′

are constant near t = 0.) Then

(22) Q(β′′ ∗ β′) = Q(β′) + Q(β′′) + (Φ′,Φ′′)∗λ

where λ ∈ Ω2(G×G) is the 2-form, λ = 1
2 pr∗1 θL · pr∗2 θR.

(c) Inversion. Let β : R → Ω1(N, g) with βt+1 = Φ • βt, and define
β−

t = β−t. Then β−
t+1 = Φ−1 • β−

t , and we have Q(β−) = −Q(β).

Proof. (a) The claim is obvious if φ(0) = 0, since both the integral and
the term 1

2Φ∗θL · β0 are unchanged in this case. It remains to check the
case φ(t) = t + u, for some fixed u ∈ R. It is enough to consider the case
0 ≤ u ≤ 1. We have

∫ 1

0
βt+u · β̇t+u =

∫ 1+u

u
βt · β̇t

=

∫ 1

u
βt · β̇t +

∫ u

0
(AdΦ βt − Φ∗θR) · AdΦ β̇t

=

∫ 1

0
βt · β̇t −

∫ u

0
Φ∗θL · β̇t

=

∫ 1

0
βt · β̇t −Φ∗θL · (βu − β0). �

(b) In calculating Q(β)−Q(β′)−Q(β′′), the integral contributions cancel
out, and we are left with

Q(β)−Q(β′)−Q(β′′) =
1

2

(
(Φ′′Φ′)∗θL · β0 − (Φ′)∗θL · β0 − (Φ′′)∗θL · β1/2

)
.

Since β1/2 = β′
t = Φ′ • β0 = AdΦ′ β0 − (Φ′)∗θR and (Φ′′Φ′)∗θL = (Φ′)∗θL +

Ad(Φ′)−1(Φ′′)∗θL, we are left with 1
2(Φ′)∗θL · (Φ′′)∗θR.

(c) is a straightforward calculation.



31

References

[1] A. Alekseev, A. Malkin, and E. Meinrenken, Lie group valued moment maps, J.
Differential Geom. 48 (1998), no. 3, 445–495.

[2] R. Bott, Lectures on characteristic classes and foliations, Lectures on algebraic and
differential topology (Second Latin American School in Math., Mexico City, 1971),
Springer, Berlin, 1972, Notes by Lawrence Conlon, with two appendices by J. Stasheff,
pp. 1–94. Lecture Notes in Math., Vol. 279.

[3] U. Bruzzo, L. Cirio, P. Rossi, and V. Rubtsov, Equivariant cohomology and localiza-

tion for Lie algebroids and applications, Differential geometry and physics, Nankai
Tracts Math., vol. 10, World Sci. Publ., Hackensack, NJ, 2006, pp. 152–159.

[4] J.-L. Brylinski, Loop spaces, characteristic classes and geometric quantization,
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Genève 24, Switzerland

E-mail address: Anton.Alekseev@unige.ch

University of Toronto, Department of Mathematics, 40 St George Street,

Toronto, Ontario M4S2E4, Canada

E-mail address: mein@math.toronto.edu


