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ABSTRACT. This paper is devoted to the study of multigraded algebras and multigraded linear series. For an
Ns-graded algebraA, we define and study its volume function FA : Ns+→ R, which computes the asymptotics
of the Hilbert function of A. We relate the volume function FA to the volume of the fibers of the global
Newton-Okounkov body ∆(A) of A. Unlike the classical case of standard multigraded algebras, the volume
function FA is not a polynomial in general. However, in the case when the algebra A has a decomposable
grading, we show that the volume function FA is a polynomial with non-negative coefficients. We then define
mixed multiplicities in this case and provide a full characterization for their positivity. Furthermore, we apply
our results on multigraded algebras to multigraded linear series.

Our work recovers and unifies recent developments on mixed multiplicities. In particular, we recover results
on the existence of mixed multiplicities for (not necessarily Noetherian) graded families of ideals and on the
positivity of the multidegrees of multiprojective varieties.
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1. INTRODUCTION

The main goal of this paper is to study and extend the current theory of graded algebras of almost integral
type and graded linear series to multigraded algebras of almost integral type and multigraded linear series,
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respectively. The asymptotic behavior of graded algebras of almost integral type and graded linear series
was extensively studied in the foundational papers of Kaveh and Khovanskii [21] and of Lazarsfeld and
Mustaţă [25]. Following ideas from seminal works of Okounkov [29, 30], the authors of [21] and [25]
associated a convex body ∆(A) to a graded algebra A equipped with a valuation with one-dimensional
leaves. The convex body ∆(A) is called the Newton-Okounkov body of the algebra A. One of the main
results of [21,25] relates the asymptotic growth of the Hilbert function of a graded algebra of almost integral
type with the corresponding Newton-Okounkov body.

More precisely, let k be an algebraically closed field and F be a field containing k. Recall that a graded k-
subalgebra A⊂ F[t] of the polynomial ring in one variable is of integral type if A is finitely generated over
k and is a finitely generated module over the subalgebra generated by [A]1. A graded k-algebra A⊂ F[t] is
of almost integral type if A ⊂ B ⊂ F[t], where B is a graded k-algebra of integral type. Then, one has the
following theorem.

Theorem 1.1 ([21,25]). LetA⊂F[t] be a graded k-algebra of almost integral type, and let q= dimR(∆(A)).
Then the Hilbert function ofA has a polynomial growth. Moreover, the main term of asymptotics has degree
q and its coefficient is given by the volume of ∆(A).

We generalize Theorem 1.1 to a far-reaching general case of algebras of almost integral type. We con-
sider an arbitrary field k (not necessarily algebraically closed) and we replace the field F with any reduced
k-algebra R. We also relate the dimension of the Newton-Okounkov body of A⊂ R[t] to the Krull dimen-
sion of A.

Theorem A (Theorem 3.6). Let k be a field and R be a reduced k-algebra. Let A ⊂ R[t] be a graded
k-algebra of almost integral type. Suppose d= dim(A)> 0. Then, there exists an integer m> 0 such that
the limit

lim
n→∞ dimk ([A]nm)

nd−1 ∈ R+

exists and it is a positive real number.

We prove this result by analyzing the graded algebras equipped with a valuation having leaves of bounded
dimension. In particular, we show that any algebra A ⊂ R[t] of almost integral type has a valuation with
bounded leaves (Proposition 3.13). Our treatment of singly graded algebras also profited from the works of
Cutkosky [9, 11].

We now focus on our developments of the multigraded case of algebras and linear series.

1.1. Multigraded algebras of almost integral type. Here we describe our main results regarding arbitrary
multigraded algebras of almost integral type.

Let k be an arbitrary field and R be a k-domain. Our results in principle could cover the case when R is
an arbitrary reduced ring (see the general reductions used in Section 3), however, in doing so the notation
would be quite cumbersome in the notion of volume function that we define below.

First, we introduce our main object of study, which provides the multigraded extension of graded alge-
bras of almost integral type (as introduced in [21]). Let t1, . . . ,ts be new variables over R and consider
R[t1, . . . ,ts] as a standard Ns-graded polynomial ring where deg(ti) = ei ∈ Ns and ei denotes the i-th
elementary vector (0, . . . ,1, . . . ,0). We have the following notions:
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(i) An Ns-graded k-algebra A =
⊕

n∈Ns [A]n ⊂ R[t1, . . . ,ts] is called of integral type if A is finitely
generated over k and is a finite module over the subalgebra generated by [A]e1 , [A]e2 , . . . , [A]es .

(ii) An Ns-graded k-algebra A=
⊕

n∈Ns [A]n ⊂ R[t1, . . . ,ts] is called of almost integral type if A⊂ B⊂
R[t1, . . . ,ts], where B is an Ns-graded algebra of integral type.

LetA⊂ R[t1, . . . ,ts] be an Ns-graded algebra of almost integral type. To simplify notation, we also need
to assume that [A]ei 6= 0 for all 16 i6 s. One has that the Krull dimension ofA is finite (see Theorem 2.5),
i.e., dim(A) <∞. Let d = dim(A) and q = d− s. Our main focus is on the volume function of A, which
is defined as

(1) FA : Zs+→ R, FA(n1, . . . ,ns) = lim
n→∞

dimk

(
[A](nn1,...,nns)

)
nq

.

As a direct consequence of Theorem 3.11, we obtain that the limit defining the volume function FA always
exists. Note that, when A is a standard Ns-graded algebra then the volume function FA encodes the mixed
multiplicities of A (see Remark 4.1).

In a similar fashion to [25], we relate the volume function FA of A to a global Newton-Okounkov body
that we define below. For that, we can safely assume that R is finitely generated over k (see Remark 3.4)
and that there exists a valuation ν : Quot(R)→ Zr with certain good properties (see Proposition 3.13). Of
particular importance is the fact that the valuation ν has leaves of bounded dimension. Let ΓA be the valued
semigroup of the Ns-graded algebra A:

ΓA =
{
(ν(a),m) ∈ Zr×Ns | 0 6= a ∈ [A]m

}
.

We define
∆(A) = Con(ΓA)⊂ Rr×Rs>0

to be the closed convex cone generated by ΓA and we call it the global Newton-Okounkov body of A. We
denote the index of A by ind(A) and the maximal dimension of leaves of A by `A (these invariants refer to
a uniform behavior of the Veronese subalgebrasA(n) =

⊕∞
n=0[A]nn; for more details, see Definition 4.10).

One has the diagram below

∆(A) Rr×Rs>0

Rr Rs>0

π1 π2

where π1 : Rr×Rs>0→ Rr and π2 : Rr×Rs>0→ Rs>0 denote the natural projections. We denote the fiber of
the global Newton-Okounkov body ∆(A) over x ∈ Rs>0 by ∆(A)x = ∆(A)∩π−1

2 (x).
The following theorem contains our main results regarding the relations between the volume function

FA and the global Newton-Okounkov body ∆(A).

Theorem B (Theorem 4.7, Corollary 4.11). Under the notations above the following results hold:

(i) The fiber ∆(A)n of the global Newton-Okounkov body ∆(A)⊂ Rr×Rs>0 coincides with the Newton-
Okounkov body ∆(A(n)) for each n ∈ Zs+, that is:

π1 (∆(A)n)× {1} = π1
(
∆(A)∩π−1

2 (n)
)
× {1} = ∆(A(n)) ⊂ Rr× {1}.
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(ii) There exists a unique continuous homogeneous function of degree q extending the volume function
FA(n) defined in (1) to the positive orthant Rs>0. This function is given by

FA : Rs>0→ R, x 7→ `A ·
Volq(∆(A)x)

ind(A)
.

Moreover, the function FA is log-concave:

FA(x+y)
1
q > FA(x)

1
q +FA(y)

1
q for all x,y ∈ Rs>0.

We illustrate the concrete computation of the volume functions in Example 4.4 and Example 4.15. In
particular, we show that in general, part (ii) of Theorem B is the strongest result that can be obtained in this
setting: for any non-negative, homogeneous of degree 1, concave function f : Rs>0→ R>0 we construct an
Ns-graded algebra A whose volume function is f (see Example 4.12).

1.2. Algebras with decomposable grading. An important question is to determine the following:

• When is the volume function FA a polynomial?

By mimicking the classical case of standard multigraded algebras, the existence of such a polynomial
yields a natural notion of mixed multiplicities for the algebra A (see Remark 4.1). It turns out that the
volume function FA is not always a polynomial (see, e.g., Example 4.4, Example 4.12 and Example 4.15).
However, we show that the volume function is a polynomial for the family of multigraded algebras with
decomposable gradings.

An Ns-graded algebra A is said to have a decomposable grading if the equality

[A](n1,n2,...,ns) = [A]n1e1 · [A]n2e2 · · · · · [A]nses

holds for each (n1,n2, . . . ,ns) ∈ Ns.
Now, we additionally assume that the Ns-graded algebra A ⊂ R[t1, . . . ,ts] of almost integral type has a

decomposable grading. For each p > 1, let Â[p] = k [[A]pe1 , . . . , [A]pes ] ⊂ A be the Ns-graded algebra

generated by [A]pe1 , . . . , [A]pes , and denote by Ã[p] =
⊕

n∈Ns

[
Â[p]

]
pn

the standard Ns-graded algebra

obtained by regrading Â[p].
The following theorem deals with the case of algebras with a decomposable grading.

Theorem C (Theorem 5.5). Assume the notations above with A having a decomposable grading. Then,
there exists a homogeneous polynomial GA(n) ∈ R[n1, . . . ,ns] of degree q with non-negative real coeffi-
cients such that

FA(n) = GA(n) for all n ∈ Zs+.

Additionally, we have

GA(n) = lim
p→∞

G
Ã[p]

(n)

pq
= sup
p∈Z+

G
Ã[p]

(n)

pq
for all n ∈ Zs+.

We illustrate Theorem C with an example of the Cox ring of a full flag variety (Example 5.6).
Moreover, we can write the polynomial GA of Theorem C as follows

GA(n) =
∑
|d|=q

1
d!
e(d;A)nd.
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Then, for each d = (d1, . . . ,ds) ∈ Ns with |d| = q, we define the non-negative real number e(d;A) > 0 to
be the mixed multiplicity of type d of A.

In Corollary 5.8, we provide an extension into a multigraded setting of the Fujita approximation theorem
for graded algebras given in [21, Theorem 2.35]. We show the following equalities

e(d;A) = lim
p→∞

e
(
d;Ã[p]

)
pq

= sup
p∈Z+

e
(
d;Ã[p]

)
pq

.

Furthermore, in Theorem 5.9, we provide a full characterization for the positivity of the mixed multiplicities
e(d;A) of A.

In our findings, we got that a number of interesting applications follow rather easily by studying certain
multigraded algebras with decomposable grading. The list of applications includes the following:

(1) In Section 6, we recover some results from [7, 8, 10] by showing the existence of mixed multiplici-
ties for (not necessarily Noetherian) graded families of ideals.

(2) In §6.1, we provide a full characterization for the positivity of the mixed multiplicities of graded
families of equally generated ideals.

(3) In §6.2, we recover a classical characterization for the positivity of the mixed volumes of convex
bodies.

1.3. Multigraded linear series. Finally, we are interested in the notion of multigraded linear series. Let k

be an arbitrary field and X be a proper variety over k. Let D1, . . . ,Ds be a sequence of Cartier divisors on
X, and consider the corresponding section ring

S(D1, . . . ,Ds) =
⊕

(n1,...,ns)∈Ns

H0(X,O(n1D1 + · · ·+nsDs)
)
.

A multigraded linear series associated to the divisors D1, . . . ,Ds is an Ns-graded k-subalgebra W of the
section ring S(D1, . . . ,Ds). In particular, W is of almost integral type (see Proposition 7.2). The Kodaira-
Itaka dimension ofW is given by

κ(W) = dim(W)− s,

where as before dim(W) denotes the Krull dimension of W. As simple consequence of our developments
for multigraded algebras, we have the following theorem for multigraded linear series (which we enunciate
below for the sake of completeness).

Theorem D (Theorem 7.4). Under the above notations, let W ⊂ S(D1, . . . ,Ds) be a multigraded linear
series and suppose that [W]ei 6= 0 for all 16 i6 s. Then, the following statements hold:

(i) The volume function

FW(n) = lim
n→∞ dimk

(
[W]nn

)
nκ(W)

ofW is well-defined for all n ∈ Zs+.
(ii) There exists a unique continuous function that is homogeneous of degree κ(W) and log-concave and

that extends the volume function FW(n) to the positive orthant Rs>0. This function is given by

FW : Rs>0→ R, x 7→ `W ·
Volκ(W)

(
∆(W)x

)
ind(W)

.
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(iii) IfW has a decomposable grading, then there exists a homogeneous polynomialGW(n)∈R[n1, . . . ,ns]
of degree κ(W) with non-negative real coefficients such that

FW(n) = GW(n)

for all n ∈ Zs+.

Finally, in Theorem 7.5, we express the mixed multiplicities of a multigraded linear series with decom-
posable grading in terms of the multidegrees of the multiprojective varieties obtained as the image of certain
Kodaira rational maps.

1.4. Organization of the paper. The basic outline of this paper is as follows. In Section 2, we recall
some important results and fix some notations. In Section 3, we deal with singly graded algebras and we
prove Theorem A. In Section 4, we begin our study of multigraded algebras and we prove Theorem B.
Our treatment of multigraded algebras with decomposable grading is made in Section 5, where we show
Theorem C. In Section 6, we obtain some applications for the mixed multiplicities of graded families
of ideals and for the mixed volumes of convex bodies. Finally, in Section 7, we apply our results on
multigraded algebras to multigraded linear series and we prove Theorem D.

2. NOTATION AND PRELIMINARIES

In this preparatory section, we fix our notation and recall some important results to be used throughout
the paper. We denote the set of non-negative integers by N = {0,1,2, . . .} and the set of positive integers
by Z+ = {1,2, . . .}. Let d > 1. For a vector n = (n1, . . . ,nd) ∈ Nd we denote by |n| the sum of its entries.
We also denote by ei ∈ Nd the i-th elementary vector (0, . . . ,1, . . . ,0). For n = (n1, . . . ,nd) and m =

(m1, . . . ,md) in Nd we write n > m if ni >mi for every 1 6 i 6 d. The null vector (0, . . . ,0) ∈ Nd is
denoted by 0 ∈Nd. Moreover, we write n� 0 if ni > 0 for every 16 i6 d. We also use the abbreviations
n! = n1! · · ·nd! and nm = nm1

1 · · ·n
md

d .

We first describe the notions and methods of Newton-Okounkov bodies and recall some important results
from [21]. Let d> 1. Suppose that S⊂ Zd+1 is a semigroup in Zd+1. Let π : Rd+1→ R be the projection
into the last component. Let L = L(S) be the linear subspace of Rd+1 which is generated by S. Let
M =M(S) be the rational half-space M(S) := L(S)∩π−1(R>0) = L(S)∩

(
Rd×R>0

)
, and let ∂MZ =

∂M∩Zd+1. Let Con(S) ⊂ L(S) be the closed convex cone which is the closure of the set of all linear
combinations

∑
iλisi with si ∈ S and λi > 0. Let G(S)⊂ L(S) be the group generated by S.

We say that the semigroup S is non-negative if S ⊂M; additionally, if Con(S) is strictly convex and
intersects the space ∂M only at the origin, then S is strongly non-negative (see [21, Definition 1.9 and
§1.4]).

Following [21], when S is non-negative we fix the following notation:

– [S]n := S∩π−1(n) = S∩
(
Zd× {n}

)
.

– m(S) := [Z : π(G(S))].
– ind(S) := [∂MZ :G(S)∩∂M].
– ∆(S) := Con(S)∩π−1(m(S)) (the Newton-Okounkov body of S).
– Volq(∆(S)) is the integral volume of ∆(M,S) (see [21, Definition 1.13]); this volume is computed using

the translation of the integral measure on ∂M.
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The following result is of remarkable importance for us.

Theorem 2.1 (Kaveh-Khovanskii, [21, Corollary 1.16]). Suppose that S is strongly non-negative. Let
m=m(S) and q= dimR(∆(S)). Then

lim
n→∞ #[S]nm

nq
=

Volq(∆(S))
ind(S)

.

For a subset U ⊂ S of S and n ∈ N, we define n ?U :=
{∑n

i=1ui | u1, . . . ,un ∈ U
}

. For p ∈ N, we

denote by Ŝp the subsemigroup of S generated by [S]p, that is,[
Ŝp

]
np

= n? [S]p and
[
Ŝp

]
n
= 0 if p does not divide n.

The following approximation theorem relates the semigroup S with the semigroups Ŝpm for p big enough.

Theorem 2.2 ([21, Theorem 1.27], [25, Proposition 3.1]). Suppose that S is strongly non-negative. Let
m = m(S) and q = dim(∆(S)). Let ε > 0 be a positive real number. Then, for p� 0 the following
statements hold:

(i) dimR(∆(Ŝpm)) = q.
(ii) ind(Ŝpm) = ind(S).

(iii) We have the inequalities

lim
n→∞ #[S]nm

nq
−ε 6 lim

n→∞ #(n? [S]pm)

nqpq
6 lim

n→∞ #[S]nm
nq

.

We now briefly recall Minkowski’s theorem and the notion of mixed volume of convex bodies. Let
K = (K1, . . . ,Ks) be a sequence of convex bodies in Rd. For any sequence λ = (λ1, . . . ,λs) ∈ Ns of non-
negative integers, we denote by λK the Minkowski sum λK := λ1K1 + · · ·+λsKs and by Kλ the multiset
Kλ :=

⋃s
i=1
⋃λi
j=1{Ki} of λi copies of Ki for each 1 6 i 6 s. Below is the classical Minkowski’s theorem

(see, e.g., [31, Theorem 5.1.7]).

Theorem 2.3 (Minkowski). Vold(λK) is a homogeneous polynomial of degree d.

We write the polynomial Vold(λK) as

Vold(λK) =
∑

d∈Ns |d|=d

1
d!

MVd(Kd)λ
d,

where MVd(−) denotes the mixed volume.

Next, we concentrate on describing the dimension of a subalgebra of an algebra finitely generated over a
field. Following the terminology of [23], we say that these algebras are subfinite. Let k be a field and A be
a k-algebra. We shall always denote by dim(A) the Krull dimension of A. We say that A is subfinite over
k if there exists a finitely generated k-algebra B containing A. Denote by δk(A) the maximal number of
elements in A which are algebraically independent over k, that is,

δk(A) := sup
{
d | there exists x1, . . . ,xd ∈A which are algebraically independent over k

}
.

Equivalently, δk(A) = d if d is the largest integer such that there is an inclusion k[x1, . . . ,xd] ↪→ A where
k[x1, . . . ,xd] is a polynomial ring over k.
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Remark 2.4. If A is finitely generated over k, then dim(A) = δk(A). This is a classical result that follows
for instance from the Noether normalization theorem (see, e.g., [12, Theorem 13.3]).

The following theorem extends the above remark to algebras that are subfinite over k (cf. [14]).

Theorem 2.5 ([23, Theorem 4.6, Corollary 4.7]). Let A be a subfinite algebra over k. Then, the following
statements hold:

(i) dim(A) = δk(A).
(ii) If B⊃A is a subfinite algebra over k, then dim(B)> dim(A).

3. SINGLY GRADED ALGEBRAS OF ALMOST INTEGRAL TYPE

In this section, we extend the results of [21, Part II] regarding the asymptotic behavior of algebras of
almost integral type. Our results are slightly more complete than the ones in [21, Part II] with respect to the
following points:

(1) We consider an arbitrary field k instead of assuming that k is algebraically closed.
(2) We substitute the field F by any reduced k-algebra R.
(3) We show that the asymptotic growth of an algebra of almost integral type is determined by its Krull

dimension.

Similar results to the ones in this section were also obtained in [11] for graded linear series.
Let k be an arbitrary field and R be a reduced k-algebra. Let R[t] be a standard graded polynomial ring

over R. Below we introduce the notion of almost integral type in our current setting.

Definition 3.1. (i) A graded k-algebra A ⊂ R[t] is called of integral type if A is finitely generated over
k and is a finitely generated module over the subalgebra generated by [A]1.

(ii) A graded k-algebra A ⊂ R[t] is called of almost integral type if A ⊂ B ⊂ R[t], where B is a graded
algebra of integral type.

Notice that, if A ⊂ R[t] is a graded k-algebra of almost integral, then dimk ([A]n) <∞ for all n ∈ Z.
By definition, one has that a graded k-algebra of almost integral type is a subfinite algebra over k. For any
positively graded k-algebra A which is subfinite over k, we denote by Gi(A) the finitely generated graded
k-algebra that is generated by the graded components [A]0, . . . , [A]i, that is,

Gi(A) := k
[
[A]0, . . . , [A]i

]
⊂ A.

First, we discuss some properties of graded k-algebras that are subfinite over k.

Lemma 3.2. Let A be a positively graded k-algebra which is subfinite over k. Then, the following state-
ments hold:

(i) There exists i0 ∈ N such that dim(A) = dim
(
Gi(A)

)
for all i> i0.

(ii) Suppose that d= dim(A)> 0. Then there exists h ∈ Z+ and α ∈ R+ such that

dimk
(
[A]nh

)
> αnd−1

for all n > 0.

Proof. (i) This part follows from Theorem 2.5.
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(ii) Let C = Gi(A) such that dim(C) = d. Since C is finitely generated over k, by [15, Lemma 13.10,
Remark 13.11], one has a positive integer h> 0 such that the Veronese subalgebraC(h) =

⊕∞
n=0[C]nh is a

standard graded k-algebra. The ring [A]0 is Artinian because by assumption it is a finite dimensional vector
space over k. As dim(C(h)) = dim(C) = d, by [27, Corollary of Theorem 13.2] the Hilbert polynomial of
C(h) has degree d−1 and it coincides with length[A]0

([C]nh) for n� 0. Therefore, there exists a positive
real number α such that dimk([A]nh)> dimk([C]nh)> αn

d−1 for all n > 0. �

Lemma 3.3. Let A, B and C be graded k-algebras which are subfinite over k. Suppose there exists n0 > 0
such that for all n > n0 we have a short exact sequence 0→ [A]n→ [B]n→ [C]n→ 0. Then dim(B) =

max{dim(A),dim(C)}.

Proof. After choosing some h>n0, we substituteA, B and C by the Veronese subalgebrasA(h), B(h) and
C(h), respectively. Thus we may assume that 0→ [A]n→ [B]n→ [C]n→ 0 is exact for all n> 1.

By invoking Theorem 2.5, we choose i > 0 such that dim(Gi(B)∩A) = dim(A), dim(Gi(B)) = dim(B)

and dim(Gi(C)) = dim(C). Notice that we have the short exact sequence

0→
[
Gi(B)∩A

]
+
→
[
Gi(B)

]
+
→
[
Gi(C)

]
+
→ 0,

where [S]+ =
⊕∞
n=0[S]n for any graded k-algebra S. From the above short exact sequence, we obtain that

the ideal
[
Gi(B)∩A

]
+

is finitely generated (as it is an ideal over Gi(B)), which implies that Gi(B)∩A
is a finitely generated graded k-algebra (see, e.g., [3, Proposition 1.5.4]). We substitute A, B and C by
Gi(B)∩A, Gi(B) and Gi(C), respectively. So, we assume that A, B and C are finitely generated k-
algebras.

Finally, by standard arguments we can show that dim(B) =max{dim(A),dim(C)}. We choose h> 0 such
that 0→A(h)→ B(h)→ C(h)→ 0 is a short exact sequence of standard graded k-algebras (see, e.g., [15,
Lemma 13.10, Remark 13.11]), and then the result follows from the additivity of Hilbert polynomials and
[27, Corollary of Theorem 13.2]. �

The following easy remark shows that we can always substitute R by a reduced finitely generated k-
algebra (cf. [21, Proposition 2.25]).

Remark 3.4. Let A ⊂ R[t] be a graded k-algebra of almost integral type. By definition, let B ⊃ A be a
graded k-algebra of integral type and suppose that fi1t

i1 , . . . ,fimt
im are generators of B as a k-algebra. Let

R ′ ⊂ R be the reduced k-algebra generated by the elements fi1 , . . . ,fim ∈ R. So, one has thatA⊂ R ′[t] with
R ′ being a reduced finitely generated k-algebra.

Thus, as a consequence of the above remark, we now safely assume that R is a reduced finitely generated
algebra. Hence, let p1, . . . ,p` ∈ Spec(R) be the minimal primes of R. Since R is assumed to be reduced, we
have a canonical inclusion R[t] ↪→

⊕`
i=1R/pi[t]. Let A ⊂ R[t] be a graded k-algebra of almost integral

type. For each 16 i6 `, let Bi be the k-subalgebra defined by

(2)
[
Bi
]
n
:=

k if n= 0[
Mi
]
n

if n > 0

where Mi := (A∩p1R[t]∩·· ·∩pi−1R[t])/(A∩p1R[t]∩·· ·∩pi−1R[t]∩piR[t]). By construction, Bi is a
graded k-algebra of almost integral type and we have a canonical inclusion Bi ↪→ R/pi[t].
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Lemma 3.5. Under the above notation, the following statements hold:

(i) dim(A) = max
{

dim
(
Bi
)
| 16 i6 `

}
.

(ii) For all n > 0, one has dimk ([A]n) =
∑`
i=1 dimk

([
Bi
]
n

)
.

Proof. For each 16 i6 ` we have the short exact sequence

0 → Mi → A

A∩p1R[t]∩·· ·∩pi−1R[t]∩piR[t]
→ A

A∩p1R[t]∩·· ·∩pi−1R[t]
→ 0.

Since R is reduced, p1R[t]∩·· ·∩p`R[t] = 0. Therefore, part (ii) is clear and part (i) follows from Lemma 3.3.
�

The following theorem contains the main result of this section. By using the general arguments above,
the first idea in the proof is to reduce to the case when R is a domain. For organizational purposes, in
the next subsection, we encapsulate a proof of Theorem 3.6 under the assumptions of R being a finitely
generated k-domain (see Theorem 3.11).

Theorem 3.6. Let k be a field and R be a reduced k-algebra. LetA⊂ R[t] be a graded k-algebra of almost
integral type. Suppose d= dim(A)> 0. Then, there exists an integerm> 0 such that the limit

lim
n→∞ dimk ([A]nm)

nd−1 ∈ R+

exists and it is a positive real number.

Proof. By Remark 3.4, we assume that R is finitely generated over k. Suppose that p1, . . . ,p` are the
minimal primes of R, and consider the algebras Bi constructed in (2). Since each Bi ⊂ R/pi[t] is an algebra
of almost integral type, Theorem 3.11 yields the existence of the following limits

lim
n→∞

dimk

([
Bi
]
nmi

)
ndi−1 ∈ R+

where mi = m(Bi) and di = dim(Bi). Therefore, after taking m = lcm(m1, . . . ,m`), the result of the
theorem follows from Lemma 3.5. �

3.1. The case where R is a domain. The setup below is used throughout this subsection.

Setup 3.7. Let k be a field, R be a finitely generated k-domain and r = trdegk(Quot(R)). Let A ⊂ R[t]
be a graded k-algebra of almost integral type. Let d = dim(A). Let m(A) be the index m(A) := [Z : G]

of the subgroup G of Z generated by {n ∈ N | [A]n 6= 0}. For any p > 0, we denote by Âp the graded
k-subalgebra Âp := k

[
[A]p

]
⊂ A generated by the graded part [A]p. By regrading the algebra Âp, we

obtain the standard graded k-algebra Ãp defined by [Ãp]n := [Âp]np for all n> 0. As customary, let

e(Ãp) := (dim(Ãp)−1)! · lim
n→∞ dimk

(
[Ãp]n

)
ndim(Ãp)−1

be the multiplicity of the standard graded k-algebra Ãp.

Remark 3.8. We fix an order on Zr which is compatible with an addition, i.e., for any n,m,p ∈ Zr with
n < m, we have n+ p < m+ p. One way to do this is to fix a linear function l on Zr with rationally
independent coefficients and set n<m ⇐⇒ l(n)< l(m) for n,m ∈ Zr.
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We assume that Quot(R) admits a valuation ν : Quot(R) → Zr such that ν(α) = 0 for all α ∈ k ⊂
Quot(R). We further suppose that ν : Quot(R)→ Zr is faithful and has leaves of bounded dimension. By
Proposition 3.13 we can always construct such a valuation. The faithfulness of ν means that ν(Quot(R)) =
Zr. For any n = (n1, . . . ,nr) ∈ Zr, we define Kn := {f ∈ Quot(R) | ν(f) > n} and K+

n := {f ∈ Quot(R) |
ν(f)> n}, and we say that the leaf with value n is given by

Ln := Kn/K
+
n .

We say that ν has leaves with bounded dimension if supn∈Zr (dimk (Ln)) <∞. Let ` be the maximal
dimension of the leaves of ν:

` := max
n∈Zr

(
dimk (Ln)

)
.

For every t> 1, we define

(3) Γ
(t)
A :=

{
(n,n) = (n1, . . . ,nr,n) ∈ Zr×N | dimk

(
Kn∩ [A]n/K+

n ∩ [A]n
)
> t
}

.

For any n> 0 and n ∈ Zr one has the inequalities

dimk
(
Kn∩ [A]n/K+

n ∩ [A]n
)
6 dimk (Ln) 6 `.

We consider the integer

(4) `A := max
{
t ∈ N | Γ

(t)
A 6⊆ {0}

}
6 `.

Then, we have the following equalities

dimk ([A]n) = dimk

(⊕
n∈Zr

(
Kn∩ [A]n/K+

n ∩ [A]n
))

=

`A∑
t=1

#
[
Γ
(t)
A

]
n

(5)

for all n> 0.
We have the following general lemma.

Lemma 3.9. Let S⊂Zr×N be a strongly non-negative semigroup and let Γ ⊂ S be a non-trivial semigroup
ideal (i.e., a+S⊂ Γ for all a ∈ S), then

(i) ∆(Γ) = ∆(S).
(ii) ind(Γ) = ind(S).

(iii) m(Γ) =m(S)

Proof. Let a ∈ Γ be any point, then we have an inclusion a+ S ⊂ Γ , and hence G(S) = G(Γ) and, in
particular, ind(Γ) = ind(S) andm(Γ) =m(S). Moreover, we obtain inclusions of closed convex cones

Con(S)+a⊂ Con(Γ)⊂ Con(S),

which guaranties the equalities Con(S) = Con(Γ) and ∆(Γ) = ∆(S). �

In the next proposition, we study some properties of Γ (t)A . For the special case t = 1, we simply write
ΓA := Γ

(1)
A .

Proposition 3.10. Suppose that 16 t6 `A (that is, Γ (t)A 6⊆ {0}). Then, the following statements hold:



12 YAIRON CID-RUIZ, FATEMEH MOHAMMADI, AND LEONID MONIN

(i) Γ (t)A ⊆ ΓA.
(ii) ΓA is a semigroup, and Γ (t)A is a semigroup ideal of ΓA. In particular, one has that

∆(Γ
(t)
A ) = ∆(ΓA), ind(Γ (t)A ) = ind(ΓA) and m(Γ

(t)
A ) =m(A).

(iii) Γ (t)A is strongly non-negative.

Proof. (i) This part is clear.
(ii) Let (n,n) = (n1, . . . ,nr,n) ∈ Γ (t)A and (m,m) = (m1, . . . ,mr,m) ∈ ΓA. Then we can choose el-

ements f1, . . . ,ft ∈ [A]n such that ν(fi) = n and the classes f1, . . . ,ft are linearly independent over k in
Kn∩ [A]n/K+

n ∩ [A]n. Similarly, let g ∈ [A]m such that ν(g) = m.
By contradiction, suppose that the classes of gf1, . . . ,gft ∈ [A]n+m are k-linearly dependent in

Kn+m∩ [A]n+m/K+
n+m∩ [A]n+m.

Thus, there exist a1 . . . ,at ∈ k such that ν(a1gf1+ · · ·+atgft)> n+m, which implies that ν(a1f1+ · · ·+
atft) > n. But, the last inequality ν(a1f1 + · · ·+atft) > n yields the contradiction a1f1 + · · ·+atft =
0 ∈ Kn∩ [A]n/K+

n ∩ [A]n. So, as required we have (n+m,n+m) ∈ Γ (t)A .
Finally, Lemma 3.9 implies that ∆(Γ (t)A ) = ∆(ΓA), ind(Γ (t)A ) = ind(ΓA) and m(Γ

(t)
A ) =m(ΓA). Also,

notice thatm(ΓA) =m(A).
(iii) Since Γ (t)A ⊂ ΓA, it is enough to show that ΓA is strongly non-negative. By definition, there is a

graded k-algebra B⊂ R[t] of integral type such that A⊂ B. Consider the semigroup

ΓB :=
{
(n,n) ∈ Zr×N | Kn∩ [B]n/K+

n ∩ [B]n 6= 0
}

determined by B. After possibly extending B by a bigger algebra of integral type, we can assume that
G(ΓB) = Zr+1 (see [21, Lemma 2.29]). Since B is a finitely generated module over a standard graded
k-algebra and dim(B) 6 r+ 1, it follows that dimk([B]n) becomes a polynomial of degree bounded by r
for n� 0. So, [21, Theorem 1.18] implies that ΓB is strongly non-negative, and since ΓA ⊂ ΓB, the result
follows. �

The following theorem deals with the asymptotic behavior of the growth of A. The semigroup ΓA is
given by

ΓA = Γ
(1)
A =

{
(ν(a),n) ∈ Zr×N | 0 6= a ∈ [A]n

}
and we call it the valued semigroup of the graded k-algebra A. To simplify notation, we denote ∆(ΓA) and
ind(ΓA) by ∆(A) and ind(A), respectively.

Theorem 3.11. Assume Setup 3.7, setm=m(A) and let d= dim(A) and `A be as in (4). Then

lim
n→∞ dimk ([A]nm)

nd−1 = `A ·
Vold−1(∆(A))

ind(A)
,

and we have the equality

(d−1)! · lim
n→∞ dimk ([A]nm)

nd−1 = lim
p→∞ e(Ãpm)

pd−1 .

Proof. For any p > 0 and t > 0 we consider the semigroup

Γ
(t)

Âpm
=
{
(n,n) ∈ Zr×N |

(
Kn∩

[
Âpm

]
n
/K+

n ∩
[
Âpm

]
n

)
> t
}

;
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these semigroups play the same role for Âpm than the semigroups in (3) for A.
By using the inclusions

(6) n?
[
Γ
(t)
A

]
pm
⊂
[
Γ
(t)

Âpm

]
npm

⊂
[
Γ
(t)
A

]
npm

and Theorem 2.2, we can choose p� 0 such that

dimR
(
∆
(
Γ
(t)

Âpm

))
= dimR

(
∆
(
Γ
(t)
A

))
.

From Theorem 2.5, by possibly making p larger, we can assume that dim(Âpm) = d. After regrading Âpm
and considering the standard graded k-algebra Ãpm, we obtain the existence of a polynomial Qpm(n) of
degree d−1 such that dimk([Âpm]npm) =Qpm(n) for n� 0 (see, e.g., [3, Theorem 4.1.3]). Similarly
to (5), we have the equality

(7) dimk

([
Âpm

]
npm

)
=

`
Âpm∑
t=1

#
[
Γ
(t)

Âpm

]
npm

.

From the inclusion Γ (t)
Âpm
⊂ Γ

Âpm
, it then necessarily follows that the growth of #

[
Γ
Âpm

]
npm

is asymptot-

ically a polynomial of degree d−1. So, by applying Theorem 2.1 to the semigroup Γ
Âpm

, we obtain

dimR
(
∆
(
A
))

= dimR
(
∆
(
Γ
Âpm

))
= d−1.

From Proposition 3.10, we also have ∆(Γ (t)A ) = ∆(A), ind(Γ (t)A ) = ind(A) and m(Γ
(t)
A ) =m(A) =m for

all 16 t6 `A. Therefore, by using (5), Proposition 3.10 and Theorem 2.1, we obtain the equality

lim
n→∞ dimk ([A]nm)

nd−1 = `A ·
Vold−1(∆(A))

ind(A)
.

So, the first statement of the theorem holds.
From (6) and Theorem 2.2, for any ε > 0, we can choose p� 0 such that

lim
n→∞

#
[
Γ
(t)
A

]
nm

nd−1 −ε 6 lim
n→∞

#
[
Γ
(t)

Âpm

]
npm

nd−1pd−1 6 lim
n→∞

#
[
Γ
(t)
A

]
nm

nd−1

for all t. Finally, by (7) we obtain

lim
n→∞ dimk ([A]nm)

nd−1 = lim
p→∞ 1

pd−1

(
lim
n→∞

dimk
([
Âpm

]
npm

)
nd−1

)
=

1
(d−1)!

lim
p→∞ e(Ãpm)

pd−1 ,

which gives the second claimed equality. �

3.2. Valuations with bounded leaves. In this subsection, we show that the valuations used in §3.1 can
always be constructed. Here we continue using Setup 3.7. We start with the following lemma that will
allow us construct a valuation on Quot(R).

Lemma 3.12. There exists a regular local ring (S,m,k ′) such that R ⊂ S, Quot(S) = Quot(R) and the
residue field k ′ = S/m is finite over k.

Proof. From [32, Proposition 07PJ] and [32, Definition 07P7], we have

Reg(R) =
{
p ∈ Spec(R) | Rp is a regular local ring

}

https://stacks.math.columbia.edu/tag/07PJ
https://stacks.math.columbia.edu/tag/07P7
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is an open subset of Spec(R). As R is a domain, Reg(R) is non-empty. Then we can choose 0 6= g ∈ R such
that Spec(Rg) ⊂ Reg(R). Let m ⊂ Spec(Rg) be a maximal ideal of Rg. Therefore, by setting S = (Rg)m
the result follows. �

From Lemma 3.12, fix a regular local ring (S,m,k ′) such that R⊂ S, Quot(S) = Quot(R) and the residue
field k ′ = S/m is finite over k. Let r = dim(S) = trdegk (Quot(R)), and choose y1, . . . ,yr ⊂ m a regular
system of parameters for S. Let b1, . . . ,br be rationally independent real numbers with bi > 1 for every
1 6 i 6 r. Since S is a regular local ring and Quot(S) = Quot(R), we can construct a valuation ω on
Quot(R) with values in R by setting

ω
(
yn1

1 · · ·y
nr
r

)
= n1b1 + · · ·+nrbr ∈ R

for every (n1, . . . ,nd) ∈ Nr, and ω(γ) = 0 if γ ∈ S has non-zero residue in k ′ = S/m. Let (Vω,mω,kω)

be the valuation ring of ω in Quot(R). Notice that Vω dominates S and we have the equality kω = k ′.
Since b1, . . . ,br are rationally independent, we can define a function ϕ : Quot(R)→ Zr determined by
ϕ(f) = (n1, . . . ,nr) if f ∈Quot(R) andω(f) = n1b1 + · · ·+nrbr. As in Remark 3.8, we now fix the order
on Zr that is determined by the linear function l : Zr→ R, (n1, . . . ,nr) 7→ n1b1 + · · ·+nrbr. Therefore,
we obtain the valuation ν : Quot(R)→ Zr, f 7→ϕ(f) for which the proposition below is valid.

Proposition 3.13. There is a valuation ν : Quot(R)→ Zr that satisfies the following conditions:

(i) ν(α) = 0 for all α ∈ k⊂ Quot(R).
(ii) ν is faithful.

(iii) ν has leaves of bounded dimension.

4. MULTIGRADED ALGEBRAS OF ALMOST INTEGRAL TYPE

Here we define and study a volume function for multigraded algebras of almost integral (see (9)), and we
relate this function to certain global Newton-Okounkov bodies. In [25], similar volume functions have been
considered for the case of multigraded linear series in an irreducible projective variety over an algebraically
closed field. First, for the sake of completeness, we recall the notion of mixed multiplicities for the well-
studied case of standard multigraded algebras, and we explain how this volume function encodes the mixed
multiplicities.

Remark 4.1. Let k be a field and A be a standard Ns-graded k-algebra (i.e., it is finitely generated over
k by elements of degree ei for 1 6 i 6 s). Suppose A is a domain and set d = dim(A). Let PA(n) =
PA(n1, . . . ,ns) be the multigraded Hilbert polynomial of A (see, e.g., [18, Theorem 4.1], [6, Theorem
3.4]). Then, the degree of PA is equal to q= d−s and PA(n) = dimk ([A]n) for all n∈Ns such that n� 0.
Furthermore, if we write

PA(n) =
∑

d1,...,ds>0

e(d1, . . . ,ds)
(
n1 +d1

d1

)
· · ·
(
ns+ds
ds

)
,

then 06 e(d1, . . . ,ds) ∈ Z for all d1 + · · ·+ds = q. For d = (d1, . . . ,ds) with |d|= q, we say that

e(d;A) := e(d1, . . . ,ds)
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is the mixed multiplicity of A of type d. We define a function

FA(n) := lim
n→∞ dimk ([A]nn)

nq
= lim
n→∞

dimk
(
[A](nn1,...,nns)

)
nq

.

For all n ∈ Zs+, we have FA(n) =GA(n) where GA(n) is the homogeneous polynomial

GA(n) :=
∑
|d|=q

e(d;A)nd =
∑

d1+···+ds=q
e(d1, . . . ,ds;A)n

d1
1 · · ·n

ds
s .

So, the function FA(n) encodes the mixed multiplicities of A.

Let k be a field and R be a k-domain. We introduce new variables t1, . . . ,ts over R and consider
R[t1, . . . ,ts] as a standard Ns-graded polynomial ring where deg(ti) = ei ∈ Ns. We have the following
definition.

Definition 4.2. (i) An Ns-graded k-algebraA=
⊕

n∈Ns [A]n⊂ R[t1, . . . ,ts] is called of integral type ifA
is finitely generated over k and is a finite module over the subalgebra generated by [A]e1 , [A]e2 , . . . , [A]es .

(ii) An Ns-graded k-algebra A=
⊕

n∈Ns [A]n ⊂ R[t1, . . . ,ts] is called of almost integral type if A⊂ B⊂
R[t1, . . . ,ts], where B is an Ns-graded algebra of integral type.

The following setup is used throughout the rest of this section.

Setup 4.3. Let k be a field and R be a k-domain. LetA⊂ R[t1, . . . ,ts] be an Ns-graded k-algebra of almost
integral type. Set d= dim(A) and q= d− s. We assume that [A]ei 6= 0 for all 16 i6 s.

Let n = (n1, . . . ,ns) ∈ Zs+. We consider the graded k-algebra

(8) A(n) :=

∞⊕
n=0

[A]nn.

By definition, A(n) is a graded k-algebra of almost integral type with a canonical inclusion A(n) ↪→ R[t]

into a standard graded polynomial ring R[t]. Denote by A(0) ⊂ Quot(A) the subfield of fractions of multi-
homogeneous elements with the same degree, that is,

A(0) :=
{x
y
∈ Quot(A) | x,y ∈A multi-homogeneous elements with y 6= 0 and deg(x) = deg(y)

}
.

Let 0 6= fi ∈ [A]ei for each 1 6 i 6 s. Since Quot(A) = A(0) (f1, . . . ,fs) with f1, . . . ,fs transcendental
elements over A(0), Theorem 2.5 yields that dim(A) = s+ trdegk

(
A(0)

)
. In the same way, Quot(A(n)) =

A(0)
(
fn1

1 · · ·fnss
)

with fn1
1 · · ·fnss transcendental over A(0), and Theorem 2.5 yields that dim(A(n)) = 1+

trdegk

(
A(0)

)
. It follows that dim(A(n))= dim(A)−s+1=d−s+1. Therefore, for n∈Zs+, Theorem 3.11

applied to the algebra A(n) gives a well-defined function

(9) FA(n) := lim
n→∞ dimk ([A]nn)

nq

with q= d− s. We say that FA(n) is the volume function of the Ns-graded k-algebra A.
The following simple example shows that, for an arbitrary algebra of almost integral type A, FA(n) may

not coincide with a polynomial (also, see [10, §7]). So, in general we do not have a suitable extension of
Remark 4.1.
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Example 4.4. Let R = k[x] be a polynomial ring and consider R[t1,t2]. Let α(n1,n2) =
⌈

2
√
n2

1 +n
2
2

⌉
,

where dβe denotes the ceiling function of a real number β ∈ R. We define the family of vector spaces

[A](n1,n2) =

 2(n1+n2)⊕
j=α(n1,n2)

k ·xj
tn1

1 t
n2
2 ⊂

[
R[t1,t2]

]
(n1,n2)

over k. Then, A =
⊕

(n1,n2)∈N2 [A](n1,n2) ⊂ R[t1,t2] is naturally an N2-graded k-algebra. Since A ⊂
B with B = k

[
xt1,x2t1,xt2,x2t2

]
, it follows that A is an N2-graded k-algebra of almost integral type.

However, in this case the corresponding function FA(n1,n2) is equal to

FA(n1,n2) = lim
n→∞

dimk
(
[A](nn1,nn2)

)
n

= lim
n→∞ 2(nn1 +nn2)−α(nn1,nn2)+1

n

= 2(n1 +n2)−2
√
n2

1 +n
2
2.

Therefore, in this case FA(n1,n2) is not a polynomial function.

4.1. Global Newton-Okounkov bodies. Here we study the function FA(n) for an arbitrary algebra of
almost integral type and we relate it to the construction of certain “global Newton-Okounkov bodies”. We
continue using Setup 4.3. Since we may assume that R is finitely generated over k (see Remark 3.4), we fix
a valuation ν : Quot(R)→ Zr that satisfies the conditions of Proposition 3.13; in particular, ν has leaves of
bounded dimension. By using the fixed valuation ν : Quot(R)→ Zr, we make the following construction.

Definition 4.5. Let ΓA be the valued semigroup of the Ns-graded algebra A:

ΓA :=
{
(ν(a),m) ∈ Zr×Ns | 0 6= a ∈ [A]m

}
.

We define ∆(A) = Con(ΓA) ⊂ Rr×Rs>0 to be the closed convex cone generated by ΓA and we call it the
global Newton-Okounkov body of A.

Remark 4.6. By abusing notation and following [25], although ∆(A) is actually a cone, we call ∆(A) the
global Newton-Okounkov body.

We consider the following diagram

∆(A) Rr×Rs>0

Rr Rs>0

π1 π2

where π1 : Rr×Rs>0→ Rr and π2 : Rr×Rs>0→ Rs>0 denote the natural projections. We denote the fiber of
the global Newton-Okounkov body ∆(A) over x ∈ Rs>0 by ∆(A)x :=∆(A)∩π−1

2 (x). Since A is a domain
and [A]ei 6= 0 for all 1 6 i 6 s, it follows that m(A(n)) = 1 and ∆(A(n)) ⊂ Rr× {1} ⊂ Rr×R>0. The
following theorem describes the Newton-Okounkov bodies of the graded k-algebra A(n) (see (8)).

Theorem 4.7. Assume Setup 4.3. The fiber ∆(A)n of the global Newton-Okounkov body ∆(A)⊂ Rr×Rs>0

coincides with the Newton-Okounkov body ∆(A(n)) for each n ∈ Zs+, that is:

π1 (∆(A)n)× {1} = π1
(
∆(A)∩π−1

2 (n)
)
× {1} = ∆(A(n)) ⊂ Rr× {1}.
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For the proof of Theorem 4.7 it is convenient to use the following well-known result.

Lemma 4.8. Let S⊂ Zr×N be a strongly non-negative semigroup. The Newton-Okounkov body ∆(S) can
be computed as

∆(S) =
{(n
n

,m
)
∈ Rr×R>0 | (n,nm) ∈ S for all n > 0

}
,

wherem=m(S).

Proof of Theorem 4.7. Fix a vector n ∈ Zs+ of positive integers. The statement follows from the fact that
the valued semigroup of A(n) is given by

ΓA(n) =
{
(m,n) ∈ Zr×N | (m,nn) ∈ ΓA

}
.

Hence, by Lemma 4.8 we have that

∆(A(n)) =
{(m
n

,1
)
∈ Rr×R>0 | (m,nn) ∈ ΓA for all n > 0

}
= π1

({(m
n

,n
)
∈ Rr×Rs>0 | (m,nn) ∈ ΓA for all n > 0

})
× {1}

= π1
(
∆(A)∩π−1

2 (n)
)
× {1}

= π1 (∆(A)n)× {1},

which completes the proof. �

The following lemma provides a required uniformity result for the algebras A(n).

Lemma 4.9. Let n ∈ Zs+ and m ∈ Zs+. Then, one has ind(A(n)) = ind(A(m)) and `A(n) = `A(m) .

Proof. For each n> 0 we have a canonical multiplication map[
A(n)

]
n
⊗k

[
A(m)

]
n
→
[
A(n+m)

]
n

, a⊗k a
′ 7→ aa ′.

Then, by proceeding similarly to Proposition 3.10, we obtain that ind(A(n)) > ind(A(n+m)) and `A(n) 6

`A(n+m) .
Take k > 0 big enough such that (k− 1) · n > m. As above, by considering the multiplication maps[
A(n+m)

]
n
⊗k
[
A((k−1)·n−m)

]
n
→
[
A(k·n)]

n
, we get ind(A(n+m)) > ind(A(k·n)) and `A(n+m) 6 `A(k·n) .

Since ind(A(n)) = ind(A(k·n)) and `A(n) = `A(k·n) , it follows that ind(A(n)) = ind(A(n+m)) and `A(n) =

`A(n+m) .
Symmetrically, we also have that ind(A(m)) = ind(A(n+m)) and `A(m) = `A(n+m) . �

Definition 4.10. By using Lemma 4.9, we set:

(i) ind(A) be the index of A which is the constant value of ind(A(n)) for all n ∈ Zs+.
(ii) `A be the maximal dimension of leaves of A which is the constant value of `A(n) for all n ∈ Zs+.

The corollary below gives an important characterization of the volume function of A in terms of the
global Newton-Okounkov body ∆(A).
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Corollary 4.11. Assume Setup 4.3. There exists a unique continuous homogeneous function of degree q
extending the volume function FA(n) defined in (9) to the positive orthant Rs>0. This function is given by

FA : Rs>0→ R, x 7→ `A ·
Volq(∆(A)x)

ind(A)
.

Moreover, the function FA is log-concave:

FA(x+y)
1
q > FA(x)

1
q +FA(y)

1
q for all x,y ∈ Rs>0.

Proof. By combining Theorem 3.11, Theorem 4.7 and Lemma 4.9, it follows that FA : Rs>0 → R, x 7→
`A ·

Volq(∆(A)x)
ind(A) extends the function FA(n) defined in (9) for all n ∈ Zs+.

Now, the homogeneity follows from the fact that ∆(A)λ·x = λ ·∆(A)x. Since ∆(A) is convex we have
∆(A)x+∆(A)y ⊂ ∆(A)x+y and hence the log-concavity follows from Brunn-Minkowski inequalities for
the volume of convex bodies. �

As our next example shows, in general, Corollary 4.11 is the most general statement about volume
function FA for some multigraded algebra A.

Example 4.12 (Every concave function is a volume function). Let R = k[u] be a polynomial ring and
consider the polynomial ring R[t1, . . . ,ts]. Let further f : Rs>0→ R>0 be any non-negative, homogeneous of
degree 1, concave function. We define a family of vector spaces indexed by n ∈ Ns:

[A]n =

 ⊕
06i6f(n)

k ·ui
 tn ⊂

[
R[t1, . . . ,ts]

]
n

The algebra Af :=
⊕

n∈Ns [A]n ⊂ R[t1, . . . ,ts] is naturally an Ns-graded algebra. Since f is concave and
homogeneous, the global Newton-Okounkov body ∆(Af) of Af is a cone in Rs+1 given by:

∆(Af) =
{
(y,x) ∈ R×Rs>0 | 06 y6 f(x)

}
.

In particular, we get FAf(x) = f(x), for any x ∈ Rs>0.

However in some cases one can say more about function FA(x). Let C ⊂ Rs be a convex cone and
consider a family {∆x}x∈C of convex bodies of dimension q parametrised by C. We say {∆x}x∈C is linear
if ∆λ1x+λ2y = λ1∆x+ λ2∆y for any x,y ∈ C and λ1,λ2 > 0. According to Minkowski’s theorem (see
Theorem 2.3), the volume of a linear family of convex bodies is a homogeneous polynomial. Thus we
obtain the following proposition.

Proposition 4.13. Assume that the fibers of the global Newton-Okounkov body form a linear family of
convex bodies. Then the function FA(x) is a homogeneous polynomial of degree q.

Proof. Since

FA(x) = `A ·
Volq(∆(A)x)

ind(A)
,

the statement of the proposition follows from Minkowski’s theorem and the fact that ∆x = x1∆e1 + · · ·+
xs∆es for all x= (x1, . . . ,xs) ∈ Rs>0. �

Another important case is when the global Newton-Okounkov body is a polyhedral cone. In this case, the
multiplicity function is a piecewise polynomial with respect to some fan supported on the positive orthant.
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Proposition 4.14. Assume that the global Newton-Okounkov body ∆(A) is a polyhedral cone. Then there
exists a fan Σ supported on Rs>0 such that the function FA(x) is polynomial at each cone of Σ.

Proof. Indeed, by [22, Proposition 4.1], for any polyhedral cone C ⊂ Rq×Rs with π2(C) = Rs>0, the
family {C∩π−1

2 (x)}x∈C of polytopes is piecewise linear with respect to some fan Σ supported on Rs>0.
Therefore, the proposition follows from Minkowski’s theorem. �

Example 4.15. Let R= k[u] be a polynomial ring and consider the polynomial ring R[t1,t2]. Let f : R2
>0→

R be a function defined by f(x1,x2) = min(x1,x2). We define a family of vector spaces:

[A](n1,n2) =

f(n1,n2)⊕
i=0

kui

tn1
1 t

n2
2 ⊂

[
R[t1,t2]

]
(n1,n2)

The algebraA=
⊕

(n1,n2)∈N2 ⊂ R[t1,t2] is naturally an N2-graded algebra. The global Newton-Okounkov
body of A is a cone C in R3 generated by vectors (1,0,0),(0,1,0),(1,1,1) and, as in Example 4.12,
FA(x1,x2) = f(x1,x2) = min(x1,x2).

5. MULTIGRADED ALGEBRAS OF ALMOST INTEGRAL TYPE WITH DECOMPOSABLE GRADING

In this section, we introduce and study the notion of mixed multiplicities for certain multigraded algebras
of almost integral type. We treat a family of algebras that we call algebras with decomposable grading.
Our approach is inspired by the methods used in [7, 8, 10].

Definition 5.1. An Ns-graded algebra A is said to have a decomposable grading if we have the equality

[A](n1,n2,...,ns) = [A]n1e1 · [A]n2e2 · · · · · [A]nses

for all (n1,n2, . . . ,ns) ∈ Ns.

We now proceed to define the mixed multiplicities of a multigraded algebraA of almost integral type with
decomposable grading. Here we extend Remark 4.1: our approach relies on showing that the corresponding
function FA(n) coincides with a polynomial GA(n) when n ∈ Zs+. We use this polynomial to define the
mixed multiplicities of A. For the rest of this section we use the following setting.

Setup 5.2. Let k be a field and R be a k-domain. LetA⊂ R[t1, . . . ,ts] be an Ns-graded k-algebra of almost
integral type with decomposable grading. Set d= dim(A) and q= d− s. We assume that [A]ei 6= 0 for all
16 i6 s.

For each p> 1, let
Â[p] := k [[A]pe1 , . . . , [A]pes ]⊂A

be the Ns-graded algebra generated by [A]pe1 , . . . , [A]pes , and denote by Ã[p] :=
⊕

n∈Ns

[
Â[p]

]
pn

the

standard Ns-graded algebra obtained by regrading Â[p]. For p� 0, Theorem 2.5 and the fact that A has
a decomposable grading imply that dim

(
Ã[p]

)
= d. Then, by Remark 4.1 the function F

Ã[p]
(n) coincides

with the homogeneous polynomial

(10) G
Ã[p]

(n) =
∑
|d|=q

e
(
d;Ã[p]

)
nd
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for all n ∈ Zs+, where q= d− s and e
(
d;Ã[p]

)
denotes the mixed multiplicity of Ã[p] of type d ∈ Ns.

For each a > 1, we consider the a-truncation G[a](A) := k
[
∪si=1∪aj=1 [A]jei

]
⊂ A of A which is the

subalgebra generated by the graded components [A]jei with 16 i6 s,16 j6 a. The next proposition says
that the a-truncations can be used to approximate FA(n).

Proposition 5.3. Assume Setup 5.2. For each n = (n1, . . . ,ns) ∈ Zs+, we have the equality

FA(n) = lim
a→∞FG[a](A)(n).

Proof. Fix n = (n1, . . . ,ns) ∈ Zs+. To simplify notation, set C = A(n) and Da =
(
G[a](A)

)(n)
. Note that

FA(n) = limn→∞ dimk([C]n)
nq and FG[a](A)(n) = limn→∞ dimk([D

a]n)
nq . By following the same steps as in

§3.1, we can define strongly non-negative semigroups

Γ
(t)
C ⊂ Nr+1 and Γ

(t)
Da ⊂ Nr+1,

such that dimk ([C]n) =
∑`C
t=1 #

[
Γ
(t)
C

]
n

and dimk ([D
a]n) =

∑`Da
t=1 #

[
Γ
(t)
Da

]
n

. Consider the integer a ′ =

ba/max{n1, . . . ,ns}c (where bβc denotes the floor function of β ∈ R) and the inclusions

n?
[
Γ
(t)
C

]
a ′
⊂
[
Γ
(t)
Da

]
na ′
⊂
[
Γ
(t)
C

]
na ′

.

Then, Theorem 2.2 implies that

lim
a→∞

(
lim
n→∞

#
[
Γ
(t)
Da

]
n

nq

)
= lim
n→∞

#
[
Γ
(t)
C

]
n

nq
,

and so the result follows. �

The following proposition deals with the case when A is also a finitely generated k-algebra.

Proposition 5.4. Assume Setup 5.2 withA being finitely generated over k. For each n = (n1, . . . ,ns)∈Zs+,
we have the equality

FA(n) = lim
p→∞

F
Ã[p]

(n)

pq
.

Proof. Fix n = (n1, . . . ,ns) ∈ Zs+. We define the graded k-algebra

B :=

∞⊕
n=0

[A]n1
ne1
· [A]n2

ne2
· · · · · [A]nsnes .

For each p> 1, let Cp be the graded k-algebra

Cp :=
(
Ã[p]

)(n)
=

∞⊕
n=0

[
Â[p]

]
npn

=

∞⊕
n=0

[A]nn1
pe1
· [A]nn2

pe2
· · · · · [A]nnspes .

Once again, we can define strongly non-negative semigroups Γ (t)B ⊂ Nr+1 and Γ (t)Cp ⊂ Nr+1 such that

dimk ([B]n) =
∑`B
t=1 #

[
Γ
(t)
B

]
n

and dimk ([C
p]n) =

∑`Cp
t=1 #

[
Γ
(t)
Cp

]
n

.

Since ([B]p)
n = [Cp]n ⊂ [B]np, we obtain the corresponding inclusions

n?
[
Γ
(t)
B

]
p
⊂
[
Γ
(t)
Cp

]
n
⊂
[
Γ
(t)
B

]
np

.
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By Theorem 2.2, it follows that

lim
p→∞

(
1
pq

lim
n→∞

#
[
Γ
(t)
Cp

]
n

nq

)
= lim
n→∞

#
[
Γ
(t)
B

]
n

nq
.

As a consequence, we get limp→∞ FÃ[p]
(n)

pq = limn→∞ dimk

(
[B]n

)
nq . To finish the proof, it remains to show

the equality FA(n) = limn→∞ dimk

(
[B]n

)
nq .

AsA has a decomposable grading, the algebrasA(e1), . . . ,A(es) are also finitely generated over k. Hence,
by [15, Lemma 13.10] we can choose h > 0 such that

[A]nhn = [A]nn1he1 · [A]nn2he2 · · · · · [A]nnshes = [A]n1
nhe1
· [A]n2

nhe2
· · · · · [A]nsnhes = [B]nh

for all n> 0. We then obtain

FA(n) = lim
n→∞ dimk

(
[A]nhn

)
nqhq

= lim
n→∞ dimk

(
[B]nh

)
nqhq

= lim
n→∞ dimk

(
[B]n

)
nq

.

So, the proof of the proposition is complete. �

The next theorem contains the main result of this section. It shows that FA(n) is a polynomial like
function when A has a decomposable grading.

Theorem 5.5. Assume Setup 5.2. Then, there exists a homogeneous polynomial GA(n) ∈ R[n1, . . . ,ns] of
degree q with non-negative real coefficients such that

FA(n) = GA(n) for all n ∈ Zs+.

Additionally, we have

GA(n) = lim
p→∞

G
Ã[p]

(n)

pq
= sup
p∈Z+

G
Ã[p]

(n)

pq
for all n ∈ Zs+.

Proof. Fix n = (n1, . . . ,ns) ∈ Zs+. For any a> 1 and p> 1, we have the following inequalities

lim
p→∞

F
B̃a[p]

(n)

pq
6 lim
p→∞

F
Ã[p]

(n)

pq
6 FA(n)

where Ba =G[a](A). Therefore, by combining Proposition 5.3 and Proposition 5.4, we obtain the equali-
ties

FA(n) = lim
p→∞

F
Ã[p]

(n)

pq
= sup
p∈Z+

F
Ã[p]

(n)

pq
.

From Remark 4.1, the function F
Ã[p]

(n) coincides with the polynomialG
Ã[p]

(n) =
∑

|d|=q e
(
d;Ã[p]

)
nd

in (10) for all n ∈ Zs+. It then necessarily follows that, for all n ∈ Zs+, FA(n) = GA(n) where GA(n) ∈
R[n1, . . . ,ns] is the polynomial

GA(n) = lim
p→∞

G
Ã[p]

(n)

pq
=
∑
|d|=q

(
lim
p→∞

e
(
d;Ã[p]

)
pq

)
nd

= sup
p∈Z+

G
Ã[p]

(n)

pq
=
∑
|d|=q

(
sup
p∈Z+

e
(
d;Ã[p]

)
pq

)
nd

(11)
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(see, e.g., [10, Lemma 3.2]). So, the result of the theorem follows. �

Below we have an example of a family of algebras with decomposable grading.

Example 5.6. Let G be a complex semisimple group and let B ⊂ G be a Borel subgroup with a character
latticeM. Denote by A the Cox ring of G/B, i.e.

A=
⊕

L∈Pic(G/B)

H0(G/B,L),

with a product induced by the natural maps:

H0(G/B,L1)⊗H0(G/B,L2)→ H0(G/B,L1⊗L2).

The Cox ring A is naturally an algebra graded by the Picard group Pic(G/B) of the flag variety G/B. By
Borel’s theorem, Pic(G/B) is isomorphic to M, for a character λ ∈M, we will denote by Lλ ∈ Pic(G/B)
the corresponding line bundle. Moreover, by Borel-Weil theorem one has

H0(G/B,Lλ) =

Vλ if λ is a dominant weight

0 otherwise.

Therefore, the Cox ring A of G/B is given by

A=
⊕
λ∈Λ+

Vλ,

where Λ+ is the positive Weyl chamber, i.e., the direct sum is over dominant weights.
The product maps [A]λ⊗ [A]µ → [A]λ+µ can be described in the following way. The tensor product

[A]λ⊗ [A]µ = Vλ⊗Vµ decomposes into a direct sum of irreducible representations of G with Vλ+µ ap-
pearing with multiplicity one. Then the multiplication map [A]λ⊗ [A]µ → [A]λ+µ is the projection on
Vλ+µ in the above decomposition. In particular, we have

[A]∑niωi = [A]n1ω1 · · · · · [A]nsωs ,

where (n1, . . . ,ns) ∈ Ns and ω1, . . . ,ωs are fundamental weights of G. Therefore, the Cox ring A has
decomposable grading and by Theorem 5.5 the volume function FA is a polynomial.

Finally the global Newton-Okounkov body of A has a nice description. By [20] there exists a valuation
ν on A such that for any dominant weight λ, the Newton-Okounkov body ∆(A(λ)) is the string polytope
Stλ. Therefore, the global Newton-Okounkov body ∆(A) is the weighted string cone, which is in particular
a polyhedral cone ([1, 26]).

Note that, in general, string polytopes Stλ provide only piecewise linear family of polytopes on the
positive Weyl chamber. So a priory by Proposition 4.14, the function FA is only piecewise polynomial with
respect to some fan decomposition of the positive Weyl chamber. However, using virtual polytopes, one
can construct a linear family of virtual string polytopes which makes the polynomiality of FA evident. See
[19, Section 10] for more details.

With Theorem 5.5 in hand we are now able to define the mixed multiplicities of A.
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Definition 5.7. Assume Setup 5.2 and let GA(n) be as in Theorem 5.5. Write

GA(n) =
∑
|d|=q

1
d!
e(d;A)nd.

For each d = (d1, . . . ,ds) ∈ Ns with |d|= q, we define the non-negative real number e(d;A)> 0 to be the
mixed multiplicity of type d of A.

The next straightforward corollary shows that the mixed multiplicities e(d;A) of A can be expressed as
a limit that depends on the multiplicities e

(
d;Ã[p]

)
of the standard multigraded algebras Ã[p]. It can be

seen as an extension into a multigraded setting of the Fujita approximation theorem for graded algebras
given in [21, Theorem 2.35].

Corollary 5.8. Assume Setup 5.2. Then, the following equalities hold

e(d;A) = lim
p→∞

e
(
d;Ã[p]

)
pq

= sup
p∈Z+

e
(
d;Ã[p]

)
pq

.

Proof. It follows directly from (11). �

Finally, we provide a complete characterization for the positivity of the mixed multiplicities of a multi-
graded algebra of almost integral type with decomposable grading. This result is a direct consequence of
Corollary 5.8 and the general criterion of [5].

Following the notation of [5], for an Ns-graded algebra T and for each subset J = {j1, . . . , jk}⊆ {1, . . . ,s}
denote by T(J) the Nk-graded k-algebra given by

T(J) :=
⊕

i1>0,...,is>0
ij=0 if j6∈J

[T ](i1,...,is) ⊂ T .

We obtain a full characterization for the positivity of the mixed multiplicities e(d,A) of A in terms of the
dimensions dim

(
A(J)

)
.

Theorem 5.9. Assume Setup 5.2. Let d = (d1, . . . ,ds) ∈Ns such that |d|= q. Then, e(d,A)> 0 if and only
if for each J = {j1, . . . , jk}⊆ {1, . . . ,s} the inequality

dj1 + · · ·+djk 6 dim
(
A(J)

)
−k

holds.

Proof. For each p> 1, [5, Theorem B] characterizes the positivity of the mixed multiplicities of the standard
Ns-graded algebra Ã[p], namely:

e
(

d;Ã[p]

)
> 0 ⇐⇒ dj1 + · · ·+djk 6 dim

((
Ã[p]

)
(J)

)
−k for each J = {j1, . . . , jk}⊆ {1, . . . ,s}.

Since A is an algebra with decomposable grading, by Theorem 2.5, we can choose p big enough such that

dim
(
A(J)

)
= dim

((
Ã[p]

)
(J)

)
for all J = {j1, . . . , jk}⊆ {1, . . . ,s}. Therefore, the result follows from Corollary 5.8. �
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6. APPLICATION TO GRADED FAMILIES OF IDEALS

In this section, we apply the results of Section 5 to the case of graded families of ideals and we recover
some results from [7, 8, 10]. We also obtain a characterization for the positivity of mixed multiplicities
of certain graded families of ideals. First, we recall the notion of mixed multiplicities introduced by Bhat-
tacharya in [2] for the case of ideals, and extended for (not necessarily Noetherian) graded families of ideals
in [8].

Let k be a field and R be a finitely generated positively graded k-domain. We denote the graded irrelevant
ideal of R by m= [R]+ =

⊕∞
n=1[R]n ⊂ R. Assume that R has positive dimension d= dim(R)> 0.

Remark 6.1. Let I,J1, . . . ,Js be non-zero homogeneous ideals in R such that I is m-primary. Then, for n0�
0 and n = (n1, . . . ,ns)� 0 the Bhattacharya function dimk(I

n0Jn1
1 · · ·Jnss /In0+1Jn1

1 · · ·Jnss ) coincides with
a polynomial of total degree d−1 whose homogeneous term in degree d−1 can be written as

B(I;J1,...,Js)(n0,n1, . . . ,ns) :=
∑

(d0,d)=(d0,d1,...,ds)∈Ns

d0+|d|=d−1

e(d0,d)(I | J1, . . . ,Js)
d0!d1! · · ·ds!

nd0
0 n

d1
1 · · · ,n

ds
s .

Using standard techniques (see [7, proof of Lemma 4.2]), one may show that for each n0 ∈ N and n =

(n1, . . . ,ns) ∈ Ns the limit

lim
n→∞ dimk

(
Jnn1

1 · · ·Jnnss /Inn0Jnn1
1 · · ·Jnnss

)
nd

exists and coincides with the following polynomial

G(I;J1,...,Js)(n0,n1, . . . ,ns) :=
∑

(d0,d)∈Ns+1,d0+|d|=d−1

e(d0,d)(I | J1, . . . ,Js)
(d0 +1)!d1! · · ·ds!

nd0+1
0 nd1

1 · · ·n
ds
s .

The numbers e(d0,d)(I | J1, . . . ,Js) are non-negative integers called the mixed multiplicities of J1, . . . ,Js with
respect to I.

A sequence of ideals I = {In}n∈N is a graded family if I0 = R and IiIj ⊆ Ii+j for every i, j ∈ N. The
graded family is Noetherian if the corresponding Rees algebra R[It] =

⊕
n∈N Int

n ⊆ R[t] is Noetherian.
The graded family is m-primary when each In is m-primary, and it is a filtration when In+1 ⊆ In for every
n ∈ N. For a homogeneous ideal J⊂ R we denote β(J) := max{j | [J⊗R R/m]j 6= 0}, that is, the maximum
degree of a minimal set of homogeneous generators of J.

Throughout this section, we assume the following setup.

Setup 6.2. Let k be a field and R be a finitely generated positively graded k-domain. Let I = {In}n∈N be a
(not necessarily Noetherian) graded family of m-primary homogeneous ideals in R. Let J(1) = {J(1)n}n∈N,
. . ., J(s) = {J(s)n}n∈N be (not necessarily Noetherian) graded families of non-zero homogeneous ideals in
R. We assume that there exists β ∈ N satisfying

(12) β(J(i)n)6 βn for all 16 i6 s and n ∈ N.

Remark 6.3. The condition (12) is automatically satisfied in the case of m-primary graded families of
ideals. Similar assumptions to the one in (12) have been considered in previous works regarding limits of
graded families of ideals [11, Theorem 6.1], [7], [8].
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To extend the discussions of Remark 6.1, we need to study the following function

(13) F(I;J(1),...,J(s))(n0,n) := lim
n→∞ dimk (J(1)nn1 · · ·J(s)nns/Inn0J(1)nn1 · · ·J(s)nns)

nd

for all n0 ∈ N+ and n = (n1, . . . ,ns) ∈ Ns+. For a vector n = (n1, . . . ,ns) ∈ Ns, we abbreviate Jn =

J(1)n1 · · ·J(s)ns . By [7, Lemma 3.9], there exists c > β such that

mc(n0+|n|) ∩ Jn = mc(n0+|n|) ∩ In0Jn

for all n0 ∈ N and n = (n1, . . . ,ns) ∈ Ns. Then, we have the equality

F(I;J(1),...,J(s))(n0,n) := lim
n→∞dimk

(
Jnn/

(
mcn(n0+|n|)+1 ∩ Jnn

))/
nd

− lim
n→∞dimk

(
Inn0Jnn/

(
mcn(n0+|n|)+1 ∩ Inn0Jnn

))/
nd

(14)

for all n0 ∈ N and n = (n1, . . . ,ns) ∈ Ns. We consider the multi-Rees algebras

R(I,J(1), . . . ,J(s)) :=
⊕

n0∈N,n∈Ns
In0Jnt

n0
0 tn and R(R,J(1), . . . ,J(s)) :=

⊕
n0∈N,n∈Ns

Jnt
n0
0 tn

where tn = tn1
1 · · ·tnss and R is the trivial filtration of identity ideals, i.e., R= {Rn}n∈N with Rn = R. We

have the corresponding Ns+1-graded subalgebras

A :=
⊕

n0∈N,n∈Ns

c(n0+|n|)⊕
k=0

[
In0Jn

]
k

tn0
0 tn ⊂ R(I,J(1), . . . ,J(s))

and

B :=
⊕

n0∈N,n∈Ns

c(n0+|n|)⊕
k=0

[
Jn
]
k

tn0
0 tn ⊂ R(R,J(1), . . . ,J(s)).

Notice that both A and B are of almost integral type and have decomposable gradings. Since dim(A) =

dim(B) = d+ s+1, we can rewrite (14) in terms of the volume functions of A and B (see (9)), that is

(15) F(I;J(1),...,J(s))(n0,n) = FB(n0,n)−FA(n0,n).

Therefore, as a simple consequence of Theorem 5.5 we obtain the following result, which extends Re-
mark 6.1 and allows us to define mixed multiplicities for graded families of ideals.

Theorem 6.4. Assume Setup 6.2. Then, there exists a homogeneous polynomial G(I;J(1),...,J(s))(n0,n) ∈
R[n0,n1, . . . ,ns] of degree d with non-negative real coefficients such that

F(I;J(1),...,J(s))(n0,n) = G(I;J(1),...,J(s))(n0,n) for all n0 ∈ Z+, n ∈ Zs+,

where F(I;J(1),...,J(s))(n0,n) is the function in (13). Additionally, we have

G(I;J(1),...,J(s))(n0,n) = lim
p→∞

G(Ip;J(1)p,...,J(s)p)(n0,n)
pd

for all n0 ∈ Z+, n ∈ Zs+,

where G(Ip;J(1)p,...,J(s)p)(n0,n) is the corresponding polynomial of the ideals Ip,J(1)p, . . . ,J(s)p (as in
Remark 6.1).

Proof. By using the equality (15), the result follows by applying Theorem 5.5 to the Ns+1-graded algebras
of almost integral type A and B that have decomposable grading. �
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As a consequence of Theorem 6.4 we have the following definition.

Definition 6.5. Assume Setup 6.2 and let G(I;J(1),...,J(s))(n0,n) be as in Theorem 6.4. Write

G(I;J(1),...,J(s))(n0,n) =
∑

(d0,d)∈Ns+1,d0+|d|=d−1

e(d0,d)(I | J(1), . . . ,J(s))
(d0 +1)!d1! · · ·ds!

nd0+1
0 nd.

The numbers e(d0,d)(I |J(1), . . . ,J(s)) are non-negative integers called the mixed multiplicities of J(1), . . . ,J(s)
with respect to I.

The following result recovers the “Volume = Multiplicity formula” for the mixed multiplicities of graded
families of ideals (see [7, 8]).

Corollary 6.6. Assume Setup 6.2. Then, the following equalities hold

e(d0,d)(I | J(1), . . . ,J(s)) = lim
p→∞

e(d0,d)(Ip | J(1)p, . . . ,J(s)p)
pd

.

Proof. It follows from Theorem 6.4 and Remark 6.1. �

6.1. Positivity for graded families of equally generated ideals. Here, we restrict to the following graded
families of ideals and we provide a criterion for the positivity of their mixed multiplicities.

Setup 6.7. Assume Setup 6.2. Let M be the filtration M := {mn}n∈N. For each 16 i6 s, assume that there
is an integer hi > 1 such that the ideal J(i)n is generated in degree nhi for all n ∈ N, that is,

J(i)n =
([
J(i)n

]
nhi

)
for all n ∈ N.

Our focus is on characterizing the positivity of the mixed multiplicities e(d0,d)(M | J(1), . . . ,J(s)). We
define the following Ns+1-graded k-algebra

(16) T :=
⊕

n0,...,ns∈N

mn0J(1)n1 · · ·J(s)ns
/
mn0+1J(1)n1 · · ·J(s)ns .

Since each ideal J(i)ni is generated in degree nihi, by Nakayama’s lemma we get the isomorphism

T ∼=
⊕

n0,...,ns∈N

[
mn0

]
n0

[
J(1)n1

]
n1h1
· · ·
[
J(s)ns

]
nshs

⊂ R(M,J(1), . . . ,J(s)).

As a consequence we obtain that T is a k-domain of almost integral type with decomposable grading, and so
by Theorem 5.5 and Definition 5.7 we can consider its mixed multiplicities e

(
d0,d;T

)
for d0 ∈ N,d ∈ Ns.

We have that dim(T) = dim(R)+ s. The following proposition shows that the mixed multiplicities of T
coincide with the mixed multiplicities e(d0,d)(M | J(1), . . . ,J(s)).

Proposition 6.8. For each d0 ∈ N, d ∈ Ns with d0 + |d|= d−1, we have the equality

e(d0,d)(M | J(1), . . . ,J(s)) = e
(
d0,d;T

)
.

Proof. For each p> 1, we define the following standard Ns+1-graded algebra

Cp =
⊕

n0,n1,...,ns∈Ns+1

[
k
[
[T ]e0 , [T ]pe1 , · · · , [T ]pes

]]
(n0,n1p,...,nsp)
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(i.e., the regrading of the algebra generated by the graded parts [T ]e0 , [T ]pe1 , · · · , [T ]pes). Notice that the
polynomial GCp of Cp (see Remark 4.1) equals the polynomial B(m;J(1)p,...,J(s)p) corresponding to the
ideals m and J(1)p, . . . ,J(s)p (see Remark 6.1), that is,

GCp(n0,n) = B(m;J(1)p,...,J(s)p)(n0,n).

Hence e(d0,d;Cp) = e(d0,d) (m | J(1)p, . . . ,J(s)p).
Since the following polynomials are equal

GCp(pn0,n) = G
T̃[p]

(n0,n),

by comparing the coefficients, we obtain e
(
d0,d; T̃[p]

)
= pd0e(d0,d;Cp) (recall that T̃[p] denotes the re-

grading of the algebra generated by the graded parts [T ]pe0 , [T ]pe1 , · · · , [T ]pes). Similarly, we have the
equality of polynomials

G(m;J(1)p,...,J(s)p)(pn0,n) = G(mp;J(1)p,...,J(s)p)(n0,n) (see Remark 6.1)

that implies e(d0,d) (m
p | J(1)p, . . . ,J(s)p) = pd0+1e(d0,d) (m | J(1)p, . . . ,J(s)p).

By combining the above equalities with Corollary 5.8 and Corollary 6.6, we get

e(d0,d)(M | J(1), . . . ,J(s)) = lim
p→∞

e(d0,d)(m
p | J(1)p, . . . ,J(s)p)
pd

= lim
p→∞

e(d0,d)(m | J(1)p, . . . ,J(s)p)
pd−1−d0

= lim
p→∞ e(d0,d;Cp)

pd−1−d0

= lim
p→∞

e
(
d0,d; T̃[p]

)
pd−1

= e
(
d0,d;T

)
.

Therefore, the result follows. �

The analytic spread of an ideal I ⊂ R is given by `(I) := dim
(
R(I)/mR(I)

)
, where R(I) denotes the

Rees algebra of I. When the ideal I = (f1, . . . ,fe)⊂ R is generated by homogeneous elements of the same
degree, one has that R(I)/mR(I) ∼= k[f1, . . . ,fe] and so `(I) = dim(k[f1, . . . ,fe]). The following positivity
criterion extends the result of [5, Theorem 4.4]. It characterizes the positivity of the mixed multiplicities
e(d0,d)(M | J(1), . . . ,J(s)).

Theorem 6.9. Assume Setup 6.7. Let d0 ∈ N, d ∈ Ns such that d0 + |d|= d−1. Then,

e(d0,d)(M | J(1), . . . ,J(s))> 0

if and only if for all p� 0 and J = {j1, . . . , jk}⊆ {1, . . . ,s} the inequality

dj1 + · · ·+djk 6 `
(
J(j1)p · · ·J(jk)p

)
−1

holds.
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Proof. By using Proposition 6.8 and Corollary 5.8, to show e(d0,d)(M | J(1), . . . ,J(s)) > 0, it is enough to
show that for p� 0 one has

e(d0,d)
(
m | J(j1)p, . . . ,J(jk)p

)
= e
(
d0,d; T̃[p]

)
> 0.

For any p > 0, [5, Theorem 4.4] implies that the inequality e(d0,d)
(
m | J(j1)p, . . . ,J(jk)p

)
> 0 is equivalent

to the condition of having dj1 + · · ·+djk 6 `
(
J(j1)p · · ·J(jk)p

)
−1 for all J = {j1, . . . , jk}⊆ {1, . . . ,s}. So,

the result follows. �

6.2. Positivity for mixed volumes of convex bodies. In this subsection, by exploiting the known close
relation between mixed multiplicities and mixed volumes (see [7, 33]), we provide a positivity criteria for
mixed volumes. Following the notation of [7], we use the setup below.

Setup 6.10. Let K = (K1, . . . ,Ks) be a sequence of convex bodies in Rd>0. Let k be a field, R be the
polynomial ring R = k[x1, . . . ,xd+1], and m = (x1, . . . ,xd+1). Let π1 : Rd+1→ Rd, (α1, . . . ,αd,αd+1) 7→
(α1, . . . ,αd) be the projection into the first d factors. Let π : Rd+1 → R the linear map π : Rd+1 →
R, (α1, . . . ,αd,αd+1) 7→ α1 + · · ·+αd+αd+1. For 1 6 i 6 s, choose hi ∈ N a positive integer such that
Ki ⊂ π1

(
π−1(hi)∩Rd+1

>0

)
. The corresponding homogenization of Ki (with respect to hi) is defined as the

convex body
K̃i := (Ki×R)∩π−1(hi) ⊂ Rd+1

>0 .

Let CKi be the corresponding cone CKi := Cone(K̃i). Consider the semigroup SKi ⊂ Nd+1 given by

SKi := CKi ∩Nd+1∩

( ∞⋃
k=1

π−1 (khi)

)
.

We consider the (not necessarily Noetherian) graded family of monomial ideals

J(i) := {J(i)n}n∈N, where J(i)n :=
(

xm | m ∈ SKi and |m|= nhi

)
⊂ R.

Let M be the filtration M := {mn}n∈N.

As a direct consequence of our previous developments, we recover a classical criterion for the positivity
of mixed volumes (see [31, Theorem 5.1.8]).

Theorem 6.11. Assume Setup 6.10. Let d ∈ Ns such that |d| = d. Then, MVd (Kd) > 0 if and only if for
each J = {j1, . . . , jk}⊆ {1, . . . ,s} the inequality

dj1 + · · ·+djk 6 dimR

(
k∑
i=1

Kji

)
holds.

Proof. From [7, Theorem 5.4] we have that MVd (Kd) = e(0,d)(M | J(1), . . . ,J(s)). Hence, Theorem 6.9
implies that MVd (Kd)> 0 if and only if for all p� 0 and J = {j1, . . . , jk}⊆ {1, . . . ,s} the inequality

dj1 + · · ·+djk 6 `
(
J(j1)p · · ·J(jk)p

)
−1

holds. For each ideal J(j1)p · · ·J(jk)p there corresponds the convex body

K
(
J(j1)p · · ·J(jk)p

)
:= π1

(
conv
{

m ∈ Nd+1 | xm ∈
[
J(j1)p · · ·J(jk)p

]
phj1+···+phjk

})
⊂ Rd>0.
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Notice that `(J(j1)p · · ·J(jk)p) − 1 = dimR(K(J(j1)p · · ·J(jk)p)). For p � 0, one obtains the equality
dimR(K(J(j1)p · · ·J(jk)p)) = dimR(

∑k
i=1Kji), as the convex bodies K(J(j1)p · · ·J(jk)p) approximate the

Minkowski sum
∑k
i=1Kji . Therefore, the proof of the theorem is complete. �

7. MULTIGRADED LINEAR SERIES

In this section, we apply our main results from the previous sections to the case of multigraded linear
series. Here, we extend the results of [25] on the multigraded linear series. Our main improvement is the
fact that we deal with valuations with leaves of bounded dimension instead of restricting to valuations with
only one-dimensional leaves. Furthermore, with the family of multigraded linear series with decomposable
grading, we provide an interesting family for which the volume function is a polynomial.

Following the notation of [17], we say that X is a variety over a field k if X is a reduced and irreducible
separated scheme of finite type over k.

Throughout this section the following setup is used.

Setup 7.1. Let k be a field and X be a proper variety over k. Let D1, . . . ,Ds be a sequence of Cartier
divisors on X.

We consider the section ring of the divisors D1, . . . ,Ds, which given by

S(D1, . . . ,Ds) :=
⊕

(n1,...,ns)∈Ns

H0(X,O(n1D1 + · · ·+nsDs)
)
.

Notice that S(D1, . . . ,Ds) is by construction an Ns-graded k-algebra. To simplify notation, for any n =

(n1, . . . ,ns) ∈ Ns, we denote the divisor n1D1 + · · ·+nsDs by

nD := n1D1 + · · ·+nsDs.

The following basic result shows that the section ring of D1, . . . ,Ds is an Ns-graded algebra of almost
integral type (in the sense of Definition 4.2). For the single graded case, see [21, Theorem 3.7].

Proposition 7.2. S(D1, . . . ,Ds) is an Ns-graded algebra of almost integral type.

Proof. First, by Chow’s lemma (see, e.g. [15, Theorem 13.100] or [17, Exercise II.4.10]), there exists a
proper birational morphism π : X ′→ X where X ′ is a normal projective variety over k. Since for all n ∈Ns

we have H0(X,O(nD)
)
↪→ H0(X ′,π∗O(nD)

)
, it suffices to assume that X is a normal projective variety

over k, and we do so.
We can find a very ample divisor H on X such that Di 6 H, and so O(nD) ⊆ O(|n|H) for all n ∈

Ns (see, e.g., [24, Example 1.2.10] and [21, Theorem 3.9]). From the fact that the section ring S(H) =⊕∞
n=0 H0(X,O(nH)) is of integral type (see [17, Exercise II.5.14]), we obtain that S(D1, . . . ,Ds) is an

Ns-graded algebra of almost integral type. �

Here, we study multigraded linear series as defined below.

Definition 7.3. A multigraded linear series associated to the divisors D1, . . . ,Ds is an Ns-graded k-
subalgebraW of the section ring S(D1, . . . ,Ds).

Let W ⊆ S(D1, . . . ,Ds) be a multigraded linear series and suppose that [W]ei 6= 0 for all 1 6 i 6 s.
By Proposition 7.2, it follows that W is an Ns-graded algebra of almost integral type. The Kodaira-Itaka
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dimension ofW is denoted and given by

κ(W) := dim(W)− s,

where as before dim(W) denotes the Krull dimension of the Ns-graded algebra W of almost integral type.
This value was the correct asymptotic for the volume function of an Ns-graded algebra of almost integral
type (see (9)). Additionally, notice that this agrees with the definition used in [11, Section 7] for the case of
singly graded linear series. Following Definition 4.5, let ∆(W) be the global Newton-Okounkov body of
W. As in Definition 4.10, consider the integers ind(W) and `W .

Our main result regarding multigraded linear series is the theorem below, and it follows rather easily
from our previous developments.

Theorem 7.4. Assume Setup 7.1. Let W ⊂ S(D1, . . . ,Ds) be a multigraded linear series and suppose that
[W]ei 6= 0 for all 16 i6 s. Then, the following statements hold:

(i) The volume function

FW(n) := lim
n→∞ dimk

(
[W]nn

)
nκ(W)

ofW is well-defined for all n ∈ Zs+.
(ii) There exists a unique continuous function that is homogeneous of degree κ(W) and log-concave and

that extends the volume function FW(n) of part (i) to the positive orthant Rs>0. This function is given
by

FW : Rs>0→ R, x 7→ `W ·
Volκ(W)

(
∆(W)x

)
ind(W)

.

(iii) IfW has a decomposable grading, then there exists a homogeneous polynomialGW(n)∈R[n1, . . . ,ns]
of degree κ(W) with non-negative real coefficients such that

FW(n) = GW(n)

for all n ∈ Zs+.

Proof. (i) The function is obtained as in (9).
(ii) It follows from Corollary 4.11.
(iii) It follows from Theorem 5.5. �

For a closed subscheme Y ⊂ Pm1
k ×k · · ·×k Pms

k of a multiprojective space over k, we can consider the
multidegrees of Y. These fundamental invariants go back to the work of van der Waerden [34]. If S is a
standard Ns-graded algebra that coincides with the multihomogeneous coordinate ring of Y, then for each
d ∈ Ns with |d|= dim(Y), one way of defining the multidegree of Y of type d is by setting

deg(d;Y) := e(d;S).

The following theorem is an extension of [21, Theorem 3.3] to a multigraded setting. It expresses the mixed
multiplicities of a multigraded linear series with decomposable grading in terms of the multidegrees of the
image of the corresponding Kodaira rational maps.

Theorem 7.5. Assume Setup 7.1. LetW⊂ S(D1, . . . ,Ds) be a multigraded linear series with decomposable
grading and suppose that [W]ei 6= 0 for all 16 i6 s. For each p> 1, consider the corresponding Kodaira
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rational map
Π[W](p,...,p)

: X 99K P
dimk([W]pe1)−1
k ×k · · ·×k P

dimk([W]pes)−1
k .

Let Y[W](p,...,p)
be the closure of the image of Π[W](p,...,p)

. Then, for each d = (d1, . . . ,ds) ∈ Ns with |d| =
κ(W), we have the following equalities

e(d;W) = lim
p→∞

deg
(
d;Y[W](p,...,p)

)
pκ(W)

= sup
p∈Z+

deg
(
d;Y[W](p,...,p)

)
pκ(W)

.

Proof. The result follows by applying Corollary 5.8 to the multigraded linear series W that has a decom-
posable grading. �

Finally, below we have an example where the section ring has a decomposable grading.

Example 7.6. Let C be a smooth projective algebraic curve of genus g over an algebraically closed field k.
Let D1, . . . ,Ds be divisors on C with deg(Di)> 2g+1. Then by [28, Theorem 6], the tensor product map

H0(X,O(n1D1)
)
⊗·· ·⊗H0(X,O(nsDs)

)
→ H0(X,O(n1D1 + · · ·+nsDs)

)
is surjective. Hence, the multigraded linear series W = S(D1, . . . ,Ds) has a decomposable grading and by
part (iii) of Theorem 7.4 the function FW is a homogeneous polynomial of degree κ(W).

Finally, we would like to remark that the conditions on C and D1, . . . ,Ds can be relaxed slightly by
considering generalizations of Mumford’s theorem, see [4, 13, 16] for details.
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