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1 IntroductionThe purpose of this paper is to introduce a certain combinatorial-algebraic problem, discussits signi�cance to knot theory (and to a lesser extent, to quantum �eld theory), and presentsome solutions to it. The most general solution to this problem has not yet been found, and�nding it is likely to lead to the discovery of new knot and link invariants.In this paper, the words closed diagram will always refer to a graph made of a certainnumber of directed ellipses (called Wilson loops) marked by the natural numbers 1; : : : ; I,and a certain number of dashed lines (called propagators). The propagators and the Wilsonloops are allowed to meet in two types of vertices | one type (called type R2G) in which apropagator ends on one of the Wilson loops, and another (called type G3) connecting threepropagators. We assume that the second kind of vertices are `oriented' | that one of thetwo possible cyclic orders of the three propagators meeting in such a vertex is speci�ed. The`order' of such a diagrams will be half the total number of vertices in it.
Figure 1. An example for a closed diagram of order 6.Figure 1 is an example for such a diagram with I = 2. In this �gure (as in the rest of thispaper) each of the vertices is oriented counterclockwise (	). This convention means that thetwo diagram parts in �gure 2 are not equivalent. Also, remember that our diagrams are notallowed to have higher than cubic vertices. It is therefore implicitly understood that whenfour or more lines meet at the same point, that point is not a vertex and those lines passeach other without \interaction".

Figure 2. Two diagram parts which di�er only in the orientation of one of their vertices.We will be looking for assignments D ! C(D) that assign a weight C(D) inside somepre-chosen abelian group to each diagram D, and satisfy the following two relations:The \IHX" relation: Let the diagrams I, H, and X be identical outside a small domain,inside which they look as in �gure 3. Then their weights are expected to satisfyC(I) = C(H)� C(X):2



XHI Figure 3. The diagrams I, H, and X.The \STU" relation: Let the diagrams S, T , and U be identical outside a small domain,inside which they look as in �gure 4. Then their weights are expected to satisfyC(S) = C(T )� C(U):
S T UFigure 4. The diagrams S, T , and U .Main problem Find all such assignments C.Such assignments will be called weight systems.There are very good reasons to believe that each weight system will give rise to a linkinvariant. When one considers the perturbative expansion of the Chern-Simons quantum�eld theory [2, 6], one encounters diagrams much like the above. The diagrams in theChern-Simons theory correspond to integrals, and I have shown in [3] that (assuming someconvergence which is yet to be proven) these integrals summed with `correct' weights add upto give link invariants. The word `correct' in the previous sentence means exactly \satisfyingthe relations IHX and STU". In [2] I have carried out this program for the diagrams oforder � 2, and in [10, 11] Witten has shown that the HOMFLY polynomial [7] can be derivedfrom the Chern-Simons quantum �eld theory, and therefore can probably be re-derived usingour techniques. The weight system C that should correspond to the HOMFLY polynomialis presented in section 6. I don't know which are the knot invariants corresponding to mostof the other weight systems presented in this paper, and I do not know whether there arefurther weight systems beyond those presented here.As was (implicitly) shown in [10] and discussed in [2, 3] from the perturbative point ofview, to each weight system should correspond a three-manifold invariant as well.In section 7 a second relation, due to Vassiliev [9] and Birman-Lin [4], between thoseweight systems and knot theory is discussed.
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2 The methodLet F be a �eld, and let D be a closed diagram. I will now show how, given some Liealgebraic data, we can associate an element CG(D) of F to D.Let G be a �nite dimensional Lie algebra over the �eld F, R1; : : : ; RI a list of �nitedimensional representations of G (one for each Wilson loop in D) of dimensions d1; : : : ; dI,and let tr be a non-degenerate F-valued ad-invariant bilinear form on G
G, where ad denotesthe adjoint representation of the Lie algebra G on its underlying vector space. Let fGag bea basis for G, fr�i g a basis of Ri, and de�ne the tensors tab, tbc, f cab, tabc, and R�ia� by thefollowing formulae: tab = tr(Ga;Gb);tabtbc = � ca ;[Ga;Gb] = f cabGc;tabc = f dabtdc;Ri(Ga)r�i = R�ia�r�i :(In all those formulae the Einstein summation convention is assumed | there is an implicitsummation over every index that is repeated twice in a formula, once as an upper index andonce as a lower).To de�ne CG(D), �rst mark every Wilson loop segment in D by a greek letter �; �; : : :,and every end of every propagator by a small letter in the English alphabet | a, b, : : :.
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Figure 5. An unmarked diagram and a marked diagram.I will now describe how to construct a certain algebraic expression out of D and itsmarking:1. To each type G3 vertex in D associate a t��� symbol with the � � � replaced by the lettersmarking that vertex, picking those letter in an order consistent with the orientation ofthe vertex. Using the invariance of tab it is easy to check that tabc = tbca = tcab, and sothe particular order chosen is immaterial.2. To each propagator in D associate a t�� symbol with the dots replaced by the lettersmarked at the ends of that propagator.3. To each type R2G vertex associate an R��� symbol with the dots replaced by the letters4



marking that vertex, as in the �gure below:
a

βγ �! R�a4. Take the product of all the above mentioned t���, t��, and R��� symbols.5. Sum over �; �; : : :, and a, b, : : :, and call the result CG(D).For example, if D is the diagram in �gure 5, then (summation understood)CG(D) = ta0b0c0ta0atb0btc0cR�aRb�R�c� (1)Well-de�nedness We will now check that CG(D) is independent of the choices of basesthat were made. Clearly, CG(D) is independent of the choice of fr�g | as is demonstratedin (1) the representation R appears only through matrix traces of the formTr R(Ga)R(Gb)R(Gc):Suppose that f �G�ag is a di�erent basis of G. One can de�ne �t�a�b, �t�a�b�c, and �R��a� withrespect to this new basis, and use these tensors to de�ne �CG(D). We will show now that�CG(D) = CG(D). The two bases are related by some linear transformation | that is to say,there exists a matrix fM �aa g for which �G�a =Ma�aGaOne can check rather easily that the new tensors are given by the old ones through thefollowing formulae: �t�a�b = Ma�aM b�b tab�t�a�b = (M�1)�aa(M�1)�bbtab�t�a�b�c = Ma�aM b�bM c�c tabc�R��a� = Ma�aR�a�where (M�1)�aa is the inverse matrix ofMa�a . It is now easy to see that when these expressionsfor �t�a�b, �t�a�b�c, and �R��a� are combined together to form �CG(D), every matrix (M�1)�aa cancelsevery Ma�a .
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3 Relations between the CG(D)'sSo far, we used the fact that the tensors that went into the construction of CG(D) camefrom a Lie algebra and satis�ed certain relations only in a very mild way | in checking thattabc = tbca = tcab. We will now see what relations among the CG(D)'s can be deduced fromthe relations that tab, tabc, and R�a� are known to satisfy.First, a slight generalization. Using more or less the same procedure as before we canassign to every non-closed diagram D, which is allowed to have propagators with \free" endsand non-closed Wilson lines, a tensorT = T (D) 2 G
n 
 JOi=1 �Ri 
 �Ri� : (2)Here n is the number of propagators with free ends, R1; : : : RJ are the representations cor-responding to the non-closed Wilson lines, and the �Ri's are their duals. It is clear how tode�ne T | one just needs to follow the same steps as in the de�nition of CG, and as D isnot closed some of the indices will appear only once in the resulting expression and insteadof being summed over these indices will serve as the indices of the tensor T . For example:
α β

a ba’ b’

c’

c
�! T �;ab� = Xa0;b0;c0;c taa0tbb0tcc0tb0a0c0R�c� 2 G
2 
 R
 �RClaim 1 The two diagrams in �gure 2 correspond to tensors which are the negatives of eachother.Proof The is simply the fact that the Lie bracket is anti-symmetric. 2Claim 2 Let the diagrams S, T , and U be as in �gure 4. Then the tensors correspondingto them satisfy: T (S) = T (T )� T (U) (3)Proof This is simply the fact that R is a representation. That is, that R([Ga;Gb]) =R(Ga)R(Gb)�R(Gb)R(Ga). 2Claim 3 Let the diagrams I, H, and X be as in �gure 3. Then the tensors correspondingto them satisfy: T (I) = T (H)� T (X) (4)Proof Translating I, H, and X into their corresponding tensors, it is easy to see that thisis simply the Jacobi identity! (In fact, this claim can be regarded as a particular case of theprevious one, asserting that the adjoint action of a Lie-algebra on itself is a representation).26



Sewing. Given two open diagrams A and B and a (partial) correspondence ' betweentheir open ended lines which sends a propagator to a propagator and an ingoing (outgoing)Wilson line to an outgoing (ingoing) Wilson line labeled by the same representation, one cande�ne their join A#B to be the diagram obtained by sewing the external lines of A withthose of B according to the correspondence '. It is also possible to sew T (A) to T (B) bycontracting their indices as dictated by ', (using tab to lower the propagator indices). It isclear that the resulting T (A)#T (B) will equal T (A#B). In particular, if A#B is a closeddiagram, then CG(A#B) = T (A)#T (B). (See �gure 6).
=#Figure 6. Sewing two diagrams.Thus (4) and (3) can be used to derive relations between closed diagrams | (4) says thatif three diagrams �I, �H and �X are identical outside of a small domain in which they look likethe diagrams I, H, and X of �gure 3, then they satisfyCG(�I) = CG( �H)� CG( �X): (5)Similarly, (3) implies CG( �S) = CG( �T )� CG( �U): (6)The last two relations show that D ! CG(D) is a weight system in the sense of section1.Lemma 3.1 For any open diagram D, T = T (D) is an invariant tensor (with respect tothe natural action of G on each of the components in (2)).Proof The reason why this lemma is true, is that T can be seen as the contraction of acollection of invariant tensors | the t���, the t�� and the R��� are all invariant. This statementcan be translated into a combinatorial invariance proof. I will just sketch this proof here,and supplement this sketch with a simple example | �gure 7.For simplicity, I will disregard � signs here. Say D has n internal vertices. Pick a pointP outside of D and consider the 3n diagrams obtained by connecting P using a propagatorto each of the three lines emanating from each of the n vertices in D. Let D be the sumof the tensors corresponding to these 3n diagrams. Each internal line in D has two termscorresponding to it in D coming from the two vertices at the ends of that line, and with theproper choice of signs these two terms exactly cancel. The only diagrams that still contributeto D are those in which P is connected to an external line, and, if P is marked by a, theseare exactly the diagrams that represent the variation of D with respect to Ga.On the other hand, the relations (4) and (3) show that each group of three diagramsmade by connecting P to the three lines emanating from a single propagator corresponds totensors that add up to 0. D is just a sum of such groups, and this concludes the proof. (See�gure 7). 27
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Figure 7. A simple invariance proof | the tensor D is the sum of 1-12. Rela-tion IHX shows that 1 + 2 + 3 = 10 + 11 + 12 = 0, relation STU shows that4 + 5 + 6 = 7 + 8 + 9 = 0, claim 1 shows that 1 + 12 = 2 + 6 = 7 + 11 = 0, and4+9 = 0 by the choice of signs. It follows that 3+5+8+10 = 0. This is exactly thefact that T is an invariant tensor.
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Remark The behavior of D ! T (D) under sewing means that we've actually de�ned atopological Quantum Field Theory of dimension 1, satisfying Segal's axioms (see [1, 12]).Lemma 3.1 shows that the vector space assigned by our QFT to n + 2J points, n of whichlabeled `G', J labeled R1; : : : RJ , and J labeled �R1; : : : �RJ , is the space of invariant tensorsin G
n 
 JOi=1 �Ri 
 �Ri� :Every diagram D with n + 2J free ends (of the appropriate kinds) gives a vector T (D) inthat vector space.Lemma 3.2 If the representation R is irreducible, the factorization property illustrated in�gure 8 holds. (In that �gure, the blobs and simply represent arbitrary subdia-grams with an arbitrary number of connections to the Wilson loop).
dim R

Figure 8. The factorization property.Proof Clearly, the two sides of the equation in �gure 8 represent two ways of contractingthe tensors A�� and B�� corresponding to the two open diagrams obtained by removing the\bridge" in the left hand side of that equation. But from lemma 3.1 and the irreducibilityof R it follows that A and B must be multiples of the identity matrix:A�� = a��� ; B�� = b���:This reduces �gure 8 to the trivial assertionda���b��� = a���b���: 2Remark taking the blobs and to be empty implies that CG( ) = dimR = d.
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4 Taking the logarithmIn this section we will assume that F is a �eld of characteristic zero and that R is anirreducible representation of G.De�nition 1 Let A be the vector space of (in�nite) formal linear combinations (with coe�-cients in F) of (graph-) isomorphism types of closed diagrams having I = 1, (i.e. containingexactly one Wilson loop), with a pre-chosen base point on that loop. For convenience, we willexclude the trivial diagram from A. For example, here are the six simplest generatorsof A: :In fact, A can be made into an algebra; the product of A 2 A and B 2 A will essentiallybe the sum of all the possible ways of merging them into a single diagram:De�nition 2 Let A be a generator of A, and let a1; a2; : : : ; an be the list of R2G verticesin A, in the order they are encountered when one travels along the loop consistently withits orientation and beginning from the base point. Let B be another generator of A, andde�ne b1; b2; : : : ; bk in the same way. Let P be the set of all possible linear orderings of n\a" symbols and m \b" symbols. For every P 2 P de�ne [AB]P to be the diagram obtainedby marking a based Wilson loop with a's and b's following their order in P , and connectingdiagrams A and B (minus their respective loops) to that Wilson loop following the marks inthe obvious way. Finally, de�ne A �B = XP2P [AB]P :For an example, see �gure 9.
+ +2 22=. Figure 9. Taking the product in AClaim 4 The algebra A is associative and commutative. 2Now let Z 2 A be Z = d+ Xgenerators of ACG(D) �D; (7)and let W 2 A be the formal logarithm of Z,W = logZ;10



given by the formal power series expansionW def= log d+ 1Xm=1 (�1)m+1 (PD CG(D) �D)mmdm : (8)Notice that the order of A �B is always bigger than that of A or B, and so every diagram Dappears in the above in�nite sum only �nitely many times, and hence W is well de�ned.De�nition 3 De�ne C 0G(D) to be the coe�cient of D in W. Namely, de�ne it by theequation W = log d+XD C 0G(D) �D:Remark It is easy to check that the weight of a diagram is independent of the position ofits base point, which was introduced only for the sake of simplifying de�nition 2. Therefore,base points will be suppressed from now on.De�nition 4 Let D be a generator of A. A `cyclic partition' of D will be a cyclicly ordered(that is, ordered up to a rotation) partition D = fD1; D2; : : : ; Dk(D)g of the set of all prop-agators of D into disjoint subsets, such that for any propagator p 2 Di, all the propagatorsconnected to p by a G3 vertex will also be in Di. Given such a partition, we will denote bythe same letter Di the generator of A obtained by reinserting the Wilson loop of D aroundDi.Claim 5 The weight C 0G(D) of a generator D of A is given in the following formula:C 0G(D) = Xcyclic partitions D (�1)k(D)+1dk(D) k(D)Yi=1 CG(Di): (9)Proof This is simply a sum over all the possible ways of writing D as a product in A, withthe coe�cients taken correctly as in (8). The fact that we are restricting our attention to\cyclic partitions" corresponds to the factor 1m in that equation. 2Lemma 4.1 Let D be a generator of A which can be decomposed (in the sense of de�nition4) into two parts such that:1. The two parts can be separated from each other by cutting the Wilson loop of D at justtwo points.2. At least one of the parts cannot be decomposed any further.In this case, C 0G(D) = 0: (10)(For an example, see �gure 10).
11



Figure 10. An example for a diagram with C 0G(D) = 0Proof Let D = A [B be a diagram decomposed into two non-empty separated parts suchthat A cannot be be decomposed any further. WriteC 0G(D) = Xcyclic partitions D c0(D) ; c0(D) = (�1)k(D)+1dk(D) k(D)Yi=1 CG(Di):We will prove (10) by �nding a �xed point free involution D ! �D of the set of all cyclicpartitions of D for which c0(�D) is always the negative of c0(D).Let D = fD1; D2; : : : ; Dk(D)g be a cyclic partition of D. There are two possibilities:1. A is one of the Di's. In this case, de�ne �D to be the cyclic partition obtained byadjoining A to the component of D preceding it in D. It is clear that k(�D) = k(D)�1,and therefore using lemma 3.2 we �nd c0(�D) = �c0(D).2. A is properly contained in one of the Di's. We may assume that A is properlycontained in D1. De�ne �D = fD1 � A; A; D2; : : : ; Dk(D)g. It is clear that k(�D) =k(D) + 1, and therefore using lemma 3.2 we �nd c0(�D) = �c0(D).It is clear that � is a �xed point free involution. 2Remark It is easy to show that the second requirement of the above lemma is superuous| even if one of the parts of D is still decomposable one can always use relation STU toexpress that part as a sum of open diagrams, each of which is either `less decomposable' or`more separable' (i.e. can be separated in the sense of the �rst requirement of the abovelemma into two smaller parts).Claim 6 The relations (5) and (6) hold for the C 0G(D)'s as well:C 0G(�I) = C 0G( �H)� C 0G( �X); (11)C 0G( �S) = C 0G( �T )� C 0G( �U): (12)Proof (5) is a linear relation, and it is respected by each term in the sum (9). Therefore(11) holds. The same is true for (12), only that �T and �U have cyclic partitions which donot correspond to cyclic partitions of �S | these are the ones in which the two propagatorsin T or in U of �gure 4 appear in di�erent components. There is natural correspondence� between those exceptional partitions of �T and those of �U , and clearly c0(�D) = c0(D) for12



every exceptional partition D of �T . The minus sign in (12) then shows that these exceptionalpartitions can be disregarded. 2Remark The algebra structure of A can be used to de�ne an algebra structure on the spaceC of all weight systems. Let the generating function ZC of a weight system C be as in (7),ZC = d+ Xgenerators of AC(D) �D;and for C1;2 2 C de�ne their product C1 � C2 byZC1�C2 = ZC1 � ZC2 :The above proof is essentially a veri�cation of the fact that ZC1�C2 is indeed the generatingfunction of a weight system that satis�es the relations IHX and STU .
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5 Evaluation of some diagrams for simple algebrasIn this section G will be a simple Lie algebra over the real or complex �eld, and R will bean irreducible representation of G. In this context, it is possible to evaluate some diagramsin a relatively simple way.The key point is that under the above conditions, the spaces of invariant tensors in G
Gand in R
 �R are both one-dimensional, and therefore one can speak of `ratios' of invarianttensors in G 
 G or in R
 �R.De�nition 5 The constants r and g are given by the following ratios:g = 0BBBBBB@ 1CCCCCCA r = 0BBBBBBB@ 1CCCCCCCA : (13)(Notice that by lemma 3.1 the above tensors are all invariant).In the following few lines, we see how the relations from the previous section can be usedto evaluate CG for all closed diagrams with a single Wilson loop and orders smaller thanthree. For brevity, we omit the symbol CG below.= d by the remark after lemma 3.2 (14)= r = dr by (13) and (14) (15)= g = dgr by (13) and (15) (16)= r = dr2 (17)= 12 � � � = 12 = 12dgr by (3) (18)= � = dr �r � 12g� (19)Similarly: = dgr2= dr3= dr3= dr2(r � 12g)= 12dgr2= 12dg2r= 14dg2r

= 12dgr(r� 12g)= dr(r � 12g)2= dgr(r� 12g)= 14dg2r= 0= dr(r � 12g)(r � g)= dg2r14



It is now possible to use these results together with (9) and get:C 0G( ) = rC 0G( ) = grC 0G( ) = 12grC 0G( ) = � 12grC 0G( ) = 12g2rC 0G( ) = 14g2r
C 0G( ) = � 14g2rC 0G( ) = 14g2rC 0G( ) = � 12g2rC 0G( ) = 14g2rC 0G( ) = 12g2rC 0G( ) = g2rIt is easy to check that all the other diagrams of order � 3 have a vanishing C 0G.Unfortunately, there are some order four (and higher) diagrams that cannot be evaluatedusing these techniques. One such diagram is .The following table contains the values of d, g, and r for some classical Lie algebras withtheir de�ning representations (and tab taken to be the matrix trace in those representations):G R d g rsl(N;C) CN N 2N N2 � 1Nso(N;C) CN N N � 2 N � 12sp(N;C) C2N 2N 2(N + 1) N + 12Remark One can check that if G is a real Lie algebra and GC is its complexi�cation thenCG � CGC. Therefore the above table can be used to evaluate d, g, and r for any of the realforms of sl(N;C), so(N;C), or sp(N;C) in their de�ning representations.
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6 Complete evaluation for the classical algebrasBy the remark at the end of the previous section, to calculate CG for the classical algebras (intheir de�ning representations) it is enough to consider the four complex classical algebras.The �rst step is to use relation STU repeatedly, with each usage reducing the numberof G3 vertices by one, until we are left with a diagram D that has no G3 vertices. The basicbuilding block of such diagrams is the tensorT ��� = 6?�� �ab :This tensor will be evaluated explicitly for each of the complex classical algebras, and theresults will turn out to have representations in terms of diagrams that have no propagatorsin them. Using this repeatedly, we are left with disjoint unions of circles which again areeasy to evaluate explicitly.I will show in detail the computations for so(N;C), and just state the results for gl(N;C),sl(N;C), and sp(N;C).The algebra so(N;C). A convenient choice of generators for so(N;C) are the N � Nmatrices Mij (i < j), given by (Mij)�� = �i��j� � �i��j�:That is, the ij entry of Mij is +1, the ji entry of Mij is �1, and all other entries of Mijare zero. The invariant bilinear form that we pick on so(N;C) is the matrix trace in thede�ning representation, and sot(ij)(kl) def= tr(MijMkl) = �2�ik�jl:Inverting the N(N�1)2 � N(N�1)2 matrix t(ij)(kl) we gett(ij)(kl) = �12�ik�jl; (20)and so T ��� = Xi<j;k<l t(ij)(kl)(Mij)��(Mkl)�: (21)Using (20) and some algebraic manipulations we can simplify (21), and then represent it bya diagram: (21) = 12(����� � �����) = 12 0BBBB@ & %$'�� �� ������@@@@@@�� �1CCCCA : (22)The last thing to note is thatCso(N;C)(k disjoint circles) = Nk:16



Example For so(N;C) in its de�ning representation we can calculate d, r, and g using:(suppressing the `Cso(N;C)' symbols)d = = Ndr = = 12 � � � = N(N � 1)2dr �r � 12g� = = 14 � 12 + 14 = N(N � 1)4 :The algebra gl(N;C). Similar considerations lead to the even simpler rule6?�� �(kl)(ij) = & %$'�� �;while retaining Cgl(N;C)(k disjoint circles) = Nk:Example For gl(N;C) in its de�ning representation= � = � = N(N2 � 1)The algebra sl(N;C). The rule here is the so-called \Fierz identity",6?�� �(kl)(ij) = & %$'�� �� 1N �� �;with the usual Csl(N;C)(k disjoint circles) = Nk:Example For sl(N;C) in its de�ning representation we can calculate d, r, and g using:d = = Ndr = = � 1N = N2 � 1dr �r � 12g� = = � 2N + 1N2 = 1�N2N :The algebra sp(N;C). This is the most complicated case. Let D be a diagram with no G3vertices. The computation of Csp(N;C)(D) now proceeds in two steps:1. Mark each Wilson loop segment in D with either the symbol P or the symbol Q, insuch a way that the number of P 's entering each subdiagram of D of the form isequal to the number of P 's leaving it. (Remember that the Wilson loops are directed).17



2. Simplify D using the following rules:6? PPPP = 6? QQQQ = 126? PPQQ = 6? QQPP = �126? QPQP = 6? PQPQ = 12 0B@ + 1CA :3. Similarly to the usual,Csp(N;C)(k disjoint marked circles) = Nk:(Notice that this time dimR = 2N 6= N).Example For sp(N;C) in its de�ning representation we can calculate d, r, and g using:d = ="!# P +"!# Q = 2Ndr = ="!# PP +"!# QQ + 2"!# QP= 212 + 0B@ + 1CA = 2N �N + 12�dr �r � 12g� = = 2 PPP P + 4 QQP P= 12 � 0B@ + 1CA = �12N(1 + 2N)Exercise The reader might �nd it amusing to verify that Csp(1;C) � Csl(2;C), as expectedfrom the isomorphism sp(1;C) �= sl(2;C). Notice that Cso(3;C) is not equal to Csp(1;C) (orCsl(2;C)) because their de�ning representations are not the same.
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7 The Vassiliev knot invariantsIn [9] Vassiliev considered the space M of all the possible embeddings of the oriented circleS1 in an oriented R3 as a subspace of the space of all smooth maps S1 ! R3, analyzed thepossible singularities of such maps, and using that information constructed a �ltration ofM and a spectral sequence that converges to its cohomology. The connected componentsof M correspond simply to oriented knot types, and therefore each element of H0(M) is aknot invariant. Vassiliev then uses his topological machinery to partially compute H0(M),and based on his machinery, Birman and Lin [4] arrived at the following properties which anumerical invariant Vi of oriented knots that comes from the i's level of Vassiliev's �ltrationhas to satisfy:1. Vi has an extension (which I will also denote by Vi) to an invariant of smooth immersedcircles, which are allowed to have �nitely many transversal self-intersection. We willcall such immersed circles embedded graphs.2. Vi( ) = 0.3. Overcrossings, undercrossings and self-intersections are related by:Vi( )� Vi( ) = Vi( ): (23)This relation will be called the ip relation. (As usual in knot theory, when we write, or , we think of them as parts of bigger graphs which are identicaloutside of a small sphere, inside of which they look as in the �gures).4. If a graph G has more than i self-intersections, then Vi(G) = 0.The third and fourth properties taken together imply that if a graph G has exactly iself-intersection, than Vi(G) depends only on the abstract graph underlying G, and not onits embedding. Such a graph will be called saturated. A simple way of representing such agraph is by the diagram underlying it, which is obtained by drawing a circle in the planecorresponding to the parameterization of G, and connecting using a dashed line every twopoints of that circle which are identi�ed in G. For an example, see �gure 11.
�!Figure 11. The diagram corresponding to a saturated graph with i = 2Example A somewhat tautological example is easily derived from the Conway polynomial[5, 8]. Fix i > 0, let G an embedded graph with j self-intersections, and let K1; : : : ; K2jto be the 2j possible resolutions of G | the 2j knots obtained by replacing each of the j19



self-intersections in G by either an overcrossing or an undercrossing. Let �(K)(z) be theConway polynomial of a knot K, and de�neV �i (G) def= coe�cient of zi in 2jXm=1(�1)# of new undercrossings in Km � �(Km)(z): (24)I have already de�ned V �i for graphs, and there is nothing to check for property 1. Property 2is the fact that � � � = 1 is independent of z, and property 3 is trivial from the de�nition(24). By the de�ning relation of the Conway polynomial� � �� � � � = z � � � �and property 3, it follows that V �i � � = V �i�1 � � ;and this proves that if j > i then V �i (G) = 0, as required in property 4. Using the results ofthe previous section one can check that if G is a saturated graph and D is its correspondingdiagram, then V �i (G) is equal to the coe�cient of N in Cgl(N;C)(D).We saw that underlying the Vassiliev invariants there is an assignment of weights toa certain collection of diagrams, D ! Vi(D), just like the assignments CG and C 0G. TheVassiliev assignments are not arbitrary | they have to satisfy certain consistency conditions:(These conditions were �rst written explicitly by Birman and Lin in [4])Claim 7 Whenever four diagrams S, E, W , and N di�er only as shown in �gure 12, theirweights satisfy Vi(S)� Vi(E) = �Vi(W ) + Vi(N): (25)
S NWEFigure 12. The diagrams S, E, W , and N . (The dotted arcs represent parts of thediagrams that are not shown in the �gure. These parts are assumed to be the same inthe four diagrams)Proof Let SW be the almost saturated (i.e. having i � 1 self-intersections) graph shown(partially) in �gure 13. Pieces of the x and y axes near the origin serve as arcs in that graph,as well as a third line z0 parallel to the z axis but transversing the x � y plane South-Westof the origin. Let NE be the same, only with the third line z0 moved to transverse the x� yplane North-East of the origin. There are two ways to calculate Vi(NE) in terms of Vi(SW )and the weights of saturated graphs using the ip relation | by moving z0 from SW to NEalong the two dotted paths in �gure 13. The two ways must yield the same answer, andtherefore the four saturated graphs corresponding to z0 intersecting the x and y axes South,20
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Figure 13. The graph SW and the two ways of getting from it to NE. Notice that z0is perpendicular to the plane and therefore appears as a single dot.East, West and North of the origin have diagrams whose weights are related. With the signconvention of (23), this relation is seen to be (25). 2It is easy to see that the weight systems CG and C 0G satisfy the relation (25). Simply usethe relations (6) and (12) in two di�erent ways (marked 1 and 2) on the diagram:
1

2Claim 8 (Birman-Lin) If a diagram D contains a dashed line whose endpoints on the circleare not separated from each other by an endpoint of any other line in D, then Vi(D) = 0.Proof An embedded graph G whose corresponding diagram is D would have a kink .By the ip relation (23), Vi(G) = Vi(Go)� Vi(Gu), where Go (Gu) is a version of G in whichthe kink was resolved to an overcrossing (undercrossing). But Go and Gu are isotopic, andtherefore Vi(G) = 0. 2It is a trivial consequence of lemma 4.1 that The weights C 0G satisfy the relation in claim8. We have just solved a problem posed by Birman and Lin in [4] | to �nd non-trivialsolutions to the relations in the last two claims.Acknowledgements I wish to thank D. Abramovich, A-B. Berger, J.H. Conway, L. Mer-lach, E. Thibault, K. Walker and E. Witten for discussions and suggestions they made, andJ.S. Birman and X-S. Lin for teaching me about the Vassiliev invariants.
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